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1. INTRODUCTION 

In this paper we study the asymptotic behaviour as t + co of solutions 
U(X, t) to the nonlinear partial differential equation 

ut, = m4 + %A~ O<x<l, t>o, (1.1) 

with initial conditions 

U(& 0) = q)(x), u,(x, 0) = u,(x), o<x< 1, (1.2) 

and boundary conditions either 

u(0, t) = U(I) t) = 0, t > 0, (1.3a) 
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or 

u(0, t) = 0, o(u,(l, f)) + &(l, f> = p, (1.3b) 

where P is a given constant. 
Equation (1.1) governs the one-dimensional motion under zero body 

forces of a homogeneous nonlinear viscoelastic material of rate type, u(x, t) 
denoting the displacement at time t of a particle having position x in a given 
reference configuration. For this material the stress S(x, t) is given by the 
constitutive equation 

s = u(u,> + U,I, (1.4) 

and the density in the reference configuration is assumed to be unity. The 
case in which the density is a positive constant and (1.4) is replaced by 

where ,U > 0 is a constant, can be reduced to (1.1) by a suitable scaling of t 
and o. While, strictly speaking, (1.1) applies only to one-dimensional motion 
of an infinite slab of material with faces normal to the x-axis, it is also a 
useful approximate model for purely longitudinal motion of a homogeneous 
thin bar of uniform cross-section and unit length. The boundary conditions 
(1.3a) say that the displacements of the ends of the rod are zero; constant 
nonzero displacements can be reduced to (1.3a) by a change of variables. 
The boundary conditions (1.3b) correspond to the situation in which the end 
x = 0 of the rod is fixed, while the end x = 1 is subjected to a given force P. 
The elastic part c of the stress is assumed to be a locally Lipschitz real 
valued function defined on all of R; since, however, a priori estimates will 
show that the values of uX(x, t) for all x E (0, 1) and t > 0 are confined to a 
bounded interval, our analysis applies also to certain cases in which u is not 
everywhere defined. 

Our principal objective is to study (1.1 j( 1.3) in the case when u is not a 
monotone increasing function, so that the stored-energy function 

W(u,) Ef !o”’ u(z) dz (1.5) 

is not convex. This implies that the corresponding equilibrium problem, 
namely, to solve 

u(u’(x)) = const (1.6) 

subject to the boundary conditions either 

u(0) = u( 1) = 0 (1.7a) 
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or 

u(0) = 0, a(u’(1)) = P, (1.7b) 

has in general infinitely many solutions. For example, in the case of the 
boundary conditions (1.7b) any piecewise affine function u(x) passing 
through the origin and having slopes which are roots of the equation 
a(z) = P is an equilibrium solution. Solutions of problems (1.6), (1.7a) and 
(1.6), (1.7b) are stationary points, in suitable function classes, of the 
functionals 

Z(u) e-r 1.I W(u’(x)) dx (1.8a) 
-0 

ZJu) f!’ ( W@‘(x)) dx - Pu( l), 
0 

respectively. 
The equilibrium problem (1.6~( 1.7) has been studied recently by Ericksen 

(1975), one of whose aims was to clarify the extent to which elasticity theory 
can model materials which change phase. Different phases of a material can 
in this context be identified with appropriate ranges of values of the defor- 
mation gradient. For example, in one dimension a particular phase might be 
identified with a maximal interval of values of U, in which o is monotone; 
with this interpretation a piecewise affme equilibrium solution comprises 
homogeneous strains of different material phases separated by points 
representing phase boundaries. When considering what type of stored-energy 
function gives rise to equilibrium solutions possessing sharply defined phase 
boundaries, the following result (Ball, 1980) is of some relevance: whatever 
be the spatial dimension, a homogeneous nonlinear elastic material can 
possess nontrivial piecewise afline equilibrium solutions under zero body 
forces if and only if the stored-energy function W fails to be strictly rank 1 
convex. (Strict rank 1 convexity of W is essentially equivalent to strong ellip- 
ticity, and in one dimension is the same as strict convexity of W.) It should 
be noted that strong ellipticity may be lost in the reduction from three- 
dimensional elasticity to a one-dimensional rod theory of the type considered 
here; for example, a piecewise afBne solution of (1.6) can represent necking 
of a rod, but the same phenomenon can also be modelled using a more 
refined rod theory in which strong ellipticity is assumed (Antman, 1973; 
Antman and Carbone, 1977). Ericksen’s analysis has been extended by 
James (1979), who also gives a summary of some experimental literature on 
changes of phase in polymers and metals. The propagation of phase boun- 
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daries in an elastic bar (with no viscoelastic damping) is analyzed in James 
(1980). Also relevant are the papers of James (198 1) and Fosdick and James 
(1981) which treat aspects of the equilibrium theory of elastic rods in the 
case when the stored-energy function is not strongly elliptic. 

In the case when c is monotone increasing the asymptotic behaviour of 
solutions has been studied by Greenberg et al. (1968), Greenberg (1969) and 
Greenberg and MacCamy (1970). The solution to (1.1~(1.3a) then tends 
exponentially to zero as t -+ co. When cr is not monotone, the multiplicity of 
equilibrium solutions makes the problem of asymptotic behaviour much 
more complicated, a point emphasized by Dafermos (1969). In this case, on 
account of the viscoelastic term in (1.4), it is at first sight natural to 
conjecture that each solution u(x, t) of (1.1 )-( 1.3) converges to a particular 
equilibrium solution as t -+ co. Furthermore, one could expect that most 
solutions would converge to (at least local) minimizers of I or ZP. However, 
when u is not monotone it is well known that a minimizing sequence U(~)(X) 
of Z or Z, may converge uniformly to a function which is not an equilibrium 
solution. In this case the corresponding sequence of derivatives &(x) 
converges weakly but not strongly. The resulting limit can be viewed as an 
ordinary curve with a superimposed “infinitesimal zigzag,” or, in the 
terminology of Young (1969), a “generalized curve.” The ordinary curve 
minimizes the lower convex envelope of Z or Z, (cf. Ekeland and Temam, 
1974; Dacorogna, 1981). Since the total energy is nonincreasing along 
solutions of (1.1~( 1.3) the possibility arises that such a minimizing 
sequence could be given by ucj,(x) = u(x, tj) for some sequence t,j -+ co. For 
such a solution the deformations u(., ti) would consist of progressively finer 
phase mixtures. The behaviour of solutions established in this paper is 
consistent with this possibility. Indeed we give conditions under which u(., t) 
converges in the sense of generalized curves as t + co, so that in particular 
u(., t) converges uniformly to a function v(.) as t -+ co. We have not been 
able to determine whether this result is optimal, in the sense that there exists 
some solution u of (l.l)-( 1.3) converging to a function u which is not an 
equilibrium solution, or if so whether this is a common or rare phenomenon. 
On the one hand it seems to be far from obvious how to construct such an 
example, while on the other hand we have made numerous unsuccessful 
attempts to apply the various versions currently available of the LaSalle 
invariance principle (for references, see Ball, 1978) so as to conclude that u 
converges to an equilibrium. A careful numerical investigation might throw 
light on this question. 

The plan of the paper is as follows. We begin in Section 2 by reviewing 
and extending slightly the existence theorems of Andrews (1979, 1980) for 
problem (l.l)-( 1.3), laying particular emphasis on the boundary conditions 
(1.3b) which were treated in Andrews (1979, 1980) only for the special case 
when a(&( 1)) = p. Under natural hypotheses on 0, appropriate for solids and 

505/44/2~ I I 
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not implying monotonicity, a unique weak solution u exists for all time f > 0. 
An important step in the proof of global existence is an a priori estimate of 
Andrews stating that u( ., t) is bounded in lVVm(O, 1) for all t > 0. This 
estimate is crucial also for our study of asymptotic behaviour. In Section 4 
we study the asymptotic behaviour of u in the case of the boundary 
conditions (1.3b). In Theorem 4.1 we show that as t+ co, u,(., t) 2 0 in 
lPm(O, l), that a(~,(*, t)) -+ P in L2(0, 1), and that u(., t) converges in the 
sense of generalized curves; i.e., there exists a family of probability measures 

~v*Lwv~ on R such that @(u,(*, r))i (v,, @> in L”(0, 1) for each 
continuous function @. Furthermore supp V, c h;, = {z: a(z) = P} a.e. In 
Corollaries 4.2, 4.3 the case when K,, = {z , ,.,., zk} is finite is discussed. If 
k = 1 then u(x, t) -+ z, x strongly in W’Vp(O, 1) for all p, 1 <p < 00, while if 
k > 1 then the local phase fractions converge. In Corollary 4.4 we prove that 
u(., t) tends to the set of equilibrium solutions strongly in lV’,“(O, 1) for all 
p, 1 <p < ~13. The main idea of the proof of Theorem 4.1 is to use various 
“energy” estimates to prove that lim,,, j”: v(x) @(u,(x, t)) dx exists for 
certain w, Cp and then to use an approximation lemma proved in Section 3 to 
show that the limit exists in general. Analogous results are proved in Section 
5 for the boundary conditions (1.3a), but the argument is more delicate 
because the limiting value P of cr(u,(. t)) is not known a priori, and we give 
proofs only for the case when (T satisfies an extra (possibly unnecessary) 
nondegeneracy condition. In Section 6 we discuss further whether ~(a, t) 
converges to a unique equilibrium solution, and show that convergence to 
equilibrium does hold for solutions to the modified equation 

UfI = WJ + %, - %,A~ o<x< 1, t>o, (1.9) 

with appropriate boundary conditions, where E > 0 is a constant. We also 
discuss briefly the relationship between equilibrium solutions for (1.1) and 
those for (1.9) as 6 --t 0. 

It would be interesting to extend the analysis of this paper to the equation 
of one-dimensional isothermal motion of a linear viscous fluid (in 
Lagrangian coordinates}, 

a,, = f-P@,) + %J%L~ (1.10) 

with a non-monotone pressure function p(.) (such as that for a van der 
Waal’s fluid). Note that not only does the dissipative term differ from that in 
(l.l), but that our hypotheses (Ha), (Hb) in Section 2 are not appropriate 
for gases. An existence theorem for (1.10) has been announced by Kazhikov 
and Nikolaev (1979) ( see also Solonnikov & Kazhikov, 1981). 
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2. EXISTENCE OF SOLUTIONS 

We summarize and extend slightly results of Andrews (1979, 1980) 
concerning the existence of solutions to (1.1~( 1.3). 

Notation 

]I . ]lP denotes the norm in Lp(O, l), 1 <p < coo: For k = 1,2,..., the norm in 
the Sobolev space Wk*p(O, l), 1 &p < co, is denoted by ]I . Ilk p. 
Wi,p(O, 1) gf (v E Iv’*~(O, 1): u(0) = v(l) = 0). ’ (For information con- 
cerning Sobolev spaces see Adams (1975).) 

Local Existence 

We begin with the boundary conditions (1.3a). If U(X, t) is a classical 
solution of (l.l)-( 1.3a) then u satisfies the integral equation 

.t .l 

4x, 0 = uo(x) + j  j  G&Y, s) U,(Y) dy ds 
0 0 

.t .s .l 
- 

111 
G&G Y,  s - r) 4u,( y, 4) dy dr ds 

0 0 0 
(2.1) 

for (x, t) E [0, l] x [0, co), where G(x, y, t) denotes the Green’s function for 
the linear heat equation 

W,(& t> = w,,(x, t), xE(O,l), t>O, 

with boundary conditions 

w(0, t) = w( 1) t) = 0, t > 0. 

For T > 0 le~,r.X(T) denote the Banach space C(]O, T]; W~~m(O, 1)) with 
norm II u Ih = wt,lo,TI IW t)lL. For 0 < Y < 1 let 

X,(T) = Iv E w?: IIe.7 f2) - 4.9 ~1Il,,m < W(t* - tJY/t:‘*> 
for all t,, t2 E [0, T] with t, < t, and some constant K). 

THEOREM 2.1. Let u, E W’*m(O, l), u, EL*(O, 1) and let i < y < 3. 
Then for suflciently small T > 0 there exists a unique solution u of (2.1) in 
X,(T). Furthermore, u is a weak solution of (1. l)-( 1.3a) in the sense that 
u(x, t) satisfies u(x, 0) = u,(x) and 
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+ 1 1 +& s)) $x(x, s) dx ds 
-0-o 

= \’ uI(x) 4(x, 0) dx - 1’ u,(x, t) 4(x, t) dx 
-0 0 

(2.2) 

whenever 4 E C([O, T]; Wi,‘(O, l)), 4, E C([O, T]; L*(O, 1)). 

Theorem 2.1 is proved in Andrews (1980) for the case when 
U, E W~~‘(O, 1); the extension to the case when U, E L*(O, 1) is carried out in 
Andrews (1979). 

For the boundary conditions (1.3b) we suppose that no E W’*O”(O, l), that 
u,(O) = 0, and that u6( 1) dGf ess lim,,, _ u;(x) exists. Let g(t) denote the 
solution of the initial value problem. 

m + 4 g(9) = p9 
g(O) = 4( 1). (2.3) 

Since (T is locally Lipschitz the solution of (2.3) exists for sufficiently small 
t > 0 and is unique. Let T > 0 be suffklently small. The integral equation 
corresponding to (2.1) is 

.I .s .I 

(2.4) 

where C?(x, y, t) denotes the Green’s function for the linear heat equation 

wt(x, t> = w,,(x, 0, xE(O,l), t>o, 

with boundary conditions 

w(0, t) = wx( 1, t) = 0, t > 0, 

and where U denotes the solution of the initial boundary value problem 

ut, = uxx, 3 x E (0, l), f E (0, q, 

U(x, 0) = uo(x), U,(x, 0) = 24 1(x>, x E (0, l), 

U(0, t) = 0, U,(L t> = g(O, t E [O, T]. (2.5) 
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By substituting for U - g(t) x it is easily seen that 

WG t> = u,(x) + (g(O - g(O)) x 

.I .s .I 
- 

!.)1 
G(x, y, s - z) g(r) y dy dt ds. (2.6) 0 0 0 

For T > 0 and 0 < y < 1 let AT(T) = (v E C(j0, T]; W1*Oo(O, 1)): v(0, t) = 0 
for all t E 10, T]} with the norm induced by C([O, T]; W’*“(O, l)), and 

for all c,, t, E [O, T] with t, < t, for some constant Ki, 

THEOREM 2.2. Let u. E W’*O”(O, l), u,(O) = 0, let u;(l) exist, and 
suppose u, E L2(0, 1). If f c y < : then for suflciently small T > 0 there 
exists a unique solution u of (2.4) in z&T). Furthermore, u is a weak 
soZ~~ion of ( f .l ), (1.2), (1.3b) in the sense that u(x, t) su~is~es u(x, 0) = u,,(x) 
and 

.I .l .t .I 

- 1 1 u,(x, s) #s(x, s) dx ds + 1 ] u,,(x, s> Q)x(x, s> dx ds 
.0-o -0-O 

.t .I 
-I- 1 1 du,(x, s)) (b,(x, s) dx ds 

.0-o 

=Pff$(l,s)ds+ /‘Iu,(x)$(x,O)dx-~‘u,(x,L)~(x,t)dx (2.7) 
+o -0 -0 

for every 4 irt the set 

10 E WA Tl; W’*‘(O, 1)); (5(0, t) = 0, 

#I E NO, 11; L2(0, l))}. 

The boundary condirion at x = 1 holds in the sense that for all t E [0, T] 

eff3t* u,(x, t) = g(t). (233) 
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Sketch of proof. Theorem 2.2 was stated in Andrews (1979, 1980) for 
the case when uA( 1) = 0 and o(O) = 0 (or, equivalently, when a(&( 1)) = P), 
and the pattern of the proof in the general case is the same. 

We first note that z’(x,u, t) can be given explicitly by the formula 

+exp -(x+y-44n-W 
[ 4t I [ 

-exp -(x-y--4j~-2)* 
4t 1 

_ exp 

[ 

4x + Y - 4N2 
4t II* P-9) 

For positive constants R and K the set 

A(R,K) = {u E f(T): II ullm G R II 4.3 tJ - 4., t,Il,,, 
< K((t2 - t,)Y/ti’2) for all t,, t, E [0, T] with t, < t2} 

is a closed, bounded and convex subset of f(T). For u E A(R, K) define 

(*F’v)(x, t) = j,’ ro‘ jf GJX, y, s - 7) 

X k’(%h’, 3)) - +,(A 7))) 4 d7 ds, 

(n)(x, t) = U(x, t) - j; 1; jo’ q,(x, y, s - 7) 

x @J(u,(Y, ~1) - 4s(r)>> & d7 ds, 

so that STu = L!Yu + 5Yu. 
By estimating G(x, y, t) using (2.9), and applying the techniques of 

Andrews (1979, 1980) one can prove that R, K can be chosen such that, for 
a suffkiently small T > 0, 

(i) Yu, + gu, E A(R, K) for all u,, u, E A(R, K), 

(ii) F:A(R,K)+@T) is compact and continuous, and 

(iii) Q: A(R, K) + A(R, K) is a contraction. 

Hence Sr has a fixed point U, which is a solution of (2.4). 
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We next show that (2.8) holds. For 0 < 6 < 1 let 

h(6, T) = ess sup ( u,(x, t) - g(t)1 . 
xe(l-6,1) 

315 

(2.10) 

We estimate h(6, t) using (2.4), which we write in the form 

4x, 0 = w? 0 - 1,; j; I,’ G,(x, Y, s - t)f( y, s) dy d7 ds 
I s 

ill 
1 

+ Gy(X., Yt f - 7)(f(y, s) -f( y, 7)) dy dr ds 
000 

where 

= qx, t) - 1(x, t) -I- J(x, t), (2.11) 

J-(x, 9 = 4%(X, a - 4 g(O). 

Using estimates for G(x, y, t), the bound~ness of g(f), the fact that 
U, E L’(O, I), the relation G,( 1, y, t) = 0 and the dominated convergence 
theorem, it is easily proved that 

u&G t) - g(t) = u;(x) - g(0) e a(x, t), (2.12) 

where 

yz z-& I&* a= 0. (2.13) 

fEIO,Tl 

Similarly, using the Holder continuity of f(. , t), 

y3 A=;P) IJxk 01 = 0. 
fclo,rI 

(2.14) 

Let H(x, y, t) denote the Green’s function for the linear heat equation 

w,(x, r) = w,,(x, t), xE(0, l), t>o, 

with boundary conditions 
w,(O,t)=w(l,t)=O. 

Then H,(x, y, t) = -C?,,(x, y, t), and so 

lx@, t) = - j; j; !;d H,(x, Y, s - r)f( y, s) dy dt ds 

=- &x, Y, s)fty, s) dy -f(x, s) 1 ds. 
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It follows that 

Zx(x, t) = !“ [+,(x, 8)) - a( g(s))] ds + b(x, t), (2.15) 
0 

where 

Combining (2.10~(2.16) we deduce that 

h(6, t) < h(6,O) + v(6) + kf h(6, s) ds 
0 

(2.17) 

for all t E [0, T], where k is a local Lipschitz constant for o and where 
lim k. v(6) = 0. Applying Gronwall’s inequality and letting 6 + 0 we obtain 
(2.8). 

The weak form (2.7) of the equation and the uniqueness assertion now 
follows as in Andrews (1979, 1980). I 

Global Existence 

To obtain global existence we make the further hypothesis that, for the 
boundary conditions (1.3a), 

W is bounded below, and there exists h > 0 such that 

(4zJ - ~W)(Zl - 4 > 0 whenever Iz, -z21 > h. 

Then we have the following result. 

0-W 

THEOREM 2.3. Let the hypotheses of Theorem 2.1 hold. Then there exists 
a unique solution u of (2.1) in X,(T) for any T > 0. The energy equation 

f ll~,(~~Jll:+j-~~ w(u,(x,t~))~+jJ:2!l~~~(.~S)I:d~ 

= f II u,(., Gil: + lo1 Wu,(x~ t,)> dx (2.18) 

holds for all t, , t, > 0. Moreover there exists a constant M depending only on 

ll~oIII,,~ 11~1112 and 0 such that 

Ilu(., t)lll,, GM forallt > 0, (2.19) 

and 

II ut(., Ollz < M for all t > 0, (2.20) 
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and, for any 6 > 0, there exists a constant M, > 0 depending only on 
lI~oll,,oo, 11~,112, 0 and 6 such that 

Ilu,(-, t)lll,, GM, Sor all t > 6. (2.2 1) 

Theorem 2.3 is proved in Andrews (1979, 1980) for sufficiently smooth o; 
the result for general locally Lipschitz cr can be obtained by approximating 
in the way indicated in the proof of Theorem 2.4 below. 

For the boundary conditions (1.3b) we make the hypothesis 
that there exists h > 0 such that 

(u(z) - P) z > 0 for all ( z ( > h. Wb) 

THEOREM 2.4. Let the hypotheses of Theorem 2.2 hold. Then there exists 
a unique solution u of (2.4) in zY(T) for any T > 0. The energy equation 

f II ~,(a, t,>ll: + jf Wu,(x, tz>) dx - Wl, fz) 

+ jf’ II uxs(., s)ll: ds 
t1 

= f IId-, t,>ll: + j2’ Wu,(x, 4)) dx - f’u(L tJ (2.22) 

holds for all t,, t, > 0. Moreover, the estimates (2.19~(2.21) hold, where M, 
M, may depend also on P. 

Sketch of proof. The theorem is proved in Andrews (1979, 1980) for the 
special case when u is sufficiently smooth and o(u;(l)) = 0, and the proof in 
the general case follows the same pattern. The crucial point is to prove the 
estimate (2.19). We do this first for a sufficiently regular solution u of (2.4). 
Fix any x,, E [0, 1 ] and let 

q(t) 2 j; 4 y, t) 4 - u,(x,, t). (2.23) 

Then 

4(t) = ~J(U,(Xo, t)) - p. (2.24) 

Since u is smooth it satisfies the energy equation (2.22), and since by (Hb), 
W(z) - Pz is bounded below it follows that (2.20) holds and hence that 

ut(y, t) dy < k 
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for all t > 0 and all x E [0, 11. The bound (2.19) now follows immediately 
from an easily proved lemma. 

LEMMA 2.5. Let T > 0 and suppose that la(t)/ < k for all t E [0, T]. If 
q E C’([O, T]) satisfies 

4(t) = 440 - s(t)) - P 

Iq(t>l < mWldO)L h + 4 for all t E [0, T]. 

The estimate (2.21) follows from (2.19) and the integral equation (2.4). 
Suppose now that ~7 is smooth. For sufficiently regular u,,, U, there exists a 
sufftciently regular solution u of (2.4) defined on an interval [0, T] whose 
length depends only on (]u,,(],,~, ](ui ]I* and Q (compare Andrews, 1979, 
Proposition 3.5). By approximating u,, u1 and u by smooth functions and 
using continuous dependence one can establish (2.19)-(2.22) in the general 
case. I 

A physically reasonable solution u should satisfy the invertibility 
condition u,(x, t) > -1. Suppose that 0: (- 1, co) -+ R is locally Lipschitz 
and that there exist constants h > 0, y E (-1,0) such that (a(z) - P) z > 0 if 
z > h or --I (z < y. Let mmin dgf infrsC-l,mj W(z)- Pz. Suppose that for 
some E > 0, 

U;(x)>-1 SE a.e. xE [0, 11, 

and that the initial energy is small, so that 

E(0) ~‘~ !~ U:(X) dX + id [ W(U~(X)) - PUN] du < W,in t 6, 

where 2 fl< min(y + 1, E). Defining q(t) by (2.23), noting that by (2.22), 
1st U, dxl <fl, and applying the same argument as in the above proof, we 
deduce that 

-1 tv<u,(x,t)<M (2.25) 

for all t > 0 and a.e. x E [O, 11, where v,M are positive constants. In this 
case one can therefore redefine a(z) for z < -1 t v so that u: IR -+ R, and 
apply our analysis. (The same argument works in one-dimensional ther- 
moviscoelasticity of rate type; see Dafermos and Hsiao (198 1) and 
Dafermos (1981).) 



NONLINEAR VISCOELASTICITY 319 

For equations of the type 

where A: (-1, co) + (0, oo), A(z) cf IZ, A(<) d{+ -co as z -+ -1, and 
o: (-1, co) + R is as above, one can prove (cf. Andrews, 1979) that 
u,(x, t) > -1 for all t > 0, a.e. x E [0, 1 ] without a small data assumption. In 
this case we use the function 

q(t) Ef J;’ u,(x, 4 dx - 4u,(x,, 0) 

in place of (2.23). 

3. APPROXIMATION LEMMAS 

The following approximation lemmas are a key ingredient in studying the 
asymptotic behaviour of solutions to (1 .l)-( 1.3). 

LEMMA 3.1. Let u E C(R), and let M > 0, P be given constants. Then 
the set 

S = span{ @ E C’( [-M, Ml): @‘(z)(a(z) - P) > 0 if) z ] < M} 

is dense in C( [ 44, M]). 

ProoJ Let A = {z E R: a(z) #P}; then A is open, and &l is a closed, 
nowhere dense set. We suppose without loss of generality that fM 6?G &I. 
Consider first a function fE C( [-M, M]) for which 

f(z) =f@), z < a, 

=f 0% z >P, (3.1) 

where [a, /3] c [-M, M]\t%t . If f is smooth and monotone then we can 
choose @ = u and so fE S. Since mollifying f preserves monotonicity, and 
since A is open, it follows that if f is merely continuous and monotone then 
f E s Next suppose that f is smooth but not necessarily monotone; then we 
can write 

f (z> =f (a> + j’f ‘01, & -(‘f ‘b)- &, a (t 

which is the difference of two continuous monotone functions of the type 

(3.1). Hence f E g By mollifying we deduce that any continuous f of the 
type (3.1) belongs to % 
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Now 1etfE C([-M, M]) be arbitrary, and let E > 0. Then the compact set 
&I n [-M, M] can be covered by a finite number of open intervals Ii = 
(zi - yi, zi + S,), 1 < i < k, such that 

IfCz) -f(zil < & if zEI;,. 

Since &I is nowhere dense we can suppose without loss of generality that the 
6 are disjoint subintervals of (-M, M). Let g(z) =f(zi) for z E fi, 1 < i < k; 
then we can define g on the remainder of [-M,M] in such a way that 
g E N-M Ml) and II g -flla,--Mm < E. Clearly g can be written in the 
form 

dz> = i giCzh 
i=I 

where each gi E C([-M, M]) has the form (3.1). Thus g belongs to S, and 
since E was -arbitrary so doesf. 1 

LEMMA 3.2. Let u E C(W) be constant on no interval, and let A4 > 0, P 
be given constants. For E > 0 let 

S, = span{@ E C2([-A4, Ml): @‘(z)(a(z) - z) > 0 

whenever IzJ <Mand)t-PI <E}. 

Then S 2’ U, >,, S, is dense in C( [-M, Ml). 

Proof. Define A as in the proof of Lemma 3.1, and consider a function 
fE C( [--&I, M]) of the type (3.1). Since o is not constant on any interval 
there exists E > 0 such that a(z) - z is of one sign whenever z E [o,p] and 
1 z - P 1 < E. Hence UE S, and so fE S. The remainder of the proof is the 
same. I 

4. ASYMPTOTIC BEHAVIOURFOR MIXED BOUNDARY CONDITIONS 

Let P be given, and suppose 0 satisfies (Hb). Let u,, E E”*m(O, 1) with 
u,(O) = 0, suppose u;(l) exists, and let U, E L’(O, 1). Then Theorem 2.4 
guarantees the global existence of a suitably defined unique weak solution 
U(X, t) to (l.l), (1.2), (1.3b). We study the asymptotic behaviour of this 
solution as t + co. 

THEOREM 4.1. (i) u((., t) 5 0 in W1~Oo(O, 1) as t -+ 00. 

(ii) u(., t) 5 v(.) in W’*O”(O, 1) as t + 00 for some v with v(0) = 0. 

(iii) @~,(a, t)) + P in L’(O, 1) as t + a~. 

(iv> m dZf lim I+m u,( 1, t) exists, and u(m) = P. 
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(v) There exists a family of probability measures {v,},..~~,,, on R 
(depending measurably on x) with supp v, c Kp = {z: a(z) = P} such that if 
@ E C(lR) and 

then 

f&> = (vx, @> a.e., 

wQ’9 t)) -v4lt*) in La(O) 1) as t+ 03. 

Proof. Since W(z) - Pz is bounded below, it follows from the energy 
equation (2.22) that 

and hence by the Poincare inequality that 

! p IIu,(., t>ll: dt < co. 

From (2.22) we also have that for t, t > 0 

I II d’, t + a - II d*, oil: I 

(4.2) 

It follows from (2.19), (2.21) that ]]u,(., t)llz is uniformly continuous on 
[a, co) for any 6 > 0. By (4.2) this implies that lim,,, I] u,(., t)llz = 0, and (i) 
follows by (2.21). 

Part (iv) is an immediate consequence of (2.3) and the fact that, by (2.19), 
g(t) = ess lim, I _ u,(x, t) is bounded. 

Suppose yE L*(O, 1) with w  > 0, and that @ E C’([-M,M]) satisfies 

@‘(z)(a(z) -P) > 0 forlz]<M, 

where M is the upper bound in (2.19). 
Inserting 

4(x, 0 = J; U/(Y) @‘@,(Y, 0) dy 
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in (2.7) we obtain 

i 

1 

0 

t I x 
- 

II 4x9 3) 
(1 

V(Y) @“tu,b ~1) uysb s) & c-ix ds 0 0 0 

+ j' w(x) @tu,tx, 9) dx - j ;  w(x) @(G(x)) k 
0 

t I 

+ 
II 

y(x) @‘(u,(x, s))(o(u,(x, s)) - P) dx ds = 0. (4.3) 
0 0 

Now, for the first term in (4.3), 

11: Ut(Xyt) (1: V(Y) W&v 9) dv dx ) j 

,< II a.9 Ollz j’ I44 @‘k(X~ 411 k 

G II U,(.¶ t)llz II wllz II @‘@A*9 OIL 

< c II G-9 9llz 9 

which tends to zero as t + co by (i). (Here and below C denotes a generic 
constant.) 

For the third term in (4.3) we note that 

/I,’ %(x9 t) ([ w(v) @‘“t~,b’, t))u,t(y, t) dy) dx 1 
< II %(*9 Oil* II wllz II @“(%(~9 OIL II %t(-, OIL 

G c II ~xt(*~ oil: (4.4) 

for all t > 0. Hence, by (4.1) and the dominated convergence theorem, 

exists. 
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Since 

/I l Y(X) @(%(X7 0) la!x < II WI12 II @%x(*9 G)ll29 
0 

the fourth term in (4.3) is bounded. 
The second and fifth terms in (4.3) are constants. Therefore the sixth and 

last term is bounded, and since the integrand in this term is by assumption 
nonnegative it follows that 

t 1 

lim II Y(X) @‘(u,(x, s))(uo& s)) - P) du ds (4.5) 
t-+aJ 0 0 

exists. 
In particular, taking w  E 1 and a(z) = W(z) - Pz, we see from (4.5) that 

Since 

I oa II u(u,(*, t)) - PII: dt < co. (4.6) 

$ll449 9) - PII: 1 

< 2 II4%(*9 t)) -plI, IIO’M’, 4>llm j; 1%,(X9 91 dx 

is bounded as t--t co, it follows from (4.6) that (iii) holds. 
Returning to (4.3), we have shown that every term apart from 

is either independent of t or tends to a limit as t -+ co. 

exists for all WE L*(O, 1) with u/20, and thus for all w  EL*(O, 1). 
Therefore 

@(%(*9 f)) --f*(*) in L*(O, 1) 

as t -+ co for some f* E L*(O, 1). Since 11 @(u,(., t))lj, < C it follows that 
f@ELOO(O, 1) and 

@(U,(‘, 0) -%x4 in L”O(0, 1). (4.7) 
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Next let @ E C( [-&I, M]) b e arbitrary, and let w  E L’(0, 1). We show 
that {l,!, v(x) @(u,(x, t)) dx; t > 0) is Cauchy. Given E > 0, there exists by 
Lemma 3.1 a function QE E S such that 

v(x) @‘pEbx(x, t>> dx -j-l w(x) @&x(x, s)) dx 1 < + 
0 

for suficiently large s, t. Therefore 

v(x) @(u,(x, 4) dx - !” v(x) W+& s>> dx / 
0 

<E 

for sufficiently large s and t, as required. Hence 

I 
1 

lim t+oO 0 v/(x) @@,(x~ 4) dx 

exists for all w  E L’(0, l), and it follows easily that (4.7) holds for an 
arbitrary @ E C( [-M, Ml). Choosing Q(z) zz z we immediately obtain (ii). 

The existence of the probability measures v, follows at once from (4.7) 
and Tartar (1979, Theorem 5) (see also Balakrishnan, 1976, p. 3 1). To prove 
that supp v, cKP a.e. it suffices to show that if @ is zero on K, then 
(v,, @) = 0 a.e. But if @ is zero on Kp it follows from (iii) that 
@(u,(., t)) + 0 in measure as t + co. Therefore @(u,(., t)) i 0 in L”O(0, 1) 
as t--t co, and hence (vX, @) = 0 a.e. as required. 1 

COROLLARY 4.2. Suppose the equation a(z) = P has only one root zl. 
Then as t-+ oo 

u(x, t) -+ z,x strongly in W1,p(O, 1) 

for allp, 1 <p c 03. 

Prooj Since supp v, c {z, 1 we have v, = 6,, a.e., and therefore 

@k(‘, 0) 5 @P(Zl> in L”O(0, 1) 
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for all @E C(iR). In particular uX(., t) 5 zi and ]uJ., t)lP 3 ]zlIp in 
L”O(0, 1). Hence uX(., t) + z, strongly in Lp(O, I), and the result follows. fl 

COROLLARY 4.3. Suppose the equation a(z) = P has exactly k > 1 roots 
z, )...) Zk, Then there exist nonnegative functions ,ui E Lm(O, 1), 1 < i < k, 
such that if @ E C(R) then 

@t”xtx9 t)) 2h i @Czi) PAX> in Lm(O, 1) 
i=l 

as t + 00. Furthermore 

5 P*(X) = 1 
i= I 

a.e., 

W) 

(4.9) 

u(x, t) 5 i, zij:Pi(Y)dY in W I.00 (O,l)ast+co, (4.10) 

and ife < min,Gi<jGk lzi-zl( thenfor 1 <i<k 

!i+: meas(xEA: (uX(x, t) -ZiJ < E} = Jjl p,(x) dx, (4.11) 

for any measurable subset A c [O, 11. 

Proof. Since supp V, c {Z, ,..., zk) we have that 

“.x = C PAxI 6z,9 
i=l 

where the pi E Lm(O, 1) are nonnegative and satisfy (4.9). Hence (4.8) and 
(4.9) hold. To prove (4.11) let 1 < i < k and choose Q(z) to be 1 if 
IZ - z,( < E and 0 if ]z - zil > +(E + minj+i ]zi - 51). By (4.8) 

lim j @(u,(x, t>) dx = jA pi dx. 
t-m A 

(4.12) 

But 

i 
@(u,(x, t)) a5 > meas{x E A: luX(x, t) - zil < E} zfAi(t). (4.13) 

A 

meas A, it follows from (4.9), (4.12) 

505/44/2-12 
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COROLLARY 4.4. Let the hypotheses of Theorem 4.1 hold. Then for each 
t > 0 there exists an e~~i~i~ri~rn soiution w(x; t) E W’**(O, 1 ), that is, a 
solution of 

o(w,(x; t)) = P ae. x E (0, l), 

w(0; t) = 0, 
(4.14) 

such thut~r any p, 1 <p < co, 

Proo$ We define w(.; t) successively on the intervals [rri, Ti+ ,), where 
0= T, < T, < .+* and limi,, Ti = 03. For each i we choose Ti > T,-, 
sufficiently large so that 

meas{x: dist(u,(x, t), KP) > l/i} < l/i 

for t > T,; this is possible because by (iii), (T(B,(., t)) + P in measure. For 
E E [Tr, Ti+ @) we define ~(0; t) = 0 and 

w&c; t) = max{z: a(z) = P and ]z - u,(x, t)] < l/i} 

if dist(u,(x, t), KP) < I/i 

=z 0 if dist(u,(x, t), rU,) > l/i, 

where z. E KP is fixed. Then 

I ; 1 t&(x, t) - w,(x; t>l” dx Q f ~l&l I + wp + $ 

for t E f Ti, I;.,. ,), giving the result. I 

Note that by Theorem 4.l(ii) and Corollary 4.4, w(x; t) 2 u(x) in 
W’**(O, 1) as t-* 03. Hence v(x) is in the W”03(0, 1) weak* closure of the 
set of equilibrium solutions. UnfortunateIy this information is very weak, 
since any function w(x) E W’@(O, 1) which is such that w(O) = 0 and 

min(z: z E K,] & w’(x) < max{z: z E K,} a.e. 

can be expressed as the weak* limit in lV’~O”(O, 1) of a sequence of 
equilibrium solutions (see Tartar, 1979, Theorem 3). We have root proved 
that u itself is an eq~l~brium solution. 

We remark that a result analogous to Theorem 4.l(iii) was proved in 
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Dafermos (1969) for a more general model of one-dimensional nonlinear 
viscoelasticity in the case when stress boundary conditions are imposed at 
x=0,1. 

5. ASYMPTOTIC BEHAVIOUR FOR 

DISPLACEMENT BOUNDARY CONDITIONS 

Suppose u satisfies (Ha) and that u0 E WiTm(O, l), U, E L’(O, 1). Then 
Theorem 2.3 guarantees the global existence of a suitably defined unique 
weak solution U(X, t) to (l.l)-( 1.3a). We study the asymptotic behaviour of 
this solution as t -+ co. We make the following extra nondegeneracy 
assumptions on u: 

(a) meas{z: u’(z) = 0} = 0, 

(b) the set N of local maximum and local minimum values of u (not 
necessarily strict) is nowhere dense, and 

(c) if [p,q]cNcwithp<q,andif&EF@‘([p,q]), l<i<2k+l, 
k = k(p, q), are the distinct inverse functions to u on [p, q] (odd in number 
by (Ha)), then I<ill<i<2k+l are linearly independent in L’([p, q]). 

THEOREM 5.1. (i) z+(., t) 2 0 in W’@(O, 1) as t+ co. 

(ii) u(., t) i u (.) in Wi@(O, 1) as t --) co for some v. 

(iii) u(U,(e, t)) -+ P in L2(0, 1) as 1 -+ 00 for some constant P. 

(iv) There exists a family of probability measures {vX}XE~O~I~ on R 
(depending measurably on x) with supp v, c Kp = {z: u(z) = P} such that if 
Qi E C(lR) and 

f,(x) = (vx, @> a4 

then 

@(%A-, 4) zf*c) in La(O) 1) as t+ 03. 

Proof. Part (i) is proved as in Theorem 4.1 using the energy equation 
(2.18). 

Let v E L2(0, 1) with ~2 0, and suppose @ E W2*03([-M, Ml), where A4 
is the upper bound in (2.19). 

Inserting 
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in (2.2) we obtain 

ANDREWS AND BALL 

t 1 
J”il 

1 
-I+ o o o (w(x) @‘(%(X9 s)) - W(Y) WU,(Y, s))) 

x (a(?.& s)) - a(~,( y, s))) dx dy ds = 0. (5-l) 

The argument used in the proof of Theorem 4.1 shows that, provided 

il‘ : : fvl(x) @‘@Ax, Q> - Y4Y) @‘@,(YT 0)) 

x (%&G 9) - +,(Y, @I) ~J!X & 2 0 c4 

for all sufficiently large t > 0, then 

i 

1 

lim 
t-tee 0 

y(x) rP(u,(x, t)) d.x exists, (5.3) 

and 

I 
00 1 

0 J-l 
1 

o o (v44 @‘(%(x, 0) - W(Y) @‘(U,(Y7 m 

X (4y&, 9 - +,(y, 0)) dx dy dt < m. (5.4) 

We first make the choice w- 1, @ = W. Then (5.2) holds, and so by (5.4) 
we have 

00 1 
T j II 0 

,’ ; [a(u,(x, t)) - a@,( y, t))] * dx dy df 

m ’ = 
jj( 

a(u,(x, t)) - j’ u(u,,( y, t)) dy ) ’ uk dt < 00. (5.5) 
0 0 0 

Since 

4%@~ 0) - j; +,(Y, 4) dy 
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is bounded as t-t co, it follows from (5.5) that 

o(u,(*, t)) -I’ o(u,(Y+ t)) & -+ 0 strongly in L ‘(0, 1) (5.6) 
0 

Our next goal is to show that if 

B(t) “11 u(u,(x, t)) dx (5.7) 

then 

P Sr ,“z B(t) exists. (5.8) 

The proof of (5.8) is somewhat lengthy. We first choose V/S 1 and 

Q’(z) = a(z) + EF(d(Z)), 

where F is an arbitrary smooth function. For sufficiently small ) E 1, r + &F(r) 

is monotone increasing for r in a bounded set. Hence (5.2) holds, and so by 

(5.3) 

Hence 

-1 u,(&tf 
lim 

II 
[a(z) + &@7(2))] dz dx exists. 

f-+cc 0 -M 

1 U,(X,f) 

lim CI Iqcr(z)) dz dX exists. 
f-roD.0 -M (5.9) 

Let ;y be the characteristic function of a closed interval. Let Fj be a sequence 
of smooth functions converging monotonically to x. Using the monotone 
convergence theorem it is easily proved that 

j’ FjtW) dz -+ 1’ x@(z)) dz 
-M -M 

uniformly for z E [-M, M]. Hence by the same argument as that used in the 
proof of Theorem 4.1 (after (4.7)) we deduce from (5.9) that 

1 U,W,f) 
lim .H Mz)) dz dx exists. 
t+cO 0 -_M 

(5.10) 

505/44/2-13 
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Suppose for contradiction that e(t) does not tend to a limit as t + 00. Then 
there exist numbers p, q with p < q such that the bounded continuous 
function B(t) takes the values p and q for arbitrarily large values of t. Since 
the set N is nowhere dense we can suppose that [p, q] c NC. The graph of 
the function r = u(z) intersects the strip p < I < q in an odd number 2k + 1 
of alternately strictly monotonic increasing and strictly monotonic 
decreasing segments of curves Ci, 1 ( i < 2k + 1. If t is such that 
e(t) E [p, q] we denote the z-coordinate of the intersection of Ci with the line 
r = t?(t) by q(t) (see Fig. 1). We denote by ci = C(r), 1 ,< i < 2k + 1, the 
inverse function to cr on [p, q] whose graph is Ci. The absolute continuity of 
ci follows from assumption (a) and a standard change of variables formula 
(cf. Federer, 1969, pp. 244-245) which we use without further comment 
below. 

For E > 0 sufficiently small and t such that e(t) E [p, q] define 

S,(t)= {XE (0, l]: IUX(~, t)-ai/ <E}, 

and 

p,(t) = meas Xi(t). 

Then the sets Si(t) are disjoint, and by (5.6), (5.7) 

It follows from (5.6), (5.7), (5.10) and (5.11) that 

2k+l 

lim 
t-tlx 

C pi(t) ,j+‘) x(a(.z)) dz 
i=l -M 

WI)EIP,c71 

(5.11) 

exists (5.12) 

*' 

\ 

r=q 

r = El(t) 

,' a1 (t) 
r = p 

I I 

FIGURE 1 
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for any characteristic function x of a closed interval. Let p < s < s + 6 < p1 < 
q1 (q, and apply (5.12) with x the characteristic function of [s, s + 61. 
Dividing by 6 we deduce that 

+ ~~~+~(t) ‘5’ $j’+’ C(r) dr 1 exists. 
i=l s 

We now choose sI E (p,pJ, 1 Q I< 2k + 1, to be Lebesgue points of each of 
the functions [i and such that the ([f(s,)), 1= l,..., 2k + 1, are linearly 
independent vectors in Rzk+ ‘; this is possible by part (c) of the 
nondegeneracy assumptions. Letting 6 + 0+ and using the boundedness of 
the p/(t) we obtain 

+pZk+L@) ‘F’ [;@I) 1 = a/ 
i=l 

(5.13) 

for some a,, 1 <I< 2k + 1. Writing (5.13) in the form 

lim 
t-+00 

I 

6(Sr) 

e(t)E[Pl,qll 

and using the linear independence of the (Cf(s,)) we deduce that the sums 
c:bi,l_, pi(t), i = l,..., k + 1, tend to limits as t + co with 0(t) E [pI, ql]. By 
repeating the above argument with q, < s < s + 6 < q we find also that the 
sums Cfrzj&), i = l,..., k, tend to limits as t -+ co with 0(t) E [pl, ql]. 
Thus the limits 

def 
Pi = (5.14) 

W)EIP1.4,1 

exist. 
We next choose x to be the characteristic function of [p, q]. Then from 

(5.12), (5.14) it follows easily that 

exists. 
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Therefore 

2k+l 

Since 2::: ‘pi = 1 by (5.1 l), (5.14) the &! are linearly dependent in 
L’([Pl, 411)T contradicting the nondegeneracy assumption. This 
contradiction proves (5.8), and thus part (ii) of the theorem. 

Returning to (5.2), (5.31, we choose ylE L2(0, I) with w> 0 and 
CD E C’( [at, M]) such that for some E > 0, 

@‘(z)(a(z) - r) 2 0 if lzj,<M, It-PI <.a. (5.15) 

Rewriting the integral in (5.2) in the form 

we deduce from (5.8), (5.15) that (5.2) holds for suffkiently large f > 0. We 
thus get (5.3). Note that, by (a), (7 is constant on no interval. Thus by 
Lemma 3.2 and the argument used in Theorem 4.1 we deduce that 

lim 1’ v(x) @(u,(x, t)) dx 
t-‘m 0 

exists for all IJI E L’(0, l), @ E C( [-M, AI]). The remainder of the proof is 
also the same as that for Theorem 4.1. I 

COROLLARY 5.2. Suppose u is strictly increasing. Then as t --) crc, 

u(x, t) -+ 0 strongly in Wi-p(O, 1) 

for allp, I <p < co. 

Proof: This is the same as the proof of Corollary 4.2. Examination of the 
proof of Theorem 5.1 shows that the nondegeneracy assumption (a) (which 
need not hold for strictly increasing functions) is unnecess~y if CI is strictly 
increasing. I 

The statement and proof of Corollary 4.3 carry over to displacement 
boundary conditions without change. 

COROLLARY 5.3. Let the hypotheses of Theorem 5,1 hold. Then for each 
t > 0 there exists an equilibrium solution w(x; t) E W,j*“(O, 1) satisfying 

u(w,(x; t)) = P a.e. x E (0, l), (5.16) 
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such that for any p, 1 <p < co, 

lim j]u(., t)- w(.; t)ll,,,= 0. 
t-co 

In particular, v(x) is in the Wi-“(0, 1) weak* closure of the set of 
equilibrium solutions satisfying (5.16). 

Proof Since V, is a probability measure with supp v, c K,, it follows 
that 

(vX, identity) E conv K, a.e. 

By part (iv) of the theorem 

J i 
0 

(vX, identity) dx = lim 1’ u,(x, t) dx = 0. 
t-cc 0 

Hence 0 E conv K,. 

Case 1. u(z) = P has no negative root. Then K, is a closed bounded 
subset of [0, co], and hence 0 E K,. Also (v,, identity) > 0 a.e., and 
therefore 

(vX, identity) = 0 a.e. 

Hence supp V, c (0) a.e., and thus v, = 6, a.e. This implies that 

u(-, t) -+ 0 strongly in W1,p(O, l), 1 <p < 00, 

as t + co. By part (iii) of Theorem 5.1, o(O) = P = 0. Therefore 0 is an 
equilibrium solution satisfying (5.16), and we can take w(. ; t) E 0. 

Case 2. a(z) = P has no positive root. This is handled as in Case 1. 

Case 3. o(z) = P has at least one negative root z _ and one positive root 

zt* Define v(x; t) exactly as was W(X; t) in Corollary 4.4. If ~(1; t) = 0 we 
set w(x; t) = v(x; t); then w  is an equilibrium solution satisfying (5.16). 

Suppose v( 1; t) < 0. For y E [- 00, 0] define 

A(Y, 0 = {x E [O, 11: v,(x; t) GY}, 

and let 

i&v, t> = z+ mea@(y, t)) + J v,(x; t) dx. 
A(Y,l)C 

Then g(., t) is nondecreasing, lim,,-, g( y, t) = v( 1, t) < 0 and 
lim y-o- i!(Y> t> > 0. Let y, = sup{ y:g(y, t) < 0}, so that y, < 0. If 
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d f  

e me W)=A(y,, t). If g(y,, t) T 0, s E [0, 11, let B&S)= 

,,,o~(~~ f> U (A(Y,, 4 n [O, ~1) and 

h(s, r) = z+ meas(B(t, 8)) + j u,(x; t) dx. 
B(t,s)c 

Then h(., t) is continuous and nondecreasing, h(0, t) = sup,,,,g(y, t) and 
h( 1, t) = g( y. , t). Therefore h(s,, t) = 0 for some so E [0, 11; in this case we 
define B(t) = B(t, so). 

Now let ~(0; t) = 0 and 

wx(x; t) = z + if x E B(t) 

= u&x; t) otherwise. 

Then 

w(l;t)=jl wx(x; t) a!x = 0, 
0 

so that w(x; t) is an equilibrium solution satisfying (5.16). But 

z+ meas B(t) = j u,(x; t) dx - u( 1, t), 
E(1) 

and so 

Hence 

measB(t)<-v(l;t)/z+. 

1 f 1 U&X; t) - w,(x; t)lP dx < const. meas B(r) -+ 0 

as t -+ co. Applying a similar argument to the case v( 1; t) > 0 we deduce 
finally that 

lim IIu(., t> - 4.; t)l(,,, = 0, t-m 

as required. I 

6. CONCLUDING REMARKS 

A central question left open by our analysis is whether the limiting 
displacements u(x) in Theorem 4.1, 5.1 need be equilibrium solutions. If v(x) 



NONLINEAR VISCOELASTICITY 335 

were not an equilibrium solution then u(., t) would tend to an “infinitesimal 
zigzag” as t-+co. Is there a mechanism which might produce such 
increasing oscillations as t-+ CT) even in the presence of dissipation? A 
possible such mechanism is suggested by linearizing (l.l)-( 1.3a) around the 
trivial equilibrium solution u SE 0 in the case when a(O) = 0 and a’(O) < 0. 
The resulting initial boundary value problem is 

w,, = d@o) w,, + Wxxt 7 

w(x, 0) = %(X), w,(x, 0) = w,(x), 

w(0, t) = w( 1, t) = 0. 

The solution of (6.1~(6.3) has the form 

(6.1) 

(6.2) 

(6.3) 

wfx, t) = f (~,k?“+’ + b, eai’) sin nnx, 
n=1 

where 

‘4; = f I-n”n” f d n47r4 - 40’(O) n*q. 

As n-+co, 

A: - -a’(O), 

A, -o’(O) - ?127r2. 

(6.4) 

(6.5) 

Thus for large n the ~plitudes of all modes are increased by roughly the 
same factor e- o’(otr Suppose that a similar phenomenon occurs for solutions . 
to the nonlinear system (l.l)-(1.3a) in the neighbourhood of points x where 
o’(u,(x, t)) < 0. If u is a smooth solution of (1.1~(1.3a) and u+(xI, t), 
z&x2, t) lie on adjacent increasing portions of the u-curve then 
LT’(u,(x~, t)) < 0 for some xg E (x, , x2). Increasing oscillations in the 
neighbourhood of x3 might then produce further points near xj where U, lies 
on different increasing portions of the a-curve, thus further intermediate 
points where u’ < 0, and so on. This argument is not wholly convincing, of 
course, because of the possibility of stabilizing nonlinear interactions and 
nonlocal effects. 

We now show that by mod~ying the constitutive equation for the stress 
one can establish that solutions converge to equilibria as t -+ 00. In place of 
(1.4) we suppose that 

s = (f&J + U,f - &Uxxx, 66) 

where E > 0 is a constant. This constitutive equation corresponds to a special 
viscoelastic material of second grade. It is also a special case of a 
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constitutive equation proposed by Korteweg (1901) in his theory of inter- 
facial capillarity in fluids; for fluids of constant viscosity the term u,( should, 
however, be replaced by u,Ju,. For information concerning Korteweg’s 
theory the reader is referred to Truesdell and No11 (1965), Serrin (1981), and 
Siemrod (1981). A typical initial boundary value problem for the material 
(6.6), corresponding to (1.1~( 1.3a), is 

%= G+,) -t Uxt - -%x,)* 3 O<x<l, t>o, (6-7) 

u(x, 0) = u,(x), q(x, 0) = u,(x), O<x<l, (6.8) 

u(0, t) = u,,(O, t) = u( 1) t) = U,,( 1) t) = 0, t > 0. (6.9) 

(The choice of boundary conditions is physically somewhat artificial, but 
will enable us to give a relatively simple theory.) The corresponding energy 
equation is 

u;, dx ds = E(O), (6.10) 

where 

E(t) = 1; [+ U&G t>’ + W&,(x, t)) t $ u,,(x, t)‘] dx. (6. f I) 

The form of the extra term (s/2) a:, in the energy density suggests that in 
this model increasing oscillations in a, will not occur and that solutions may 
converge to equilibria. This expectation is confirmed by the following 
theorem. 

THEOREM 6.1. Let WE C3(R) with W bounded below. Let Y = 
W*,“(O, 1) n Wi?‘(O, l), X= Y X L’(O, 1) and suppose that {u,, u,} E X. 
Then given any T > 0 there exists a unique weuk solution u of (6.7)-(6.9) 
with {u, ul} E C( [0, T]; X). 

Let Z = (v E C4([0, 11): EV”“(X) = o~v’(~))’ for x E [0, 11, and v(O) = 
v”(O) = v(1) = v”(l) = O} denote the set of equilibrium solutions of (6.7), 
(6.9). Then as t-+ 00, z+(*, t) + 0 strongZy in L’(O, l), and 

dist,(u(*, t), 2) + 0, 

If, further, the elements of Z are isolated in Y then there exists a unique 
v E Y such that u(., t)+ v strongly in Y as t + 0~). 

Remnrk. An appropriate definition of a weak solution, together with 
information concerning the regularity of the solution for t > 0, is given in the 
proof. 
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Proof. We write (6.7)-(6.9) in the form 

GJ = Aw +&f(w), 

w(O) = wo, 
(6.12) 

where 

w= A= 

D(A) = (W4**(0, 1) n W;V2(0, 1)) x X, 

f(w) = ((+(f) J and wo = (;;) * 

We note that A generates a Co semigroup {eA’} of bounded linear operators 
on X given explicitly by 

co 
eAfwO = )J w,(t) sin nrrx, 

II=1 
(6.13) 

where 

wo= -f 
1 

-i-T UO” 
n=l nK ! 1 sin n7uc, wnw = 

( 

a,e’z’ + b,e*T’ 
a ;I+eAtt + b,A;e*L’ ’ n n i 

Ul, 

a = [l + (1 - 4~)“‘l(~on/2) + Ul, 
n n%?(l - 4&)“2 ’ 

b = L-1 + (1 - 4WWo,/2) - uln 
n &?(l - 4&)“2 ’ 

and 

n; = (n%2/2)(-1 f (1 - 4&)l’2). 

It follows from (6.13) that {eAt} is an analytic semigroup and, by the 
Arzela-Ascoli theorem, that eAt is compact for t > 0. Since u E C’(W) and 
since the imbedding of W2,*(0, 1) in C’([O, 11) is continuous, the mapping 
f: X-B X is locally Lipschitz. Hence (cf. Segal, 1962) there is a unique 
solution w  E C( [0, T]; X) of the integral equation 

I 
t 

w(t) = eAtwO + eActpS’f(w(s)) ds, 
0 

(6.14) 
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provided’ 7’ > 0 is sufficiently small, and w  depends continuously on r,v,,. 
Equivalently, there exists a unique weak solution of (6.12) in the sense 
defined in Balakrishnan (1976) and Ball (1977). Since (eAT) is analytic, it 
follows from Pazy (1975, Theorem 5.2) that w  E C’((0, T];X), that 
w(t) E I)(A) for t E (0, T], and that (6.12) holds for all t E (0, Tf. In 
particular, the energy equation (6.10) holds for all t E [0, T]. Since W is 
bounded below it follows that (1 w(t)]], Q C for all t E [0, T,] for any solution 
w  E C([O, T,]; X) of (6.14), T, > 0, where C is a constant independent of T, . 
This bound implies that the solution w(t) of (6.14) exists for all t > 0. Since 
eAt is compact for t > 0, it follows from Pazy (1975, Theorem 4.1) that the 
positive orbit Bt (wJ $5’ u t>O w(t) is precompact in X. The total energy E(t) 
is nonincreasing and is a continuous functional on X. Furthermore, by (6.10) 
the only solutions along which E(t) is constant are equilibria. By the version 
in Hale (1969) of the LaSalle invariance principle the w-limit set of w(a) is 
contained in 2 x {O), and therefore dist,(w(t), Z x {Oj) J 0 as t -+ co. Since 
the o-limit set is connected, if Z consists only of isolated points then 
w(t)-+vast-+a,forauniquevEZ. I 

We now briefly investigate the relationship between equilibrium solutions 
of (1.1) and those of (6.7) in the limit E -+ 0. Consider an equilibrium 
solution u of (1.1) (for any boundary conditions) which for some S > 0, 
x, E (0, 1) has the form 

u’(x)=p-, x,--6(X(X,, 

=P +* x, < x < x(j + 6, 

where p- #p+ . Necessarily we must have 

a-) = 4P+). (6.15) 

We examine whether there can be a sequence of equilibria u, of (6.7) 
converging to u in (x0 - 6, x0 + S) as E --t 0. As is customary we in fact look 
for travelling wave solutions 

u,(x) = &“y F . c 1 (6.16) 

Since 

we obtain 

&u;“‘(x) = c@:(X)) (6.17) 

f”“(r> = 4.f’t?))‘, (6.18) 
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where 

X-X 
‘I=-+> 

and we look for soiutions to (6.18) satisfying 

(6.19) 

(6.20) 

THEOREM 6.2. There exists a solution of(6.18) and (6.20) ifand anIy if 

WP-)--P-NP-)= VP,)-P+G(P+) (6.2 1) 

and 

WP) - WP-I- (p -P-)O(P-) > 0 

fir all p E tp- ,P+>. 

(6.22) 

Proof: The argument follows the usual pattern (see, for example,Wen- 
droff, 1972). Let g =f’. Integrating (6.18), any solution satisfies 

g” = u(g) + c, (6.23) 

where clearly we must have c = -cr(p+) = -o(p-f. Integrating again we 
obtain 

4s ” = w(g) -gu(p-) + d, 

so that by (6.20) 

TP-)--PAP-)= W(P+)--~+~fp+)=---d. 

Then 

1 29 r2= W(g)- W(p-)-(g-p-)a(p-). (6.24) 

Thus the expression in (6.22) is nonnegative for al1 p E [p- ,p+ 1. But if 
g’(q*) =0 for some v* with g(r,r*)E (p-,p+) then g(n*) minimizes the 
right-hand side of (6.24), and thus a(g(r,r*)) = o(p-). By the uniqueness of 
solutions to (6.23), g(q) = g(q*) f or all r, which is impossible. We have thus 
proved that conditions (6.21), (6.22) are necessary. 

Conversely, suppose (6.21), (6.22) hold. Then we may solve the initial 
value problem 

g’= *[wqg)-- w(p-)-(g-P-)~(p-))1”2, 

g(O) = f(P- +P+) 
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locally, where the + (resp. -) sign is taken ifp, >p- (resp. p+ <p_). Then 
the uniqueness of solutions to (6.23) implies that g(r) E (p- ,p+) as long as 
the solution exists. Thus g(q) exists for all r,r E R, and obviously 

g(f~)=P*. 

Thus there exists a solution of (6.18) (6.20). I 

Equations (6.15), (6.2 1) are the Weierstrass-Erdmann corner conditions 
(cf. Bolza, 1973) which say that the chord joining the points (p-, W(p-)) 

and (P+ T W(P+)) is a common tangent to the graph of W at p* . Condition 
(6.22) says that this chord lies strictly below the graph of W. The theorem 
shows that not all equilibria for (1.1) are limits of equilibrium solutions to 
(6.7) of the type (6.16). 
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