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## 1. Introduction

Solid-solid phase transformations often lead to certain characteristic microstructural features involving fine mixtures of the phases. In martensitic transformations one such feature is a plane interface which separates one homogeneous phase, austenite, from a very fine mixture of twins of the other phase, martensite. In quartz crystals held in a temperature gradient near the $\alpha-\beta$ transformation temperature, the $\alpha$-phase breaks up into triangular domains called Dauphiné twins which become finer and finer in the direction of increasing temperature. In this paper we explore a theoretical approach to these fine phase mixtures based on the minimization of free energy.

In simplified terms the idea is the following. Suppose that for energetic reasons, a body prefers to be deformed, say, in three states specified by three constant deformation gradients $\mathbf{1}, \boldsymbol{F}^{-}$and $\boldsymbol{F}^{+}$. Assume that conditions of geometric compatibility are satisfied across an interface separating regions deformed with
gradients $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$, i.e. that there are vectors $\boldsymbol{a}$ and $\boldsymbol{n}$ such that

$$
\boldsymbol{F}^{+}-\boldsymbol{F}^{-}=\boldsymbol{a} \otimes \boldsymbol{n}
$$

but that compatibility cannot be maintained across an interface separating 1 and $\boldsymbol{F}^{+}$or $\mathbf{1}$ and $\boldsymbol{F}^{-}$, i.e.

$$
\boldsymbol{F}^{ \pm}-\mathbf{1} \neq \text { a rank-one matrix } .
$$

Thus, while it is possible to construct a continuous piecewise affine deformation consisting of layers having deformation gradients $\boldsymbol{F}^{+} / \boldsymbol{F}^{-} / \boldsymbol{F}^{+} / \boldsymbol{F}^{-}, \ldots$, it is not possible to construct a continuous piecewise affine deformation using all three matrices 1, $\boldsymbol{F}^{-}$and $\boldsymbol{F}^{+}$. However, we show that it is possible (for certain choices of $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$) to arrange a very fine mixture of the layers $\boldsymbol{F}^{+} / \boldsymbol{F}^{-} / \boldsymbol{F}^{+} / \boldsymbol{F}^{-}, \ldots$, on one side of an appropriately oriented interface so that the "average" deformation gradient of these layers does approximately satisfy conditions of compatibility with $\mathbf{1}$. The approximation gets better as the distribution of layers gets finer and finer. We argue that this is the essential reason for fineness in some martensitic transformations.

The energetic interpretation of these configurations is in terms of minimizing sequences rather than minimizers. In fact, each of the minimizing sequences we study converges weakly to a deformation which is not itself a minimizer of the total free energy. Thus, the total free energy functional is not lower semicontinuous with respect to weak convergence in the Sobolev space $W^{1, p}\left(\Omega, \mathbb{R}^{3}\right)$, $p \geqq 1$. Our calculations in Section 5 show that this failure of lower semicontinuity is a typical property of free energy functionals for solids which change phase and results from a failure of ellipticity of these functionals. From the point of view of comparison of theory with experiment, the detailed structure of minimizing sequences appears to be as important in these problems as the minimizers.

In fact, it is well known from the pioneering work of L. C. Young [52] that, in the absence of ellipticity conditions, integrals of the calculus of variations do not attain a minimum among ordinary functions, but can be thought of as attaining a minimum in a space of "generalized curves". Such generalized curves are the limits of minimizing sequences that necessarily oscillate more and more finely. The finely twinned configurations of martensite described above can be viewed as approximations of generalized curves. Another example from elasticity is the "infinitesimal wrinkling" of membranes studied by PIPKIN [38].

Our calculations are related to those involved in what is known as the crystallographic theory of martensite in the metallurgical literature and to emerging methods of homogenization theory in the mathematical literature. Treatments of the crystallographic theory of martensitic transformations are found in the books by Christian [15], Nishiyama [35], and Wayman [49]. The theory was first put forth by Bowles \& MacKenzie [11] and Wechsler, Lieberman \& Read [50]. Our calculations of Section 5 are similar to those of the crystallographic theory. However, by developing the theory on the basis of a free energy minimization, we achieve several advantages. First, by looking at minimizers and minimizing sequences, we predict both the twinned martensite interface, with the observed twin planes, and the austenite/finely twinned martensite interface. Along the
way, we clarify the role of fineness in energetic terms. Also, since our free energy accounts for general three-dimensional changes of shape, it can be used in conjunction with various loading potentials to study the effect of multiaxial loads on transformation temperatures.

There is some similarity between the observed geometrical configurations of martensite and the arrangement of constituent materials used to achieve optimal bounds and designs in homogenization theory*. For a striking example of this similarity, compare Figure 1 of a recent paper by Milton [32] with the photographs of a "mishandled" crystal of InTl shown by Basinski \& Christian [10, plate III]. Our problem is different in that the material itself makes the "composite". Another major difference is that compatibility does not play an essential role in homogenization theory, while the fineness in our configurations is a consequence of the material striving to achieve compatibility.

We conclude the paper with some different examples of fineness in energy minimizers. In Section 7 a we give an example which, while not applying directly to martensitic transformations because it does not satisfy the appropriate invariance requirements, suggests strongly that fine twinning can be initiated by a temperature or concentration gradient, this leading to a minimization problem which when interfacial energy is neglected only has a minimizer in the sense of generalized curves. In Section 7b we give an example of a strongly elliptic material which has potential wells and which supports configurations with very fine boundary wrinkles. In the Section 7 c we return to the observations of Dauphiné twinning in quartz. We give an example of a configuration involving five deformation gradients in which compatibility is achieved by a self-similar mixing of smaller and smaller triangles on one side of an interface. We believe that this configuration is related to fine triangular domains in quartz observed by van Tendeloo, van Landuyt \& Amelinckx [48], but our example is based on a simplified free energy function and therefore we are not able to make a quantitative comparison.

## 2. Internally Twinned Martensite

Our approach in Section 2 through Section 5 is suggested by observations of internally twinned martensite. One of the most studied of the alloys which form internally twinned martensite, because of its accessibility to low power optical microscopy and its simple crystal structure, is Indium-Thallium. The alloy consists of a substitutional solid solution of Tl in a crystalline matrix of In which at high temperature is a face-centered cubic.

If a single crystal of InTl is cooled to its transformation temperature $\left(105^{\circ} \mathrm{C}\right.$ for $\mathrm{In}-18.5 \% \mathrm{Tl}, 25^{\circ} \mathrm{C}$ for $\mathrm{In}-23 \% \mathrm{Tl}$ ), it undergoes a diffusionless reversible change from a face-centered cubic to a face-centered tetragonal structure. The transformation is made evident by the movement of one or more interfaces across the

[^0]specimen. A typical observation at the transformation temperature, redrawn from the photomicrograph of Basinski \& Christian [10, Figure 5], is shown in Figure 1. The cubic austenitic phase (to the right in Figure 1) is stable above the transformation temperature while the tetragonal martensite is stable below the transformation temperature. The twin spacing in the martensite is on the order of $20 \mu \mathrm{~m}$.

Sometimes the transformation produces a more complicated arrangement of the phases; a fairly common observation is the $X$-shaped interface in Figure 2a (Basinski \& Christian [10, Figures 11-15], Burkart \& Read [13, Figure 3]).


Fig. 1. Single interface transformation in InTl


Fig. 2a. Transformation by an $X$-interface; b Curved martensite/martensite interface

At the bottom of Figure 2 a is a single crystal of martensite. The single and $X$ interfaces are planar, but intriguing curved interfaces which separate twinned martensite from twinned martensite also are seen (Burkart \& Read [13, Figure 3 and Figure 2b]). If the temperature is lowered further the phase boundaries move so as to eliminate all the austenite, often leaving a twinned crystal of martensite. Austenite and martensite co-exist in a crystal over a temperature range of about $3 \frac{1}{2}{ }^{\circ} \mathrm{C}$ so actually there is not a single transformation temperature.*

In all cases the twin planes arise from the $\left\{\begin{array}{lll}1 & 1 & 0\end{array}\right\}$ family of planes in the austenite. That is, if we adopt a reference configuration interpreted as the undistorted

[^1]austenite just above the transformation temperature, the six planes in the reference configuration with normals (110), (101), (011), (1-10), (-101), (01-1) relative to a basis parallel to the cubic axes are deformed into the twin planes by the transformation. Within each twin band the material is a tetragonal single crystal, but neighboring bands are oriented differently. Also, all the interfaces separating austenite from finely twinned martensite are observed to be very nearly $\left\{\begin{array}{lll}1 & 1 & 0\end{array}\right\}$ planes. Where the austenite/martensite interface meets the boundary of the body, this boundary bends sharply through a small angle.

Below the transformation temperature, the body is a single or partly twinned crystal of martensite. A partly twinned crystal is extremely flexible in that small applied loads easily change the spacing of the twinned layers. Below the transformation temperature, the general tendency of uniform loads on the faces of a crystal is to drive the twins out and leave a single crystal of martensite.

If an unloaded crystal of martensite, either twinned or not, is heated to the transformation temperature, the austenite/martensite interfaces reappear. Further heating to above the transformation temperature causes the crystal to return to a single untwinned crystal of austenite.

## 3. The Free Energy Functional and Minima

We now propose a free energy for materials which undergo reversible martensitic transformations and work out the details for InTl.

The change in crystal structure associated with the transformation in InTI is from face-centered cubic to face-centered tetragonal. Consider a regular reference configuration $\Omega \subset \mathbb{R}^{3}$ which is interpreted as the undistorted austenite at the transformation temperature $\theta_{0}=$ const. For later use we assume $o$ belongs to the interior of $\Omega$. The change of shape in going from fcc to fct can be described by a deformation $y=U_{0} x, x \in \Omega, U_{0}$ being the constant positivedefinite symmetric matrix given by

$$
\begin{equation*}
\boldsymbol{U}_{0}=\eta_{1} \mathbf{1}+\left(\eta_{2}-\eta_{1}\right) \boldsymbol{e} \otimes \boldsymbol{e} \tag{3.1}
\end{equation*}
$$

$|e|=1$, for some positive constants $\eta_{1} \neq \eta_{2}$ (Burkart \& Read [13]). For InTl $\eta_{1} \doteq 1-\varepsilon, \eta_{2} \doteq 1+2 \varepsilon$ with $\varepsilon \doteq .013$ for concentrations near $20 \% \mathrm{Tl}$. We refer to $U_{0}$ as the transformation strain.

Since the transformation leads to a change of shape at a certain temperature, we are led to assume the existence of a free energy $\phi$ which depends on the change of shape, measured by the deformation gradient $F$, and the temperature $\theta$. Thus at a certain temperature $\theta$ let a deformation $y: \Omega \rightarrow \mathbb{R}^{3}$ with gradient $F=D y(x)$ have a free energy per unit volume in $\Omega$ given by

$$
\begin{equation*}
\phi(F, \theta) \tag{3.2}
\end{equation*}
$$

Assume $\phi$ is defined and continuous for all $\boldsymbol{F} \in \mathscr{D}=\left\{\boldsymbol{F} \in M^{3 \times 3} \mid \operatorname{det} \boldsymbol{F}>0\right\}$ and for all $\theta$ in a neighborhood of the transformation temperature $\theta_{0}$. Here $M^{m \times n}$ denotes the set of real $m \times n$ matrices.

We assume that the free energy is Galilean invariant: for all $F \in \mathscr{D}$, all $\theta$ near $\theta_{0}$, and each orthogonal $\boldsymbol{R}$ with $\operatorname{det} \boldsymbol{R}=1$ (we call such $\boldsymbol{R}$ rotations),

$$
\begin{equation*}
\phi(R F, \theta)=\phi(F, \theta) . \tag{3.3}
\end{equation*}
$$

The restriction (3.3) implies that

$$
\begin{equation*}
\phi(F, \theta)=\left.\phi(U, \theta)\right|_{U=\left(F^{T}\right)^{\frac{1}{2}}} \tag{3.4}
\end{equation*}
$$

Let $\mathscr{P}^{s}$ be the subset of $\mathscr{D}$ consisting of positive definite symmetric matrices. Since we have interpreted $\Omega$ as undistorted austenite at the temperature $\theta_{0}$, we assume that there is a finite group of rotations $P^{\nu}$ of order $\nu$, representing the symmetry of austenite, such that

$$
\begin{equation*}
\phi\left(\boldsymbol{R} U \boldsymbol{R}^{T}, \theta\right)=\phi(\boldsymbol{U}, \theta) \tag{3.5}
\end{equation*}
$$

holds for all $U \in \mathscr{D}^{\text {s }}$, all $\boldsymbol{R} \in P^{\nu}$ and all $\theta$ near $\theta_{0}$. For the InTl alloy $\nu=24$ and $P^{24}$ consists of the 24 rotations which map a cube into itself. Also, one of the 4 -fold rotations in $P^{24}$ has the axis $e$ of (3.1).

In an unloaded body the austenite is observed above and the martensite below the transformation temperature. We shall therefore presume an exchange of stability, in the sense that for all $U$ in $\mathscr{D}^{s}$ which are unequal to $\mathbf{1}, U_{0}$ or any matrix of the form $R U_{0} R^{T}, R \in P^{\nu}$,

$$
\begin{equation*}
\phi\left(U, \theta_{0}\right)>\phi\left(1, \theta_{0}\right)=\phi\left(U_{0}, \theta_{0}\right) . \tag{3.6}
\end{equation*}
$$

For $\theta>\theta_{0}$, we assume that some symmetric matrix $U_{a}(\theta)$ near 1 minimizes $\phi(\cdot, \theta)$, whereas for $\theta<\theta_{0}$, we assume that some symmetric matrix $U_{m}(\theta)$ near $\boldsymbol{U}_{0}$ minimizes $\phi(\cdot, \theta)$. Here, nearness means that $\left|\boldsymbol{U}_{a}-\mathbf{1}\right| \ll\left|\boldsymbol{U}_{0}-\mathbf{1}\right|$ and $\left|\boldsymbol{U}_{m}-U_{0}\right| \ll\left|U_{0}-\mathbf{1}\right|$. We use the notation $|\boldsymbol{A}|=\left(\operatorname{tr} \boldsymbol{A} A^{T}\right)^{\frac{1}{2}}$ for any $A \in M^{m \times n}$. See James [23] for a fuller discussion of these kinds of energy functions. Note that this assumption means that the symmetry group of $\phi$ is smaller than that considered by Ericksen [16] and Fonseca [20], and, in particular, does not contain certain nontrivial shears.

In general, we have assumed that $\phi\left(\cdot, \theta_{0}\right)$ has (up to) $\nu+1$ potential wells with minima at the matrices $\mathbf{1}, \boldsymbol{R}_{1} \boldsymbol{U}_{0} \boldsymbol{R}_{1}^{T}, \ldots, \boldsymbol{R}_{v} \boldsymbol{U}_{0} \boldsymbol{R}_{v}^{T}$, in which $\boldsymbol{R}_{1}, \ldots, \boldsymbol{R}_{v}$ is an enumeration of the point group $P^{v}$. Each distinct potential well with minimum of the form $\boldsymbol{R}_{i} \boldsymbol{U}_{0} \boldsymbol{R}_{i}^{T}$ is associated with a variant of the martensite. For $\boldsymbol{U}_{0}$ of the form (3.1) with $\eta_{1} \neq \eta_{2}$, there are only three variants because some of the matrices of the form $\boldsymbol{R}_{i} \boldsymbol{U}_{0} \boldsymbol{R}_{i}^{T}$ coincide.

The condition $\boldsymbol{U}_{\mathbf{0}}=\boldsymbol{R}_{\boldsymbol{i}} \boldsymbol{U}_{\mathbf{0}} \boldsymbol{R}_{\boldsymbol{i}}^{T}$ in InTl is

$$
\begin{equation*}
\eta_{1} \mathbf{1}+\left(\eta_{2}-\eta_{1}\right) \boldsymbol{R}_{i} \boldsymbol{e} \otimes \boldsymbol{R}_{i} \boldsymbol{e}=\eta_{1} \mathbf{1}+\left(\eta_{2}-\eta_{1}\right) \boldsymbol{e} \otimes \boldsymbol{e} \tag{3.7}
\end{equation*}
$$

or simply

$$
\begin{equation*}
\boldsymbol{R}_{\boldsymbol{i}} \boldsymbol{e}= \pm \boldsymbol{e} \tag{3.8}
\end{equation*}
$$

which is satisfied by eight members of $P^{24}$ (three rotations with axis $\boldsymbol{e}$, four $180^{\circ}$ rotations with axes perpendicular to $e$ and the identity). Since $P^{24}$ is a group, there are precisely $24 / 8=3$ distinct matrices of the form $R_{i} U_{0} R_{i}^{T}$, and it is easily seen that these are $\eta_{1} \mathbf{1}+\left(\eta_{2}-\eta_{1}\right) \hat{\boldsymbol{e}} \otimes \hat{\boldsymbol{e}}, \hat{\boldsymbol{e}}$ being a 4 -fold axis of $\boldsymbol{P}^{\mathbf{2 4}}$.

To make a connection with calculations of the effect of stress on transformation temperatures in [25], we observe that $\mathbf{1}$ can be written as the convex combination

$$
\begin{equation*}
\frac{1}{3} U_{0}+\frac{1}{3} R U_{0} R^{T}+\frac{1}{3} R^{2} \boldsymbol{U}_{0} R^{2 T} \tag{3.9}
\end{equation*}
$$

$\boldsymbol{R}$ being any 3 -fold rotation in $P^{24}$. Thus, in the notation of [25], $\mathbf{1} \in \delta \mathscr{H}_{0}$.
We define the total energy functional by

$$
\begin{equation*}
\mathscr{J}[y]=\int_{\Omega} \phi\left(D y(x), \theta_{0}\right) d x \tag{3.10}
\end{equation*}
$$

(We shall only be concerned with stable configurations at the transformation temperature.) A deformation will be termed stable if it minimizes the total free energy. In precise terms the deformation

$$
\tilde{\boldsymbol{y}} \in \mathscr{A}=\left\{\boldsymbol{y} \in W^{1,1}\left(\Omega, \mathbb{R}^{3}\right) \mid D \boldsymbol{y} \in \mathscr{D} \text { a.e. }\right\}
$$

is stable if

$$
\begin{equation*}
\mathscr{J}[\tilde{y}] \leqq \mathscr{J}[y] \quad \forall y \in \mathscr{A} . \tag{3.11}
\end{equation*}
$$

This stability criterion is appropriate for an unloaded body at the transformation temperature. Here and below $W^{1, p}\left(\Omega, \mathbb{R}^{m}\right)$ denotes the Sobolev space of mappings $y: \Omega \rightarrow \mathbb{R}^{m}$ such that $\|y\|_{1, p}<\infty$, where

$$
\|\boldsymbol{y}\|_{1, p}= \begin{cases}\left(\int_{\Omega}\left(|\boldsymbol{y}|^{p}+|D \boldsymbol{y}|^{p}\right) d \boldsymbol{x}\right)^{1 / p}, & 1 \leqq p<\infty \\ \text { ess } \sup _{x \in \Omega}(|\boldsymbol{y}(\boldsymbol{x})|+|D \boldsymbol{y}(\boldsymbol{x})|), & p=\infty\end{cases}
$$

See Adams [1] for information on these spaces. We write $W^{1, p}(\Omega)$ for $W^{1, p}\left(\Omega, \mathbb{R}^{1}\right)$.
We now describe all stable deformations. A necessary and sufficient condition that $\tilde{\boldsymbol{y}}$ be stable is that $D \tilde{\boldsymbol{y}}(x)$ minimize the integrand $\phi\left(\cdot, \theta_{0}\right)$ for almost every $\boldsymbol{x}$. Because of the property (3.6), $D \tilde{y}(\boldsymbol{x})$ minimizes the integrand if and only if for almost every $x$ in $\Omega$, the function defined by

$$
\begin{equation*}
\tilde{U}(x)=\left(D \tilde{y}(x)^{T} D \tilde{\boldsymbol{y}}(x)\right)^{\frac{1}{2}} \tag{3.12}
\end{equation*}
$$

takes on one of the values

$$
\begin{equation*}
\mathbf{1}, \boldsymbol{R}_{1} \boldsymbol{U}_{0} \boldsymbol{R}_{1}^{T}, \ldots, \boldsymbol{R}_{\nu} \boldsymbol{U}_{0} \boldsymbol{R}_{\nu}^{T} \tag{3.13}
\end{equation*}
$$

A geometric characterization of all $\tilde{\boldsymbol{y}} \in \mathscr{A}$ satisfying the preceding condition does not appear to be available in the literature. Thus, we focus first on smooth interfaces separating austenite from itself, martensite from itself or martensite from austenite.

Let $\tilde{\boldsymbol{y}}$ be a stable, continuous and piecewise differentiable deformation and suppose a smooth interface separates two regions on which $D \tilde{y}$ has constant values $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$. It is well known that if $\boldsymbol{F}^{+} \neq \boldsymbol{F}^{-}$then the interface is a plane (with say reference normal $\boldsymbol{n},|\boldsymbol{n}|=1$ ) and that for some nonzero vector $\boldsymbol{a}$

$$
\begin{equation*}
\boldsymbol{F}^{+}-\boldsymbol{F}^{-}=a \otimes \boldsymbol{n} \tag{3.14}
\end{equation*}
$$

Let $\boldsymbol{F}^{+}=\boldsymbol{R}^{+} \boldsymbol{U}^{+}$and $\boldsymbol{F}^{-}=\boldsymbol{R}^{-} \boldsymbol{U}^{-}$be the polar decompositions of $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$. Since $\tilde{\boldsymbol{y}}$ is stable, $\boldsymbol{U}^{+}$and $\boldsymbol{U}^{-}$must each take on one of the values given in (3.13). We work out the possible interfaces below for $\boldsymbol{U}_{0}$ given by (3.1).
(i) Austenite|Austenite Interfaces. These are governed by the condition

$$
\begin{equation*}
R^{+}-R^{-}=a \otimes n, \quad a \neq \mathbf{0} \tag{3.15}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\boldsymbol{R}=\mathbf{1}+\boldsymbol{a}^{\prime} \otimes \boldsymbol{n} \tag{3.16}
\end{equation*}
$$

where $\boldsymbol{R}=\boldsymbol{R}^{-\boldsymbol{T}} \boldsymbol{R}^{+}$and $\boldsymbol{a}^{\prime}=\boldsymbol{R}^{-T} \boldsymbol{a}$. Equation (3.16) shows that $\boldsymbol{R}$ has two linearly independent axes ( $\perp$ to $n$ ) which in turn implies that $\boldsymbol{R}=\mathbf{1}$ and $\boldsymbol{R}^{+}=\boldsymbol{R}^{-}$. Thus, there are no austenite/austenite interfaces. According to a theorem of Reshetnyak [41, Corollary of Lemma 3], if $\boldsymbol{y} \in W^{1, \infty}\left(\Omega, \mathbb{R}^{3}\right)$ is such that $D y(x)$ is a rotation for almost all $x \in \Omega$ then $D y$ is necessarily a constant rotation. This implies the stronger result that the body cannot be inhomogeneously deformed in the austenite phase. Obviously, this result is independent of the choice of point group or transformation strain.
(ii) Martensite/Martensite Interfaces. These are governed by the equation

$$
\begin{equation*}
\hat{\boldsymbol{R}^{+}} \boldsymbol{U}_{0} \boldsymbol{R}_{i}-\hat{\boldsymbol{R}^{-}} \boldsymbol{U}_{0} \boldsymbol{R}_{j}=\hat{\boldsymbol{a}} \otimes \hat{\boldsymbol{n}} \tag{3.17}
\end{equation*}
$$

with $\hat{\boldsymbol{a}} \neq \mathbf{0}$ and $|\hat{\boldsymbol{n}}|=1$.
Premultiply (3.17) by $\hat{\boldsymbol{R}}^{-T}$ and postmultiply by $\boldsymbol{R}_{j}^{T}$. Then, (3.17) becomes

$$
\begin{equation*}
R U_{0} \bar{R}-U_{0}=a \otimes n \tag{3.18}
\end{equation*}
$$

where $\overline{\boldsymbol{R}}=\boldsymbol{R}_{\boldsymbol{i}} \boldsymbol{R}_{j}^{T} \in P^{24}, \quad \boldsymbol{R}=\hat{\boldsymbol{R}}^{-T} \hat{\boldsymbol{R}}^{+}, \boldsymbol{a}=\hat{\boldsymbol{R}}^{-T} \hat{\boldsymbol{a}} \neq \mathbf{0}, \quad$ and $\boldsymbol{n}=\boldsymbol{R}_{j} \hat{n}$. Let $\left\{e, e_{1}, e_{2}\right\}$ be an orthonormal basis with $e_{1}$ and $e_{2}$ also four-fold axes of rotation in $P^{24} . \bar{R} e$ equals one of the vectors $\pm e_{1}, \pm e_{2}$ or $\pm e$ because of the structure of $P^{24}$. The case $\bar{R} e= \pm e$ yields no solutions of (3.18) by a quick calculation using the fact that $\overline{\boldsymbol{R}}^{-T} \boldsymbol{U}_{0} \overline{\boldsymbol{R}}=\boldsymbol{U}_{0}$. (This would correspond to an interface between one variant of martensite and itself.) There are various strategies for completing the calculation. The methods of Ericksen [18] and Gurtin [22] can be applied to the remaining cases $\bar{R} \boldsymbol{e}= \pm \boldsymbol{e}_{1}$ or $\pm \boldsymbol{e}_{2}$. Alternately, our Proposition 4 of Section 5 can be used with $C=\boldsymbol{U}_{0}^{-1} \overline{\boldsymbol{R}}^{T} \boldsymbol{U}_{0}^{2} \overline{\boldsymbol{R}} \boldsymbol{U}_{0}^{-1}$. The results are:

$$
\begin{align*}
& \boldsymbol{n}=\frac{1}{\sqrt{2}}(\overline{\boldsymbol{e}}+\boldsymbol{e})  \tag{3.19}\\
& \text { Twins } \boldsymbol{a} \\
&=\frac{\sqrt{2}\left(\eta_{2}^{2}-\eta_{1}^{2}\right)}{\eta_{2}^{2}+\eta_{1}^{2}} \boldsymbol{q}_{1} \\
& \overline{\boldsymbol{R}}=-\mathbf{1}+2 \boldsymbol{n} \otimes \boldsymbol{n} \\
& \boldsymbol{R}=-\mathbf{1}+\frac{2}{\left|\boldsymbol{q}_{2}\right|^{2}} \boldsymbol{q}_{2} \otimes \boldsymbol{q}_{2} \\
& \hline
\end{align*}
$$

in which

$$
\begin{align*}
& \boldsymbol{q}_{1}=\eta_{1} \overline{\boldsymbol{e}}-\eta_{2} \boldsymbol{e},  \tag{3.20}\\
& \boldsymbol{q}_{2}=\eta_{2} \overline{\boldsymbol{e}}+\eta_{1} \boldsymbol{e}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{e} \in\left\{e_{1},-e_{1}, e_{2},-e_{2}\right\} \tag{3.21}
\end{equation*}
$$

The equations (3.19) through (3.21) give all solutions of the equation (3.18) with $\boldsymbol{U}_{0}$ given, $|\boldsymbol{n}|=1$ and $\overline{\boldsymbol{R}} \in P^{24}$ in the sense that $\boldsymbol{a}$ and $\boldsymbol{n}$ are given by (3.19) $)_{1,2}$ up to the replacement $\boldsymbol{a} \rightarrow-\boldsymbol{a}$ and $\boldsymbol{n} \rightarrow-\boldsymbol{n}$. The expressions for $\boldsymbol{R}$ and $\overline{\boldsymbol{R}}$ are not unique. The various values of $\boldsymbol{R}$ and $\bar{R}$, which give rise to the $a$ and $n$ of (3.19) are associated with Type I and Type II twins (normal and parallel twins in the terminology of Gurtin [22]). The twins given by (3.19) are so-called compound twins, which means that they can be represented as both type I and type II twins. The expressions of $\boldsymbol{R}$ and $\overline{\boldsymbol{R}}$ in (3.19) correspond to the type I description. All solutions of the original equation (3.17) are obtained by reversing the argument which leads from (3.17) to (3.18). The twin planes are all of the $\{110\}$ family and agree exactly with the observed twin planes described in Section 2. Solutions ${ }^{\star}$ of (3.18) for general $U_{0}$ andf or a more general family of groups than point groups are given by Ericksen [17].
(iii) Austenite/Martensite Interfaces. These are governed by the equation

$$
\begin{equation*}
\boldsymbol{R} \boldsymbol{U}_{0} \boldsymbol{R}_{k}-\mathbf{1}=\boldsymbol{a} \otimes \boldsymbol{n} \tag{3.22}
\end{equation*}
$$

with $\boldsymbol{a} \neq \mathbf{0},|\boldsymbol{n}|=1$, which implies that

$$
\begin{equation*}
\boldsymbol{R}_{k}^{T} \boldsymbol{U}_{0}^{2} \boldsymbol{R}_{k}=(\mathbf{1}+\boldsymbol{n} \otimes \boldsymbol{a})(\mathbf{1}+\boldsymbol{a} \otimes \boldsymbol{n}) \tag{3.23}
\end{equation*}
$$

which in turn implies that a vector perpendicular to both $\boldsymbol{a}$ and $\boldsymbol{n}$ is an eigenvector of $\boldsymbol{R}_{k}^{T} \boldsymbol{U}_{0}^{2} \boldsymbol{R}_{k}$ with eigenvalue equal to 1 . But this is impossible unless one of the eigenvalues $\eta_{1}$ or $\eta_{2}$ of $\boldsymbol{U}_{0}$ equals 1 . In particular, there are no austenite/ martensite interfaces.

The latter conclusion does not agree with observations like those shown in Figure 1, which clearly show some kind of austenite/martensite interface.

## 4. Compatibility, Almost Compatibility, and Minimizing Sequences

In this section we explore the idea that the austenite/finely twinned martensite interface is modelled by certain minimizing sequences for the total free energy (3.10). The corresponding deformations are essentially piecewise affine, but a small correction is necessary close to the interface so as to render the deformation gradients compatible.

[^2]We begin by giving a version of the Hadamard jump condition for deformations whose gradients take only two values, there being no assumption on the structure of the sets where these values are taken.

Proposition 1. Let $\Omega \in \mathbb{R}^{n}$ be open and connected. Let $\boldsymbol{y} \in W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$ satisfy

$$
\begin{array}{ll}
D y(x)=A, & \text { a.e. } x \in \Omega_{A}, \\
D y(x)=B, & \text { a.e. } x \in \Omega_{B}, \tag{4.1}
\end{array}
$$

where $\boldsymbol{A}, \boldsymbol{B} \in M^{m \times n}$ and $\Omega_{A}, \Omega_{B}$ are disjoint measurable sets with $\Omega=\Omega_{A} \cup \Omega_{B}$, meas $\Omega_{A}>0$, meas $\Omega_{B}>0$. Then

$$
\begin{equation*}
A-B=c \otimes n \tag{4.2}
\end{equation*}
$$

for some $\boldsymbol{c} \in \mathbb{R}^{m}, \boldsymbol{n} \in \mathbb{R}^{n},|\boldsymbol{n}|=1$, and

$$
\begin{equation*}
y(x)=y_{0}+B x+\theta(x) c, \quad x \in \Omega, \tag{4.3}
\end{equation*}
$$

where $y_{0} \in \mathbb{R}^{m}, y_{0} \cdot \boldsymbol{c}=0, \quad \theta \in W^{1, \infty}(\Omega)$ satisfies $D \theta(x)=\chi_{A}(x) n$ a.e., and $\chi_{A}$ denotes the characteristic function of $\Omega_{A}$.

Proof. Let $z(x)=y(x)-B x, C=A-B$, so that $D z=\chi_{A} C$. Since $\chi_{A}$ is not constant, there exists $\varrho \in C_{0}^{\infty}(\Omega)$ such that

$$
\boldsymbol{n} \stackrel{\text { def }}{=} \int_{\Omega_{A}} D \varrho d x=\int_{\Omega} \chi_{A} D \varrho d x
$$

is nonzero, and clearly we may suppose that $|\boldsymbol{n}|=1$. But

$$
\begin{aligned}
0 & =\int_{\Omega}\left(z_{, \alpha}^{i} \varrho_{, \beta}-z_{, \beta}^{i} \varrho_{, \alpha}\right) d x \\
& =C_{\alpha}^{i} n_{\beta}-C_{\beta}^{i} n_{\alpha},
\end{aligned}
$$

and hence (4.2) holds with $\boldsymbol{c}=\boldsymbol{C n}$. To obtain (4.3) we note that if $\boldsymbol{b} \cdot \boldsymbol{c}=\mathbf{0}$ then $D(z(x) \cdot b)=\mathbf{0}$ a.e., so that $z(x)-z\left(x_{0}\right)$ is parallel to $c$ for a.e. $x \in \Omega$, where $x_{0} \in \Omega$ is fixed. Assuming without loss of generality that $\boldsymbol{c} \neq \mathbf{0}$, it follows from (4.3) that $D \theta(x)=\chi_{A}(x) n$ a.e., completing the proof.

From (4.3) we see that, on any convex subset $E$ of $\Omega, \boldsymbol{y}$ has the form

$$
\begin{equation*}
y(x)=y_{0}+B x+f_{E}(x \cdot n) c \tag{4.4}
\end{equation*}
$$

where $f_{E}$ is Lipschitz with derivative 0 or 1 a.e.. Thus $\Omega_{A} \cap E$ and $\Omega_{B} \cap E$ consist of parallel layers normal to $n$. However, if $\Omega$ is not convex, there may be no representation (4.4) with $f_{E}$ independent of $E$; for example, $\Omega_{A}$ could have the form of the shaded set in Figure 3.

We next consider deformations whose gradients to a good approximation take only two values.


Fig. 3. Distribution of the sets $\Omega_{A}$ and $\Omega_{B}$ consistent with the hypotheses of Proposition 1

Proposition 2. Let $\Omega \subset \mathbb{R}^{n}$ be bounded, open and connected. Let $p>2$, and let $A, B \in M^{m \times n}$ be distinct. Let $\boldsymbol{y}^{(j)} \rightarrow \boldsymbol{y}$ in $W^{1, p}\left(\Omega, \mathbb{R}^{m}\right)$ and suppose that for every $\varepsilon>0$
$\lim _{j \rightarrow \infty}$ meas $\left\{x \in \Omega:\left|D y^{(j)}(x)-A\right|>\varepsilon \quad\right.$ and $\left.\quad\left|D y^{(j)}(x)-B\right|>\varepsilon\right\}=0$.
Then

$$
\begin{equation*}
D y(x)=\lambda(x) A+(1-\lambda(x)) B, \quad \text { a.e. } x \in \Omega, \tag{4.6}
\end{equation*}
$$

for some measurable function $\lambda$ satisfying $0 \leqq \lambda(x) \leqq 1$ a.e., and one of the following possibilities holds:
(i) $\lambda(x)=1$ a.e. and $D y^{(j)}(x) \rightarrow A$ in measure,
(ii) $\lambda(x)=0$ a.e. and $D y^{(j)}(x) \rightarrow B$ in measure,
(iii) $\lambda$ equals neither 0 a.e. nor 1 a.e. and

$$
\begin{equation*}
\boldsymbol{A}-\boldsymbol{B}=\boldsymbol{c} \otimes \boldsymbol{n} \tag{4.7}
\end{equation*}
$$

for some $\mathbf{c} \in \mathbb{R}^{m}, \boldsymbol{n} \in \mathbb{R}^{n},|\boldsymbol{n}|=1$.
Proof. Let $\Omega_{A}^{j, \varepsilon}=\left\{x \in \Omega:\left|D y^{(j)}(x)-A\right| \leqq \varepsilon\right\}, \quad \Omega_{B}^{i, \varepsilon}=\left\{x \in \Omega:\left|D y^{(j)}(x)-B\right|\right.$ $\leqq \varepsilon\}$, and let $\chi_{A}^{j, \varepsilon}, \chi_{B}^{j, \varepsilon}$ denote the characteristic functions of $\Omega_{A}^{j, \varepsilon}, \Omega_{B}^{j, \varepsilon}$ respectively. Then for $\varepsilon$ sufficiently small that $\Omega_{A}^{i, \varepsilon}, \Omega_{B}^{j, e}$ are disjoint,

$$
\begin{align*}
D y^{(j)}(x)= & \chi_{A}^{j, \varepsilon}(x)\left(A+\boldsymbol{\theta}^{j, \varepsilon}(x)\right)+\chi_{B}^{j, \varepsilon}(x)\left(B+\boldsymbol{\psi}^{j, \varepsilon}(x)\right) \\
& +\left(1-\chi_{A}^{j, \varepsilon}(x)-\chi_{B}^{j, \varepsilon}(x)\right) D y^{(j)}(x), \quad \text { a.e. } x \in \Omega \tag{4.8}
\end{align*}
$$

where $\boldsymbol{\theta}^{j, \varepsilon}(x) \stackrel{\text { def }}{=} D y^{(j)}(x)-A, \quad \boldsymbol{\psi}^{j, \varepsilon}(x) \stackrel{\text { def }}{=} D y^{(j)}(x)-B$. Since $\chi_{A}^{j, \varepsilon}, \quad \chi_{B}^{j, \varepsilon}$ are uniformly bounded there exists a subsequence, again denoted $y^{(j)}$, such that $\chi_{\lambda}^{j, \varepsilon} \stackrel{*}{-} \lambda_{A}^{\varepsilon}, \chi_{B}^{j, \varepsilon} \stackrel{*}{-} \lambda_{B}^{\varepsilon}$ in $L^{\infty}(\Omega)$. Since, by (4.5), $\lim _{j \rightarrow \infty} \int_{\Omega}\left(1-\chi_{A}^{j, \varepsilon}-\chi_{B}^{j, \varepsilon}\right) d x=0$,
it follows that

$$
\begin{equation*}
0 \leqq \lambda_{A}^{\varepsilon}(x)=1-\lambda_{B}^{\varepsilon}(x) \leqq 1, \quad \text { a.e. } x \in \Omega . \tag{4.9}
\end{equation*}
$$

Also

$$
\begin{gathered}
\int_{\Omega}\left(1-\chi_{A}^{j, \varepsilon}-\chi_{B}^{j, \varepsilon}\right)\left|D y^{(j)}(x)\right| d x \\
\leqq\left(\int_{\Omega}\left(1-\chi_{B}^{j, \varepsilon}-\chi_{B}^{j,}\right) d x\right)^{1 / p^{\prime}}\left(\int_{\Omega}\left|D y^{(j)}(x)\right|^{p} d x\right)^{1 / p}
\end{gathered}
$$

where $1 / p+1 / p^{\prime}=1$, so that the last term in (4.8) tends to zero as $j \rightarrow \infty$ strongly in $L^{1}$. Passing to the limit $j \rightarrow \infty$ in (4.8) we obtain

$$
\begin{equation*}
D y(x)=\lambda_{A}^{\varepsilon}(x) A+\left(1-\lambda_{A}^{\varepsilon}(x)\right) B+H^{c}(x), \quad \text { a.e. } x \in \Omega, \tag{4.10}
\end{equation*}
$$

where $\left|H^{\varepsilon}(\boldsymbol{x})\right| \leqq \varepsilon$ a.e.. From (4.9) there exists a subsequence $\varepsilon_{k} \rightarrow 0$ such that $\lambda_{A}^{\varepsilon_{k}} \stackrel{*}{\sim} \lambda(\cdot)$ in $L^{\infty}(\Omega)$, where $0 \leqq \lambda(x) \leqq 1$ a.e.. Passing to the limit in (4.10) we obtain (4.6).

Suppose that $\lambda(x)=1$ a.e. We claim that $D y^{(j)} \rightarrow A$ in measure. If not, there would exist $\varepsilon>0$ and a subsequence $y^{(\mu)}$ such that meas $\Omega_{B}^{\mu, \varepsilon}=\int_{\Omega} \chi_{B}^{\mu, \varepsilon}$ $d \boldsymbol{x} \geqq \delta>0$. Applying the preceding argument to $\boldsymbol{y}^{(\mu)}$ gives

$$
D y(x)=\bar{\lambda}(x) A+(1-\bar{\lambda}(x)) B, \quad \text { a.e. } x \in \Omega,
$$

where $\int_{\Omega}(1-\bar{\lambda}(x)) d x \geqq \delta$, contradicting (4.6). A similar argument shows that if $\lambda(x)=0$ a.e., then $D y^{(j)} \rightarrow B$ in measure.

Suppose that $\lambda$ equals neither 0 a.e. nor 1 a.e.. If $\lambda$ takes only the values 0 and 1 a.e., then (4.7) follows from Proposition 1 applied to $y$. Hence we need only consider the case when $0<\lambda(x)<1$ on a set $\bar{\Omega}$ of positive measure. Since (4.7) says nothing if $m=1$ or $n=1$, we suppose also that $m \geqq 2, n \geqq 2$. If $\boldsymbol{M} \in M^{m \times n}$ we denote by $J(M)$ some $2 \times 2$ minor of $\boldsymbol{M}$. Since $p>2$, we have that

$$
\begin{equation*}
J\left(D y^{(j)}-A\right) \rightharpoonup J(D y-A) \quad \text { in } L^{p / 2}(\Omega) \tag{4.11}
\end{equation*}
$$

(see Reshetnyak [41], Ball [4], Ball, Currie \& Olver [5]). But, since $\chi_{A}^{j, \varepsilon}$ and $\chi_{B}^{j, \epsilon}$ are characteristic functions of disjoint sets,

$$
\begin{gather*}
J\left(D y^{(j)}(x)-A\right)=\chi_{A}^{j, \varepsilon}(x) J\left(\theta^{j, \varepsilon}(x)\right)+\chi_{B}^{j, \varepsilon}(x) J\left(B-A+\boldsymbol{\psi}^{j, \varepsilon}(x)\right) \\
\quad+\left(1-\chi_{A}^{j, \varepsilon}(x)-\chi_{B}^{j, \varepsilon}(x)\right) J\left(D y^{(j)}(x)-A\right), \quad \text { a.e. } x \in \Omega \tag{4.12}
\end{gather*}
$$

Using a similar argument as for (4.8), we deduce from (4.11) and (4.12) that

$$
J(D y-A)=(1-\lambda(x)) J(B-A), \quad \text { a.e. } x \in \Omega
$$

and hence from (4.6) that

$$
\lambda(x)(1-\lambda(x)) J(B-A)=0 \quad \text { a.e. } x \in \Omega
$$

Since $\Omega$ has positive measure it follows that $J(\boldsymbol{B}-\boldsymbol{A})=\mathbf{0}$. Since a matrix all of whose $2 \times 2$ minors vanish is of rank one, this completes the proof.

## Remarks:

1. The argument using the minors $J$ is only needed to handle the case when $\lambda(x) \in(0,1)$ is constant. If $\lambda(x)$ is not constant a.e. then (4.7) follows from (4.6) using an argument similar to that in Proposition 1.
2. In case (i) (respectively (ii)) it is easily shown that $\boldsymbol{y}^{(j)} \rightarrow y_{0}+A x$ (respectively $\left.\boldsymbol{y}^{(j)} \rightarrow y_{0}+B \boldsymbol{x}\right)$ strongly in $W^{1, q}\left(\Omega, \mathbb{R}^{m}\right)$ for $1 \leqq q<p$, where $\boldsymbol{y}_{0} \in \mathbb{R}^{m}$.
3. We do not know if Proposition 2 holds for $1 \leqq p \leqq 2$.
4. Suppose for simplicity that $\boldsymbol{y}^{(j)} \stackrel{*}{\boldsymbol{*}} \boldsymbol{y}$ in $W^{1, \infty}\left(\Omega ; \mathbb{R}^{m}\right)$. Then the proof of Proposition 2 can be adapted to show that $y^{(j)}$ converges in the sense of generalized curves ( $c f$. Tartar [46, Section 4]), so that for any continuous function $f: M^{m \times n} \rightarrow \mathbb{R}$

$$
f\left(D y^{(j)}\right) \stackrel{*}{-}\left\langle v_{x}, f\right\rangle \quad \text { in } L^{\infty}(\Omega),
$$

and that the Young measure $\nu_{x}$ is given by

$$
y_{x}=\lambda(x) \delta_{A}+(1-\lambda(x)) \delta_{B} \quad \text { a.e. } x \in \Omega
$$

where $\delta_{A}, \delta_{\boldsymbol{B}}$ denote Dirac masses at $\boldsymbol{A}, \boldsymbol{B}$ respectively. See Chipot \& Kinderlehrer [14] and Kinderlehrer [26] for further remarks in this direction.
5. By applying Proposition 2 we can strengthen the statement made in Section 3 concerning the nonexistence of austenite/martensite interfaces to the assertion that there is no sequence of deformations $\boldsymbol{y}^{(j)} \rightarrow \boldsymbol{y}$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{3}\right), \quad p>2$, which, in the sense of Proposition 2, have gradients taking to a good approximation only the two values $R$ and $\bar{R} U_{0} R_{k}$, where $R, \bar{R}$ are rotations and $\boldsymbol{R}_{k} \in P^{v}$, unless $D y^{(j)} \rightarrow R$ in measure or $D y^{(j)} \rightarrow \bar{R} U_{0} R_{k}$ in measure.

We can now address the case of deformations whose gradients to a good approximation take only two values on one side of an interface $\mathscr{S}$, and a third value on the opposite side. Here one goal is to understand why the austenite/ finely twinned martensite interface is flat.

Theorem 3. Let $m \geqq 2, n \geqq 2, p>2$. Let $\Omega \subset \mathbb{R}^{n}$ be bounded, open and connected, and suppose that $\Omega$ can be written in the form $\Omega=\Omega_{A, B} \cup \Omega_{C} \cup \mathscr{S}$, where $\Omega_{A, B}$ and $\Omega_{C}$ are disjoint, open and connected, and where $\mathscr{S}=\partial \Omega_{A, B} \cap \Omega$ $=\partial \Omega_{C} \cap \Omega$. Assume either that meas $\mathscr{S}=0$ or that $p>n$. Let $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C} \in M^{m \times n}$ be distinct, and suppose that neither $\boldsymbol{C}-\boldsymbol{A}$ nor $\boldsymbol{C}-\boldsymbol{B}$ is of rank one. Let $\boldsymbol{y}^{(j)}-\boldsymbol{y}$ in $W^{\mathbf{1}, p}\left(\Omega, \mathbb{R}^{m}\right)$ satisfy for every $\varepsilon>0$
$\lim _{j \rightarrow \infty}$ meas $\left\{x \in \Omega_{A, B}:\left|D y^{(j)}(x)-A\right|>\varepsilon \quad\right.$ and $\left.\quad\left|D y^{(j)}(x)-B\right|>\varepsilon\right\}=0$,
and

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \operatorname{meas}\left\{x \in \Omega_{C}:\left|D y^{(j)}(x)-C\right|>\varepsilon\right\}=0 \tag{4.14}
\end{equation*}
$$

Then the interface $\mathscr{S}$ is necessarily planar, i.e., there exists a unit vector $\boldsymbol{m} \in \mathbb{R}^{n}$ and $k \in \mathbb{R}$ with

$$
\begin{equation*}
\mathscr{S} \subset\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \mathfrak{x} \cdot \boldsymbol{m}=k\right\} \tag{4.15}
\end{equation*}
$$

and

$$
\begin{gather*}
A-B=c \otimes n  \tag{4.16}\\
C-B=-b \otimes m+\lambda c \otimes n \tag{4.17}
\end{gather*}
$$

where $\boldsymbol{n} \in \mathbb{R}^{n}$ is a unit vector that is not parallel to $\boldsymbol{m}$, where $\boldsymbol{b}, \boldsymbol{c} \in \mathbb{R}^{m}$ are not parallel, and where $0<\lambda<1$. Furthermore, each point $x_{0} \in \mathscr{S}$ has an open neighborhood $N\left(x_{0}\right)$ such that

$$
\begin{gather*}
D y(x)=B+\lambda c \otimes n, \quad x \in \Omega_{A, B} \cap N\left(x_{0}\right),  \tag{4.18}\\
D y(x)=C, \quad x \in \Omega_{C} \cap N\left(x_{0}\right) . \tag{4.19}
\end{gather*}
$$

Conversely, suppose that $\mathscr{S}, \boldsymbol{A}, \boldsymbol{B}$ and $C$ have the forms (4.15) through (4.17). Then there exist sequences $\boldsymbol{y}^{(j)}$ converging weak ${ }^{*}$ in $W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$ to some $\boldsymbol{y}$ and satisfying (4.13) and (4.14). If $m=n$, $\operatorname{det} \boldsymbol{A}>0$, $\operatorname{det} \boldsymbol{B}>0$ and $\operatorname{det} \boldsymbol{C}>0$, then $y^{(j)}$ can be chosen so that $\operatorname{det} D y^{(j)}(x) \geqq \delta>0$ a.e. $x \in \Omega$, for some constant $\delta>0$.

Proof. Applying Proposition 2 to $\Omega_{A, B}$, we see that one of the following three possibilities holds a.e. in $\Omega_{A, B}$ :
(i) $\boldsymbol{y}(x)=y_{0}+A x \quad$ for some $y_{0} \in \mathbb{R}^{m}$,
(ii) $\boldsymbol{y}(\boldsymbol{x})=\boldsymbol{y}_{0}+B \boldsymbol{x} \quad$ for some $\boldsymbol{y}_{0} \in \mathbb{R}^{m}$,
(iii) $\boldsymbol{A}-\boldsymbol{B}=\boldsymbol{c} \otimes \boldsymbol{n} \quad$ for some $\boldsymbol{c} \in \mathbb{R}^{m}, \boldsymbol{n} \in \mathbb{R}^{n},|\boldsymbol{n}|=1$,
and

$$
\begin{equation*}
D y(x)=B+\lambda(x) c \otimes n \tag{4.20}
\end{equation*}
$$

where $0 \leqq \lambda(x) \leqq 1$ and $\lambda(x)$ equals neither 1 a.e. nor 0 a.e.; in this case, we have, using the argument at the end of the proof of Proposition 1, that

$$
\begin{equation*}
y(x)=y_{0}+B x+\theta(x) c \tag{4.21}
\end{equation*}
$$

where $y_{0} \in \mathbb{R}^{m}$ and $\theta \in W^{1, \infty}\left(\Omega_{A, B}\right), D \theta(x)=\lambda(x) n$.
Similarly, we have

$$
\begin{equation*}
y(x)=y_{1}+C x, \quad \text { a.e. } x \in \Omega_{C} \tag{4.22}
\end{equation*}
$$

for some $y_{1} \in \mathbb{R}^{m}$.
If $p>n$ then an appropriate choice of representative $y$ is continuous on $\Omega$, and the same holds if meas $\mathscr{P}=0$ since then $y \in W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$. Pick $x_{0}$ and suppose for contradiction that $\left(x_{0}+r_{i}\right) \in \mathscr{S}$ for $n$ linearly independent vectors $r_{i}$. We suppose (4.21) holds in $\Omega_{A, B}$; the cases (i) and (ii) are handled similarly. Since $c \neq \boldsymbol{o}$, by (4.21) $\theta$ has a continuous extension, again denoted $\theta$, to $\partial \Omega_{A, B} \cap \Omega$. By the continuity of $y$ we therefore have

$$
\begin{gathered}
(C-B) x_{0}=y_{0}-y_{1}+\theta\left(x_{0}\right) c \\
(C-B)\left(x_{0}+r_{i}\right)=y_{0}-y_{1}+\theta\left(x_{0}+r_{i}\right) c, \quad i=1, \ldots, n
\end{gathered}
$$

Subtracting, we find that $(\boldsymbol{C}-\boldsymbol{B}) r_{i}$ is parallel to $c$ for $i=1, \ldots, n$, contradicting our assumption that $\boldsymbol{C}-\boldsymbol{B}$ is not of rank one. Hence (4.15) holds for some
$\boldsymbol{m}$ and $k$. In the cases (i) (ii), (4.15) and Proposition 1 imply that either $\boldsymbol{C}-\boldsymbol{A}$ or $\boldsymbol{C}-\boldsymbol{B}$ is of rank one; thus these cases are impossible and (4.21) holds in $\Omega_{A, B}$.

Given $x_{0} \in \mathscr{P}$, choose $r>0$ sufficiently small that the open ball $B\left(x_{0}, r\right)$ with center $x_{0}$ and radius $r$ is contained in $\Omega$. Let

$$
\begin{aligned}
& B^{+}\left(x_{0}, r\right)=\left\{x \in B\left(x_{0}, r\right): x \cdot m>k\right\} \\
& B^{-}\left(x_{0}, r\right)=\left\{x \in B\left(x_{0}, r\right): x \cdot m<k\right\}
\end{aligned}
$$

Then $\Omega_{A, B} \cap B\left(x_{0}, r\right)=B^{+}\left(x_{0}, r\right), \quad \Omega_{C} \cap B\left(x_{0}, r\right)=B^{-}\left(x_{0}, r\right) \quad$ or vice versa, and $\mathscr{S} \cap B\left(x_{0}, r\right)=\left\{\boldsymbol{x} \in B\left(x_{0}, r\right): x \cdot \boldsymbol{m}=k\right\}$. Since $D \theta(x)=\lambda(x) n$ in $\Omega_{A, B}$ it follows that

$$
\begin{equation*}
\theta(x)=f(x \cdot n) \quad \text { for all } x \in \bar{\Omega}_{A, B} \cap B\left(x_{0}, r\right) \tag{4.23}
\end{equation*}
$$

for some $f \in W^{1, \infty}(\mathbb{R})$. For $x \in B\left(x_{0}, r\right)$ denote by $x^{\prime}$ the orthogonal projection of $x$ onto $\mathscr{S}$. Then $\boldsymbol{x}^{\prime}=\boldsymbol{x}+(k-(\boldsymbol{x} \cdot \boldsymbol{m})) \boldsymbol{m}$ and

$$
(C-B) x^{\prime}=y_{0}-y_{1}+f\left(x^{\prime} \cdot n\right) c
$$

so that

$$
\begin{equation*}
(C-B) x=y_{0}-y_{1}+f\left(x^{\prime} \cdot n\right) c+((x \cdot m)-k) d \tag{4.24}
\end{equation*}
$$

where $\boldsymbol{d}=(\boldsymbol{C}-\boldsymbol{B}) \boldsymbol{m}$. Taking the derivative of (4.23) with respect to $\boldsymbol{x}$, we find, using the chain rule for Lipschitz maps ( $c f$. Marcus \& Mizel [31, Lemma 2.1]) that

$$
\begin{equation*}
C-B=d \otimes m+f^{\prime}\left(x^{\prime} \cdot n\right) c \otimes[n-(m \cdot n) m] \tag{4.25}
\end{equation*}
$$

a.e. in $B\left(x_{0}, r\right)$. Since $C-B$ is not of rank one, $\boldsymbol{m}$ is not parallel to $\boldsymbol{n},(\boldsymbol{m} \cdot \boldsymbol{n})^{2}$ $\neq 1$, and $\boldsymbol{c} \neq \boldsymbol{o}$. Taking the inner product of (4.25) with $n$, we thus deduce that $f^{\prime}\left(\boldsymbol{x}^{\prime} \cdot \boldsymbol{n}\right)=\lambda=$ constant a.e. in $B\left(\boldsymbol{x}_{0}, r\right)$. Since $\boldsymbol{m}$ is not parallel to $\boldsymbol{n}$, it follows that $f^{\prime}(t)=\lambda$ for $t$ in a neighborhood of $x_{0} \cdot n$ and hence from (4.20), (4.21) and (4.23) that $\lambda(x)=\lambda, \quad 0<\lambda<1$, for $x \in \Omega_{A, B} \cap N\left(x_{0}\right)$, where $N\left(x_{0}\right)$ is some open neighborhood of $x_{0}$, possibly smaller than $B\left(x_{0}, r\right)$. The relation (4.17) follows from (4.25), $\boldsymbol{b}$ not being parallel to $\boldsymbol{c}$ since $\boldsymbol{C}-\boldsymbol{B}$ is not of rank one.

Conversely, suppose that $\mathscr{S}, \boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{C}$ have the forms (4.15) through (4.17). We suppose without loss of generality that $k=0$. Let $\theta: \mathbb{R} \rightarrow \mathbb{R}$ be the 1-periodic function satisfying

$$
\theta(t)= \begin{cases}(1-\lambda)(t+\lambda) & \text { for }-\lambda \leqq t<0  \tag{4.26}\\ -\lambda(t-1+\lambda) & \text { for } 0 \leqq t<1-\lambda\end{cases}
$$

Let $\mu>0$ and

$$
\begin{equation*}
D^{ \pm}=C+\left(b \pm \frac{\lambda(1-\lambda)}{\mu} c\right) \otimes \boldsymbol{m} \tag{4.27}
\end{equation*}
$$

For $x \in \mathbb{R}^{n}$ define
$z(x)= \begin{cases}(\lambda A+(1-\lambda) B) x+\theta(x \cdot n) c & \text { for }|x \cdot m|>\frac{\mu}{\lambda(1-\lambda)} \theta(x \cdot n), \\ D^{+} x & \text { for } 0 \leqq x \cdot m \leqq \frac{\mu}{\lambda(1-\hat{\lambda})} \theta(x \cdot n), \\ D^{-} x & \text { for }-\frac{\mu}{\lambda(1-\lambda)} \theta(x \cdot n) \leqq x \cdot m \leqq 0 .\end{cases}$

It is easily verified that $z \in W_{\text {loc }}^{1, \infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, that $D z$ takes almost everywhere only the four values $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{D}^{+}, \boldsymbol{D}^{-}$and that $\boldsymbol{z}(\boldsymbol{x})=\boldsymbol{C x}$ for $\boldsymbol{x} \cdot \boldsymbol{m}=0$. For $j=1,2, \ldots$, define for $x \in \Omega$

$$
y^{(j)}(x)= \begin{cases}j^{-1} z(j x) & \text { for } x \in \Omega_{A, B}  \tag{4.29}\\ C x & \text { otherwise }\end{cases}
$$

(see Figure 4b). Since $\boldsymbol{y}^{(j)}$ is continuous, $\boldsymbol{y}^{(j)}(\mathbf{0})=\mathbf{0}$ and $D \boldsymbol{y}^{(j)}$ takes almost everywhere only the five values $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}$ and $D^{ \pm}$, it follows that $\boldsymbol{y}^{(j)}$ is a bounded sequence in $W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$. Since also

$$
D \boldsymbol{y}^{(j)}(\boldsymbol{x})=\lambda \boldsymbol{A}+(1-\lambda) \boldsymbol{B}+\theta^{\prime}(j x \cdot \boldsymbol{n})(A-\boldsymbol{B})
$$



Fig. 4a. The orthogonal projection of $\mathbb{R}^{n}$ onto the ( $\boldsymbol{m}, \boldsymbol{n}$ ) plane, showing the values taken in various regions by $D z$ when $z$ is given by (4.28); b Possible two-dimensional cross sections of $\Omega$ parallel to the ( $\boldsymbol{m}, \boldsymbol{n}$ ) plane, showing the division of $\Omega$ into regions where $D \boldsymbol{y}^{(j)}$ takes different values when $\boldsymbol{y}^{(j)}$ is given by (4.29)
for a.e. $x \in \Omega_{A, B}$ satisfying $|\boldsymbol{x} \cdot \boldsymbol{m}|>j^{-1} \mu$, it is easily shown that $y^{(j)} \stackrel{*}{\rightarrow} \boldsymbol{y}$ in $W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$, where

$$
y(x)= \begin{cases}(\lambda A+(1-\lambda) B) x & \text { for } x \in \Omega_{A, B}  \tag{4.30}\\ C x & \text { otherwise }\end{cases}
$$

and that (4.13) and (4.14) hold. Finally, if $m=n$ and $\operatorname{det} A>0$, $\operatorname{det} \boldsymbol{B}=0$, $\operatorname{det} C>0$, then by (4.16)

$$
\operatorname{det}(\lambda \boldsymbol{A}+(1-\lambda) \boldsymbol{B})=\lambda \operatorname{det} \boldsymbol{A}+(1-\lambda) \operatorname{det} \boldsymbol{B} .
$$

Since

$$
\operatorname{det} D^{ \pm}=\operatorname{det}\left(\lambda A+(1-\lambda) B \pm \frac{\lambda(1-\lambda)}{\mu} c \otimes m\right)
$$

it follows that $\operatorname{det} D^{ \pm}>0$ if $\mu$ is chosen sufficiently large, and in this case $\operatorname{det} D \boldsymbol{y}^{(j)}(x) \geqq \min \{\operatorname{det} A, \operatorname{det} \boldsymbol{B}, \operatorname{det} \boldsymbol{C}$, $\operatorname{det} \boldsymbol{D}\}>0$ a.e. for all $j$.

## Remarks:

1. Let $m=n$, $\operatorname{det} A>0, \operatorname{det} B>0$, $\operatorname{det} C>0$ and let $\mu$ be chosen sufficiently large that $\operatorname{det} D^{ \pm}>0$. Then for domains $\Omega$ such as those in Figure 4b (ii) and (iii), the deformation $y$ given by (4.30) need not be invertible, and hence $\boldsymbol{y}^{(j)}$ given by (4.29) need not be invertible. Sufficient conditions for $\boldsymbol{y}^{(j)}$ to be invertible are that $\Omega_{A, B} \subset\left\{x \in \mathbb{R}^{n}: \boldsymbol{x} \cdot \boldsymbol{m}>k\right\}$ and $\Omega_{C} \subset\left\{x \in \mathbb{R}^{n}: x\right.$. $m<k\}$.
2. It follows from the proof of Proposition 2 that

$$
\begin{gathered}
\lim _{\varepsilon \rightarrow 0} \lim _{j \rightarrow \infty} \frac{\operatorname{meas}\left\{x \in N\left(x_{0}\right):\left|D y^{(j)}(x)-A\right|<\varepsilon\right\}}{\operatorname{meas}\left(N\left(x_{0}\right) \cap \Omega_{A, B}\right)}=\lambda, \\
\lim _{\varepsilon \rightarrow 0} \lim _{j \rightarrow \infty} \frac{\operatorname{meas}\left\{\boldsymbol{x} \in N\left(x_{0}\right):\left|D y^{(j)}(x)-\boldsymbol{x}\right|<\varepsilon\right\}}{\operatorname{meas}\left(N\left(x_{0}\right) \cap \Omega_{A, B}\right)}=1-\lambda,
\end{gathered}
$$

so that $\lambda, 1-\lambda$ denote the asymptotic proportions of $A$ and $B$ respectively in $N\left(x_{0}\right) \cap \Omega_{A, B}$.

We now return to the minimization problem (3.11) with the free energy function described in Section 3, not necessarily specialized to InTl. Assume that $\boldsymbol{F}^{+}$ and $\boldsymbol{F}^{-}$satisfy for some rotations $\boldsymbol{R}^{+}$and $\boldsymbol{R}^{-}$

$$
\begin{equation*}
\boldsymbol{F}^{ \pm}=\boldsymbol{R}^{ \pm} \boldsymbol{U}_{\mathbf{0}} \tag{4.31}
\end{equation*}
$$

Recall that $\phi$ is a Galilean invariant, that $U_{0}$ is at the minimum of a potential well and that $\phi\left(\mathbf{1}, \theta_{0}\right)=\phi\left(U_{0}, \theta_{0}\right)=0$. We apply Theorem 3 with $m=n=3$, $\boldsymbol{A}=\boldsymbol{F}^{+}, \boldsymbol{B}=\boldsymbol{F}^{-}$and $\boldsymbol{C}=\mathbf{1}$. Let $\boldsymbol{y}^{(j)}$ be a minimizing sequence for $\mathscr{J}$ in $\mathscr{A}$, so that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \mathscr{J}\left(y^{(j)}\right)=0 \tag{4.32}
\end{equation*}
$$

and suppose that the hypotheses of the necessity part of Theorem 3 holds. (The condition that a minimizing sequence is weakly convergent in $W^{1, p}\left(\Omega ; \mathbb{R}^{3}\right)$ is
satisfied for some subsequence of that sequence provided $\phi$ satisfies an estimate of the form

$$
\begin{equation*}
\phi(\boldsymbol{F}) \geqq K_{0}|\boldsymbol{F}|^{p}+K_{1} \quad \text { for all } \boldsymbol{F} \in \mathscr{D} \tag{4.33}
\end{equation*}
$$

for some constants $K_{0}>0, K_{1}$.) From Theorem 3 we deduce that the interface $\mathscr{S}$ is flat and, by (4.16) and (4.17), that

$$
\begin{gather*}
\boldsymbol{F}^{+}=\mathbf{1}+(1-\lambda) \boldsymbol{c} \otimes \boldsymbol{n}+\boldsymbol{b} \otimes \boldsymbol{m} \\
\boldsymbol{F}^{-}=\mathbf{1}-\lambda \boldsymbol{c} \otimes \boldsymbol{n}+\boldsymbol{b} \otimes \boldsymbol{m}, \tag{4.34}
\end{gather*}
$$

for nonparallel vectors $b, c \in \mathbb{R}^{\mathbf{3}}$, nonparallel unit vectors $\boldsymbol{m}, \boldsymbol{n} \in \mathbb{R}^{\mathbf{3}}$ and some $\lambda \in(0,1)$. Conversely, if the conditions (4.34) hold and $\mathscr{S}$ has the form (4.15) then the $y^{(j)}$ constructed in the theorem and satisfying (4.13) and (4.14) will be a minimizing sequence for $\mathscr{J}$ in $\mathscr{A}$, since $\phi$ is continuous, $D \boldsymbol{y}^{(j)}$ bounded in $L^{\infty}$ and $\operatorname{det} D y^{(j)}(x) \geqq \delta>0$ a.e. in $\Omega$. In fact, since $F^{+}$and $F^{-}$are at the minima of potential wells,

$$
\begin{align*}
\int_{\Omega} \phi\left(D y^{(j)}, \theta_{0}\right) d x & \left.=\int_{\{x \mid D y}(j)(x)=D^{+}\right\} \\
& \phi\left(D^{+}, \theta_{0}\right) d x+\int_{\left\{x \mid D y^{(j)}(x)=D^{-}\right\}} \phi\left(D^{-}, \theta_{0}\right) d x  \tag{4.35}\\
& \text { as } j \rightarrow \infty .
\end{align*}
$$

That is, the only contribution to the total energy of $\boldsymbol{y}^{(j)}$ is from the layer of triangular prisms pictured in Figure 4 b whose total volume tends to zero as $j \rightarrow \infty$. The existence of rotations $R^{ \pm}$such that $F^{ \pm}$given by (4.31) satisfy (4.34) will be established for InTl in Section 5.

Simple examples show that if we drop the hypothesis in Theorem 3 that the open set $\Omega_{A, B}$ is connected, then $\mathscr{S}$ need not be contained in a plane. The $X$-interface in Figure 2a provides an example where the finely twinned region is a disconnected open set and the austenite/martensite interface $\mathscr{S}$ is not contained in a plane. Note, however, that the deformation gradient in this configuration takes to a good approximation four values. The $X$-interface is easily understood by patching together two deformations of the type given by Theorem 3. The curved martensite/martensite interface shown in Figure $2 b$ is obviously not covered by Theorem 3. In principle, it should be possible to relate the orientation of this interface to the local twin concentrations $\lambda(x)$ and $\lambda^{\prime}(x)$ on each side of the interface.

Of course the weak limit $y$ of a minimizing sequence $y^{(j)}$ is not in general a minimizer; for example, with $\boldsymbol{y}^{(j)}-\boldsymbol{y}$ as above, (4.18) becomes

$$
\begin{equation*}
D y(x)=\lambda \boldsymbol{F}^{+}+(1-\lambda) \boldsymbol{F}^{-} \tag{4.36}
\end{equation*}
$$

and $\lambda \boldsymbol{F}^{+}+(1-\lambda) \boldsymbol{F}^{-}=\mathbf{1}+\boldsymbol{b} \otimes \boldsymbol{m}$ does not in general, or in particular for InTI, yield one of the stretch matrices $1, R_{i} U_{0} R_{i}^{T}, i=1, \ldots, \nu$. Hence $\mathscr{J}$ is generally not sequentially weakly lower semicontinuous (swlsc) in $W^{1, q}\left(\Omega, \mathbb{R}^{3}\right)$ for any $q \geqq 1$. This typical feature of multidimensional phase change problems results from the failure of strong ellipticity of $\phi$ ( $c f$. Ericksen [16], Ball [4]) and contrasts with certain models of rubber-like materials for which $\mathscr{F}$ is swlsc and for which the direct method of the calculus of variations can consequently be applied to establish the existence of minimizers (Ball [3]). When $\phi$ is not $W^{1,1}$-quasiconvex,
a condition closely related to strong ellipticity, an argument of Ball \& Murat [8, Theorem 5.1] in fact shows that for appropriate boundary conditions and body forces the total free energy does not attain a minimum (see also the examples in Section 7).

## 5. Materials Which Can Form Internally Twinned Martensite

Given a transformation strain and a family of energy minimizing twins, we now consider the algebraic problem of whether the equations (4.34) 1,2 $^{2}$ can be satisfied. If so, we can construct minimizing sequences by the methods given in Section 4. The critical physical question is whether the austenite/martensite planes work out correctly. These calculations are closely related to those of the crystallographic theory of martensite, although necessary and sufficient conditions for the existence of solutions of $(4.34)_{1,2}$ in the case of a general transformation strain and point group appear to be absent from the literature. We restrict attention to the case $m=n=3$ throughout this section.

According to the analysis of Section 3, all classical interfaces between minimizing deformation gradients are martensite/martensite twins. The deformation gradients associated with these twins, $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$, have the forms

$$
\begin{align*}
& \boldsymbol{F}^{+}=\hat{\boldsymbol{R}}^{+} \boldsymbol{U}_{0} \boldsymbol{R}_{\boldsymbol{i}}, \\
& \boldsymbol{F}^{-}=\hat{\boldsymbol{R}}^{-} \boldsymbol{U}_{0} \boldsymbol{R}_{\boldsymbol{j}}, \tag{5.1}
\end{align*}
$$

with $\boldsymbol{R}_{i}$ and $\boldsymbol{R}_{j}$ in $P^{\nu}$. It is sufficient ${ }^{\star}$ for our purposes to take $\boldsymbol{R}_{j}=\mathbf{1}$ and to rewrite (5.1) in the form

$$
\begin{gather*}
\boldsymbol{F}^{+}=\hat{\boldsymbol{R}} \boldsymbol{R} \boldsymbol{U}_{\mathbf{0}} \overline{\boldsymbol{R}}, \\
\boldsymbol{F}^{-}=\hat{\boldsymbol{R}} \boldsymbol{U}_{\mathbf{0}}, \tag{5.2}
\end{gather*}
$$

where

$$
\begin{equation*}
\boldsymbol{F}^{+}-\boldsymbol{F}^{-}=\boldsymbol{c} \otimes \boldsymbol{n}, \quad \boldsymbol{c}=\hat{\boldsymbol{R}} \boldsymbol{a} \tag{5.3}
\end{equation*}
$$

For InTl, the values of $\boldsymbol{R}, \overline{\boldsymbol{R}}, \boldsymbol{a}$ and $\boldsymbol{n}$ satisfying the equations (5.2) and (5.3) are obtained from (3.19) with $\eta_{1}=1-\varepsilon$ and $\eta_{2}=1+2 \varepsilon, \varepsilon \doteq .013$. In this section we allow $\boldsymbol{U}_{0}$ to be an arbitrary positive-definite symmetric matrix and the twins in (5.2) to be general in that they are subject only to (3.18), that is

$$
\begin{equation*}
\boldsymbol{R} U_{0} \bar{R}=U_{0}+a \otimes n \tag{5.4}
\end{equation*}
$$

where $\boldsymbol{R}, \overline{\boldsymbol{R}}$ are rotations, $\boldsymbol{a} \neq \mathbf{0}$ and $|\boldsymbol{n}|=1$. We note the relations

$$
\begin{gather*}
U_{0}^{-1} a \cdot n=0  \tag{5.5}\\
2 U_{0} a \cdot n+|a|^{2}=0,  \tag{5.6}\\
2 U_{0}^{-2} a \cdot U_{0}^{-1} n-\left|U_{0}^{-1} a\right|^{2}\left|U_{0}^{-1} n\right|^{2}=0, \tag{5.7}
\end{gather*}
$$

[^3]which follow from (5.4) by taking determinants and by calculating $\operatorname{tr}\left(R U_{0}^{2} R^{T}\right)$ and $\operatorname{tr}\left(\boldsymbol{R} \boldsymbol{U}_{0}^{-2} \boldsymbol{R}^{T}\right)$.

To decide whether the twins (5.2) can participate in an austenite/finely twinned martensite interface, we consider the algebraic problem of whether $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$ given by (5.2) can assume the forms (4.34) $)_{1,2}$ for some choice of $\hat{\boldsymbol{R}}$. We view $\boldsymbol{U}_{0}$, $\boldsymbol{a}$ and $\boldsymbol{n}$ as given, consistent with (3.18). Since (4.34) follows immediately from $(4.34)_{2}$ and (5.3), we only need to consider (4.34) $)_{2}$ which becomes

$$
\begin{equation*}
\boldsymbol{F}^{-}=\hat{\boldsymbol{R}} \boldsymbol{U}_{\mathbf{0}}=\mathbf{1}-\lambda \hat{\boldsymbol{R}} \boldsymbol{a} \otimes \boldsymbol{n}+\boldsymbol{b} \otimes \boldsymbol{m} \tag{5.8}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
U_{0}+\lambda a \otimes n=\hat{R}^{T}(\mathbf{1}+b \otimes m) \tag{5.9}
\end{equation*}
$$

which is to be solved for $\lambda \in(0,1), \boldsymbol{b}$, the unit vector $\boldsymbol{m}$ and the rotation $\hat{\boldsymbol{R}}$.
Let $C_{0}(\lambda)$ be defined by

$$
\begin{equation*}
C_{0}(\lambda) \stackrel{\text { def }}{=}\left(U_{0}+\lambda \boldsymbol{n} \otimes \boldsymbol{a}\right)\left(U_{0}+\lambda \boldsymbol{a} \otimes \boldsymbol{n}\right) \tag{5.10}
\end{equation*}
$$

According to the polar decomposition theorem, the basic equation (5.9) with $\operatorname{det}\left(U_{0}+\lambda \boldsymbol{a} \otimes \boldsymbol{n}\right)>0$ is equivalent to

$$
\begin{equation*}
C_{0}(\lambda)=(1+m \otimes b)(1+b \otimes m) \tag{5.11}
\end{equation*}
$$

together with the restriction that $\operatorname{det}(\mathbf{1}+\boldsymbol{b} \otimes \boldsymbol{m})=1+\boldsymbol{b} \cdot \boldsymbol{m}>0$. Hence, we begin with a characterization of $\boldsymbol{b}$ and $\boldsymbol{m}$ satisfying (5.11).

Proposition 4. Necessary and sufficient conditions for a symmetric $3 \times 3$ matrix $C$ with eigenvalues $\lambda_{1} \leqq \lambda_{2} \leqq \lambda_{3}$ to be expressible in the form

$$
\begin{equation*}
C=(1+m \otimes b)(1+b \otimes m) \tag{5.12}
\end{equation*}
$$

for nonzero $b$ and $m$ are that $\lambda_{1} \geqq 0$ (i.e., $C \geqq 0$ ) and $\lambda_{2}=1$.
The solutions are given by:
a) $C \neq 1$,

$$
\begin{align*}
b & =\varrho\left(\sqrt{\frac{\lambda_{3}\left(1-\lambda_{1}\right)}{\lambda_{3}-\lambda_{1}}} e_{1}+x \sqrt{\frac{\lambda_{1}\left(\lambda_{3}-1\right)}{\lambda_{3}-\lambda_{1}}} e_{3}\right)  \tag{5.13}\\
m & =\varrho^{-1}\left(\frac{\bar{\varkappa} \sqrt{\lambda_{3}}-\sqrt{\lambda_{1}}}{\sqrt{\lambda_{3}-\lambda_{1}}}\right)\left(-\bar{\varkappa} \sqrt{1-\lambda_{1}} e_{1}+\varkappa \sqrt{\lambda_{3}-1} e_{3}\right)
\end{align*}
$$

where $\varrho \neq 0$ is a constant, and $e_{1}, e_{3}$ are normalized eigenvectors of $C$ corresponding to $\lambda_{1}, \lambda_{3}$ respectively, and where each of $x, \bar{x}$ can take the values $\pm 1$. For these solutions $1+\boldsymbol{b} \cdot \boldsymbol{m}=\bar{x} \sqrt{\lambda_{1} \lambda_{3}}$.
b) $C=1$,

$$
\begin{align*}
b & =\varrho e  \tag{5.14}\\
m & =-2 \varrho^{-1} e
\end{align*}
$$

where $\varrho \neq 0$ is a constant and $|\boldsymbol{e}|=1$. For these solutions $1+\boldsymbol{b} \cdot \boldsymbol{m}=-1$.

Proof. Necessity. Let $\boldsymbol{p}$ be perpendicular to $\boldsymbol{b}$ and $\boldsymbol{m}$. Then $\boldsymbol{C p}=\boldsymbol{p}$ so that one eigenvalue of $\boldsymbol{C}$ equals 1 . If $\boldsymbol{b}$ and $\boldsymbol{m}$ are linearly dependent, then the eigenvalue 1 has a multiplicity of at least two, so $\lambda_{2}=1$. Suppose that $b$ and $\boldsymbol{m}$ are linearly independent. Consider

$$
\begin{align*}
x \cdot C x-|x|^{2} & =2(x \cdot b)(x \cdot m)+(x \cdot m)^{2}|b|^{2} \\
& =(x \cdot m)\left[2(x \cdot b)+(x \cdot m)|b|^{2}\right] . \tag{5.15}
\end{align*}
$$

If we choose $\boldsymbol{x} \cdot \boldsymbol{b}>0$ and $\boldsymbol{x} \cdot \boldsymbol{m}>0$, the expression (5.15) is positive. If we choose $\boldsymbol{x} \cdot \boldsymbol{b}=-1$ and $\boldsymbol{x} \cdot \boldsymbol{m}$ small and positive, the expression (5.15) is negative. Hence $\lambda_{1}<1<\lambda_{3}$. Finally, $\lambda_{1} \lambda_{3}=\operatorname{det} \boldsymbol{C}=(1+\boldsymbol{b} \cdot \boldsymbol{m})^{2} \geqq 0$, so that $\lambda_{1} \geqq 0$.

Sufficiency. First suppose that $\boldsymbol{C} \neq \mathbf{1}$, so that $\boldsymbol{b} \neq \mathbf{0}$, and suppose that $\lambda_{1}>0$. If $b$ and $\boldsymbol{m}$ satisfy (5.12), we have

$$
\begin{align*}
\boldsymbol{C b} & =(\mathbf{1}+\boldsymbol{m} \otimes \boldsymbol{b}) \boldsymbol{b}(1+\boldsymbol{b} \cdot \boldsymbol{m}) \\
& = \pm(\operatorname{det} C)^{1 / 2}\left(\boldsymbol{b}+|\boldsymbol{b}|^{2} \boldsymbol{m}\right) \tag{5.16}
\end{align*}
$$

Hence,

$$
\begin{equation*}
m=\left[ \pm(\operatorname{det} C)^{-1 / 2} C-1\right]\left(\frac{b}{|b|^{2}}\right) \tag{5.17}
\end{equation*}
$$

In view of (5.17) a necessary and sufficient condition that nonzero vectors $b$ and $\boldsymbol{m}$ satisfy (5.12) is that $b \neq 0$ satisfies

$$
\begin{equation*}
C=1-\frac{b \otimes b}{|b|^{2}}+\frac{C b \otimes C b}{|b|^{2} \operatorname{det} C} \tag{5.18}
\end{equation*}
$$

In the orthonormal basis of eigenvectors $\left\{e_{1}, e_{2}, e_{3}\right\}$, we have say $\boldsymbol{b}=\left(b_{1}, b_{2}, b_{3}\right)$ and $C b=\left(\lambda_{1} b_{1}, b_{2}, \lambda_{3} b_{3}\right)$. Then (5.18) is equivalent to

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\lambda_{1}-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \lambda_{3}-1
\end{array}\right]} \\
& \quad=\frac{1}{|b|^{2}}\left[\begin{array}{ccc}
b_{1}^{2}\left(-1+\frac{\lambda_{1}}{\lambda_{3}}\right) & b_{1} b_{2}\left(-1+\frac{1}{\lambda_{3}}\right) & 0 \\
b_{1} b_{2}\left(-1+\frac{1}{\lambda_{3}}\right) & b_{2}^{2}\left(-1+\frac{1}{\lambda_{1} \lambda_{3}}\right) & b_{2} b_{3}\left(-1+\frac{1}{\lambda_{1}}\right) \\
0 & b_{2} b_{3}\left(-1+\frac{1}{\lambda_{1}}\right) & b_{3}^{2}\left(-1+\frac{\lambda_{3}}{\lambda_{1}}\right)
\end{array}\right] . \tag{5.19}
\end{align*}
$$

Since by assumption $\lambda_{1}$ and $\lambda_{3}$ are not both 1 , (5.19) holds if and only if $b_{2}=0$ and

$$
\begin{equation*}
\frac{b_{1}^{2}}{|b|^{2}}=\frac{\lambda_{3}\left(1-\lambda_{1}\right)}{\lambda_{3}-\lambda_{1}}, \quad \frac{b_{3}^{2}}{|b|^{2}}=\frac{\lambda_{1}\left(\lambda_{3}-1\right)}{\lambda_{3}-\lambda_{1}} . \tag{5.20}
\end{equation*}
$$

The equations (5.20) are consistent and so (5.18) holds if and only if $\boldsymbol{b}$ has the form (5.13) $)_{1}$ with $\varrho \neq 0$. Then we get (5.13) ${ }_{2}$ from (5.17) as required.

If $\boldsymbol{C}=\mathbf{1}$ then (5.12) is satisfied by nonzero vectors $\boldsymbol{b}$ and $\boldsymbol{m}$ if and only if

$$
\begin{equation*}
b=\tau \boldsymbol{m} \quad \text { with } 2 \tau+\tau^{2}|\boldsymbol{m}|^{2}=0 \tag{5.21}
\end{equation*}
$$

so that the nonzero solutions of (5.12) are given by (5.14).
If $\lambda_{1}=0$, then from (5.16), which holds without the restriction $\lambda_{1}>0$, we have $C b=0$, so $b=\varrho e_{1}$. If we write $\boldsymbol{m}=m_{1} e_{1}+m_{2} e_{2}+m_{3} e_{3}$, we can write (5.12) in the form

$$
\left(\begin{array}{rcc}
-1 & 0 & 0  \tag{5.22}\\
0 & 0 & 0 \\
0 & 0 & \lambda_{3}-1
\end{array}\right)=\varrho\left(\begin{array}{ccc}
2 m_{1} & m_{2} & m_{3} \\
m_{2} & 0 & 0 \\
m_{3} & 0 & 0
\end{array}\right)+\varrho^{2}\left(\begin{array}{rrr}
m_{1}^{2} & m_{1} m_{2} & m_{1} m_{3} \\
m_{2} m_{1} & m_{2}^{2} & m_{2} m_{3} \\
m_{3} m_{1} & m_{3} m_{2} & m_{3}^{2}
\end{array}\right)
$$

that is,

$$
\begin{gather*}
\left(1+\varrho m_{1}\right)^{2}=0 \\
\varrho m_{2}\left(1+\varrho m_{1}\right)=0, \\
\varrho m_{3}\left(1+\varrho m_{1}\right)=0, \\
\varrho^{2} m_{2}^{2}=0,  \tag{5.23}\\
\varrho^{2} m_{2} m_{3}=0, \\
\varrho^{2} m_{3}^{2}=\lambda_{3}-1,
\end{gather*}
$$

with solutions

$$
\begin{equation*}
m_{1}=-\frac{1}{\varrho}, \quad m_{2}=0, \quad m_{3}=\frac{ \pm \sqrt{\lambda_{3}-1}}{\varrho} \tag{5.24}
\end{equation*}
$$

which are already covered by (5.13).

## Remarks.

1. Consider solutions of (5.12) with $1+\boldsymbol{b} \cdot \boldsymbol{m} \geqq 0$. If $\lambda_{1}<\lambda_{2}=1<\lambda_{3}$, then there are two essentially distinct such solutions $\boldsymbol{b}^{-} \otimes \boldsymbol{m}^{-}$and $\boldsymbol{b}^{+} \otimes \boldsymbol{m}^{+}$, consistent with the analysis of [24, Appendix 1]. These are related by a rotation $\tilde{\boldsymbol{R}}$ in the sense that $\mathbf{1}+\boldsymbol{b}^{+} \otimes \boldsymbol{m}^{+}=\tilde{\boldsymbol{R}}\left(\mathbf{1}+\boldsymbol{b}^{-} \otimes \boldsymbol{m}^{-}\right)$; this follows from the polar decomposition theorem in the case $\lambda_{1}>0$ and by an explicit calculation if $\lambda_{1}=0$. If $\lambda_{1}$ or $\lambda_{3}$ equals 1 , there is only one solution. If $\lambda_{1}$ and $\lambda_{3}$ both equal 1 , there is no solution.
2. Note that if $\boldsymbol{m}^{\perp}$ is perpendicular to $\boldsymbol{m}$ then

$$
\begin{equation*}
\boldsymbol{m}^{\perp} \cdot C \boldsymbol{m}^{\perp}=\left|\boldsymbol{m}^{\perp}\right|^{2} \tag{5.25}
\end{equation*}
$$

so that $\boldsymbol{m}$ is normal to an "undistorted" plane for $\boldsymbol{C}$. Similarly, if $\boldsymbol{b}^{\perp}$ is perpendicular to $b$, then

$$
\begin{equation*}
b^{\perp} \cdot \boldsymbol{C}^{-1} b^{\perp}=\left|b^{\perp}\right|^{2} \tag{5.26}
\end{equation*}
$$

so that $\boldsymbol{b}$ is normal to an "undistorted" plane for $\boldsymbol{C}^{-1}$.
3. The formula for $\boldsymbol{b}$ can be written

$$
\begin{equation*}
b=\frac{\varrho}{\sqrt{\lambda_{1}^{-1}-\lambda_{3}^{-1}}}\left(\sqrt{\lambda_{1}^{-1}-1} e_{1}+x \sqrt{1-\lambda_{3}^{-1}} e_{3}\right) \tag{5.27}
\end{equation*}
$$

which has the same form as the formula for $\boldsymbol{m}$.

Proposition 4 makes it clear in particular that in order to solve the basic equation (5.11) we must show that $C_{0}(\lambda)$ has an eigenvalue equal to 1 for some $\lambda$, so we consider the following proposition:

Proposition 5. Let the $3 \times 3$ nonsingular matrix $\boldsymbol{U}_{0}=\boldsymbol{U}_{0}^{T}$, the vector a, the unit vector $n$ and rotations $\boldsymbol{R}$ and $\overline{\boldsymbol{R}}$ be given subject to the twinning relations (5.4). Let $G_{0}(\lambda)=\left(U_{0}+\lambda n \otimes a\right)\left(U_{0}+\lambda a \otimes n\right)$ and let

$$
\begin{equation*}
g(\lambda)=\operatorname{det}\left(C_{0}(\lambda)-1\right) \tag{5.28}
\end{equation*}
$$

Then $g(\lambda)$ is a quadratic function of $\lambda$ which satisfies $g(\lambda)=g(1-\lambda)$.
Proof. To show that $g(\lambda)$, which appears to be a sixth order polynomial, is in fact only quadratic, note that by (5.5)

$$
\begin{equation*}
\operatorname{det}\left(\boldsymbol{U}_{0}+\lambda \boldsymbol{a} \otimes \boldsymbol{n}\right)=\operatorname{det} \boldsymbol{U}_{0} \neq 0 \tag{5.29}
\end{equation*}
$$

Hence

$$
\begin{align*}
g(\lambda) & =\operatorname{det}\left[\left(U_{0}+\lambda n \otimes a\right)\left(U_{0}+\lambda a \otimes n\right)-1\right] \\
& =\operatorname{det} U_{0} \operatorname{det}\left[\left(U_{0}+\lambda a \otimes n\right)-\left(U_{0}+\lambda n \otimes a\right)^{-1}\right]  \tag{5.30}\\
& =\operatorname{det} U_{0} \operatorname{det}\left[\left(U_{0}-U_{0}^{-1}\right)+\lambda\left(a \otimes n+U_{0}^{-1} n \otimes U_{0}^{-1} a\right)\right]
\end{align*}
$$

Since the matrix multiplying $\lambda$ is singular, the right-hand side of $(5.30)_{3}$ is at most quadratic in $\lambda$.

Since

$$
g(1)=\operatorname{det}\left(\bar{R}^{T}\left(U_{0}^{2}-1\right) \bar{R}\right)=\operatorname{det}\left(U_{0}^{2}-1\right)=g(0)
$$

if follows that $g(\lambda)=g(1-\lambda)$.
From Proposition 5 we can see how to make one eigenvalue of $C_{0}(\lambda)$ equal to 1 at some $\lambda$ so as to satisfy part of the conditions in Proposition 4 . For the remaining part we need to show that the other two eigenvalues of $C_{0}(\lambda)$ bound 1 above and below, using the following proposition:

Proposition 6. Suppose that for some $\lambda, C_{0}(\lambda)$ has the unordered triple of eigenvalues $1, \lambda_{1}, \lambda_{3}$. Then

$$
\begin{equation*}
\left(1-\lambda_{1}\right)\left(\lambda_{3}-1\right)=\operatorname{tr} U_{0}^{2}-\operatorname{det} U_{0}^{2}-2+\left(\lambda^{2}-\lambda\right)|a|^{2} \tag{5.31}
\end{equation*}
$$

Proof. Using (5.6) we obtain

$$
\begin{align*}
1+\lambda_{1}+\lambda_{3} & =\operatorname{tr} C_{0}(\lambda) \\
& =\operatorname{tr} U_{0}^{2}+2 \lambda\left(U_{0} a \cdot n\right)+\lambda^{2}|a|^{2}  \tag{5.32}\\
& =\operatorname{tr} U_{0}^{2}+\left(\lambda^{2}-\lambda\right)|a|^{2}
\end{align*}
$$

Since also

$$
\begin{equation*}
\lambda_{1} \lambda_{3}=\operatorname{det} C_{0}(\lambda)=\operatorname{det} U_{0}^{2} \tag{5.33}
\end{equation*}
$$

the result follows.
We now combine Propositions 4 through 6 to get an existence theorem for the original equation (5.9). For the purpose of Theorem 7 a triple $(\hat{R}, \lambda, b \otimes m)$ consisting of a rotation $\hat{\boldsymbol{R}}$, a scalar $\hat{\lambda} \in(0,1)$ and a rank-one matrix $\boldsymbol{b} \otimes \boldsymbol{m}$ such that

$$
\begin{equation*}
\boldsymbol{U}_{0}+\lambda \boldsymbol{a} \otimes \boldsymbol{n}=\hat{\boldsymbol{R}}^{T}(\mathbf{1}+\boldsymbol{b} \otimes \boldsymbol{m}) \tag{5.34}
\end{equation*}
$$

will be termed a solution of (5.34).
Theorem 7. Let the positive-definite symmetric matrix $U_{0}$ satisfy the twinning relation

$$
\begin{equation*}
\boldsymbol{R} \boldsymbol{U}_{\mathbf{0}} \overline{\boldsymbol{R}}=\boldsymbol{U}_{\mathbf{0}}+\boldsymbol{a} \otimes \boldsymbol{n} \tag{5.35}
\end{equation*}
$$

for some pair of rotations $\boldsymbol{R}$ and $\overline{\boldsymbol{R}}$ and for vectors $\boldsymbol{a} \neq \mathbf{0}$ and $\boldsymbol{n},|\boldsymbol{n}|=1$.
I. Assume $U_{0}$ does not have an eigenvalue equal to 1 . Necessary and sufficient conditions that (5.34) has a solution are that

$$
\begin{equation*}
1+\frac{1}{2} \delta^{*} \leqq 0 \tag{5.36}
\end{equation*}
$$

and that

$$
\begin{equation*}
\operatorname{tr} U_{0}^{2}-\operatorname{det} U_{0}^{2}-2+\frac{1}{2 \delta^{*}}|a|^{2} \geqq 0 \tag{5.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta^{*}=a \cdot U_{0}\left(U_{0}^{2}-1\right)^{-1} n \tag{5.38}
\end{equation*}
$$

If further

$$
\begin{equation*}
1+\frac{1}{2} \delta^{*}<0 \tag{5.39}
\end{equation*}
$$

then strict inequality holds also in (5.37) and there are exactly four distinct solutions of (5.34), these having the form

$$
\begin{gather*}
\left(\hat{R}_{1}, \lambda^{*}, b_{1}^{+} \otimes m_{1}^{+}\right), \\
\left(\hat{R}_{2}, \lambda^{*}, b_{1}^{-} \otimes m_{1}^{-}\right), \\
\left(\hat{R}_{3}, 1-\lambda^{*}, b_{2}^{+} \otimes m_{2}^{+}\right),  \tag{5.40}\\
\left(\hat{R}_{4}, 1-\lambda^{*}, b_{2}^{-} \otimes m_{2}^{-}\right),
\end{gather*}
$$

where

$$
\begin{equation*}
\lambda^{*}=\frac{1}{2}\left(1-\sqrt{1+\frac{2}{\delta^{*}}}\right), \tag{5.41}
\end{equation*}
$$

so that $0<\lambda^{*}<1 / 2$. If

$$
\begin{equation*}
1+\frac{1}{2} \delta^{*}=0 \tag{5.42}
\end{equation*}
$$

then all solutions have $\lambda=1 / 2$; if strict inequality holds in (5.37) then there are exactly two distinct solutions, while if equality holds in (5.37) there is just one solution.
II. Assume $U_{0}$ has an eigenvalue equal to 1 . A necessary and sufficient condition that (5.34) has a solution is that

$$
\begin{equation*}
\mu^{*} \stackrel{\text { def }}{=} \operatorname{tr} U_{0}^{2}-\operatorname{det} U_{0}^{2}-2>0 \tag{5.43}
\end{equation*}
$$

All solutions are given as follows:
If $\mu^{*}>\frac{|a|^{2}}{4}$ then for each $\lambda \in(0,1)$ there are exactly two distinct solutions

$$
\begin{align*}
& \left(\hat{\boldsymbol{R}}_{\lambda}^{+}, \lambda, \boldsymbol{b}_{\lambda}^{+} \otimes \boldsymbol{m}_{\lambda}^{+}\right) \\
& \left(\hat{\boldsymbol{R}}_{\lambda}^{-}, \lambda, \boldsymbol{b}_{\lambda}^{-} \otimes \boldsymbol{m}_{\lambda}^{-}\right) \tag{5.44}
\end{align*}
$$

If $0<\mu^{*} \leqq \frac{|\boldsymbol{a}|^{2}}{4}$ and $\bar{\lambda} \stackrel{\text { def }}{=} \frac{1}{2}\left(1-\sqrt{1-\frac{4 \mu^{*}}{|a|^{2}}}\right)$, so that $0<\bar{\lambda} \leqq \frac{1}{2}, \quad$ then for each $\lambda \in(0, \bar{\lambda}) \cup(1-\bar{\lambda}, 1)$ there are exactly two distinct solutions of the form (5.44), while if $\lambda=\bar{\lambda}$ or $1-\bar{\lambda}$ with either $\bar{\lambda} \neq \frac{1}{2} \quad\left(\right.$ i.e., $\left.\mu^{*}<\frac{|\boldsymbol{a}|^{2}}{4}\right)$ or $\bar{\lambda}=\frac{1}{2}$ and $\operatorname{det} \boldsymbol{U}_{0} \neq 1$, then there is one solution $\left(\hat{\boldsymbol{R}}_{\lambda}, \lambda, \boldsymbol{b}_{\lambda} \otimes \boldsymbol{m}_{\lambda}\right)$.

In all the cases above, formulas for $\boldsymbol{b} \otimes \boldsymbol{m}$ associated with a solution $(\hat{\boldsymbol{R}}, \boldsymbol{\lambda}$, $\boldsymbol{b} \otimes \boldsymbol{m})$ are given by (5.13) evaluated at the ordered eigenvalues of $C_{0}(\lambda)$.

Proof. By Proposition 4 and the polar decomposition theorem, necessary and sufficient conditions that the basic equation (5.34) has a solution with $\lambda=\lambda^{*}$ are that the eigenvalues $0<\lambda_{1} \leqq \lambda_{2} \leqq \lambda_{3}$ of $C_{0}\left(\lambda^{*}\right)$ satisfy $\lambda_{2}=1$ and $\left(\lambda_{1}-1\right)^{2}+\left(\lambda_{3}-1\right)^{2} \neq 0$. (The condition $\lambda_{1}>0$ is automatically satisfied because $\operatorname{det}\left(U_{0}+\lambda a \otimes n\right)=\operatorname{det} U_{0}>0$ for all $\lambda$.)

Part I. By Proposition 5, g can be written in the form

$$
\begin{equation*}
g(\lambda)=a\left(\lambda-\frac{1}{2}\right)^{2}+b \tag{5.45}
\end{equation*}
$$

for some constants $a$ and $b$ with $b=g\left(\frac{1}{2}\right)$ and

$$
\begin{equation*}
g(0)=\frac{1}{4} a+b, \quad g^{\prime}(0)=-a . \tag{5.46}
\end{equation*}
$$

The condition that $C_{0}\left(\lambda^{*}\right)$ has an eigenvalue equal to 1 for some $\lambda^{*} \in(0,1)$ is that $g\left(\lambda^{*}\right)=\operatorname{det}\left(C_{0}\left(\lambda^{*}\right)-1\right)=0$ for some $\lambda^{*} \in(0,1)$, which holds if and only if $g(0) g\left(\frac{1}{2}\right) \leqq 0$ with strict inequality if $\lambda^{*} \neq \frac{1}{2}$.

By direct calculation,

$$
\begin{align*}
g(0) & =\operatorname{det}\left(U_{0}^{2}-\mathbf{1}\right), \\
g^{\prime}(0) & =2 a \cdot U_{0} \operatorname{adj}\left(U_{0}^{2}-\mathbf{1}\right) n, \tag{5.47}
\end{align*}
$$

so that by (5.46) the inequality $g(0) g\left(\frac{1}{2}\right) \leqq 0$ is equivalent to (5.36). If $g\left(\lambda^{*}\right)=0$, $\lambda^{*} \in(0,1)$, then by (5.45) through (5.47)

$$
\begin{equation*}
\lambda^{* 2}-\lambda^{*}=\frac{1}{2 \delta^{*}} \tag{5.48}
\end{equation*}
$$

with $\delta^{*}$ defined by (5.38). Hence, by Proposition 6, the eigenvalues of $C_{0}\left(\lambda^{*}\right)$ satisfy $\lambda_{1} \leqq \lambda_{2}=1 \leqq \lambda_{3}$ if and only if (5.36) and (5.37) hold. The eigenvalues of $C_{0}\left(\lambda^{*}\right)$ are not all 1 , since $C_{0}\left(\lambda^{*}\right)=\mathbf{1}$ implies that $C_{0}\left(\lambda^{*}\right) \boldsymbol{e}=\boldsymbol{U}_{0}^{2} \boldsymbol{e}=\boldsymbol{e}$ for $\boldsymbol{e}$ perpendicular to $\boldsymbol{n}$ and $\boldsymbol{U}_{0} \boldsymbol{a}$, and $\boldsymbol{U}_{0}^{2}$ does not have an eigenvalue 1 .

If (5.39) holds then $g(0) g\left(\frac{1}{2}\right)<0$, so that $g$ has the two roots $\lambda^{*}, 1-\lambda^{*}$ with $\lambda^{*}$ given by (5.41). By Proposition 6 equality holds in (5.37) if and only if 1 is a double eigenvalue of $C_{0}\left(\lambda^{*}\right)$. But this is impossible, since there would then exist a corresponding eigenvector $\boldsymbol{e}$ with $\boldsymbol{e} \cdot \boldsymbol{n}=0$, so that

$$
\begin{equation*}
\boldsymbol{U}_{0}^{2} e+\lambda^{*}\left(U_{0} a \cdot e\right) \boldsymbol{n}=\boldsymbol{e} \tag{5.49}
\end{equation*}
$$

which with (5.47) implies that

$$
\begin{equation*}
g(0)\left(U_{0} a \cdot e\right)=-\frac{1}{2} \lambda^{*} g^{\prime}(0)\left(U_{0} a \cdot \boldsymbol{e}\right) \tag{5.50}
\end{equation*}
$$

The quantity $U_{0} a \cdot e$ does not vanish because of (5.49) and the assumption that $U_{0}$ does not have an eigenvalue equal to 1 . Hence (5.50) implies that

$$
\begin{equation*}
g(0)=-\frac{1}{2} \lambda^{*} g^{\prime}(0), \tag{5.51}
\end{equation*}
$$

which immediately gives $\lambda^{*}=\frac{1}{2}$, a contradiction. Hence, by Proposition 4 there are four distinct solutions of (5.34) as claimed.

If (5.42) holds then by (5.48) $\lambda^{*}=\frac{1}{2}$ and by Proposition 4 there are two solutions if strict inequality holds in (5.38) and only one otherwise.

Part II. If $\boldsymbol{U}_{0}$ has an eigenvalue equal to 1 , then $g(0)=g(1)=\operatorname{det}\left(U_{0}^{2}-\mathbf{1}\right)$ $=0$. Hence, if there is a solution of (5.34) with $\lambda=\lambda^{*}$ (which means that $\left.\lambda^{*} \in(0,1)\right)$, then $g(\lambda)=0$ for all $\lambda$. Hence, one eigenvalue of $C_{0}(\lambda)$ equals 1 for each $\lambda \in(0,1)$ and it remains to examine the other two eigenvalues. Let

$$
\begin{equation*}
\theta(\lambda)=\operatorname{tr} U_{0}^{2}-\operatorname{det} U_{0}^{2}-2+\left(\lambda^{2}-\lambda\right)|a|^{2} . \tag{5.52}
\end{equation*}
$$

A necessary and sufficient condition that $\theta(\lambda) \geqq 0$ for some $\lambda \in(0,1)$ is that $\mu^{*}>0$. If $\theta(\lambda)>0, \lambda \in(0,1)$, by Proposition 6 the eigenvalues of $C_{0}(\lambda)$ satisfy $\lambda_{1}<\lambda_{2}=1<\lambda_{3}$ and hence there are two distinct solutions of the form (5.44); this case occurs if $\mu^{*}>|a|^{2} / 4$ or if $0<\mu^{*} \leqq|a|^{2} / 4$ and $\lambda \in(0, \bar{\lambda}) \cup(1-\bar{\lambda}, 1)$. If $\theta(\lambda)=0$, that is if $\lambda=\bar{\lambda}$ or $1-\bar{\lambda}$, there is a single solution $\left(\hat{\boldsymbol{R}}_{\lambda}, \lambda, \boldsymbol{b}_{\lambda} \otimes \boldsymbol{m}_{\lambda}\right)$ if and only if $C_{0}(\lambda) \neq 1$. But $C_{0}(\lambda)=\mathbf{1}$ implies by (5.5), (5.6) that

$$
\begin{equation*}
0=U_{0}^{-1} a \cdot C_{0}(\lambda) n=\left(\lambda-\frac{1}{2}\right)|a|^{2} \tag{5.53}
\end{equation*}
$$

and hence that $\lambda=\frac{1}{2}$. Hence there is a single solution if $\bar{\lambda} \neq \frac{1}{2}$. If $\bar{\lambda}=\frac{1}{2}$ then $C_{0}(\bar{\lambda})=1$ implies $\operatorname{det} U_{0}=\left(\operatorname{det} C_{0}(\bar{\lambda})\right)^{1 / 2}=1$, while $\operatorname{det} U_{0}=1$ implies by (5.32) and $\theta(\bar{\lambda})=0$ that $\operatorname{tr} C_{0}(\bar{\lambda})=3$, which together with the fact that $C_{0}(\bar{\lambda})$ has two eigenvalues equal to 1 gives $C_{0}(\bar{\lambda})=1$. Hence there is a solution if and only if det $U_{0}$ is not equal to one.

## Remarks:

1. An alternative method to that in Proposition 5 for evaluating $g(\lambda)$ is to write

$$
\begin{align*}
g(\lambda) & =\operatorname{det}\left(C_{0}(\lambda)-1\right) \\
& =\operatorname{det} C_{0}(\lambda)-\operatorname{tr} \operatorname{adj} C_{0}(\lambda)+\operatorname{tr} C_{0}(\lambda)-1 \tag{5.54}
\end{align*}
$$

and note that

$$
\begin{align*}
\operatorname{tr} \operatorname{adj} C_{0}(\lambda) & =\operatorname{det} C_{0}(\lambda) \operatorname{tr} C_{0}^{-1}(\lambda) \\
& =\operatorname{det} U_{0}^{2} \operatorname{tr}\left(\mathbf{1}-\lambda U_{0}^{-1} a \otimes n\right) U_{0}^{-2}\left(\mathbf{1}-\lambda \boldsymbol{n} \otimes U_{0}^{-1} a\right)  \tag{5.55}\\
& =\operatorname{det} U_{0}^{2}\left(\operatorname{tr} U_{0}^{-2}+\left(\lambda^{2}-\lambda\right)\left|U_{0}^{-1} a\right|^{2}\left|U_{0}^{-1} n\right|^{2}\right),
\end{align*}
$$

where we have used (5.7). Thus, from (5.32),

$$
\begin{equation*}
g(\lambda)=\operatorname{det}\left(U_{0}^{2}-1\right)+\left(\lambda^{2}-\lambda\right)\left(|\boldsymbol{a}|^{2}-\left(\operatorname{det} \boldsymbol{U}_{0}^{2}\right)\left|\boldsymbol{U}_{0}^{-1} \boldsymbol{a}\right|^{2}\left|\boldsymbol{U}_{0}^{-1} \boldsymbol{n}\right|^{2}\right), \tag{5.56}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\delta^{*}=\frac{\operatorname{det} U_{0}^{2}\left|U_{0}^{-1} a\right|^{2}\left|U_{0}^{-1} n\right|^{2}-|a|^{2}}{2 \operatorname{det}\left(U_{0}^{2}-1\right)} \tag{5.57}
\end{equation*}
$$

2. A different way of writing the necessary and sufficient conditions in Theorem 7 that there be a solution of (5.34) with $\lambda \neq 1 / 2$ can be obtained by noting that if $C_{0}(\lambda)$ has the unordered triple of eigenvalues $1, \lambda_{1}, \lambda_{3}$, and if $e$ is any eigenvector of $C_{0}(\lambda)$ corresponding to the eigenvalue 1 , then

$$
\begin{align*}
& \left(1-\lambda_{1}\right)\left(\lambda_{3}-1\right)(e \cdot n)^{2} \\
& \quad=\operatorname{tr} C_{0}(\lambda)-n \cdot C_{0}(\lambda) n-n \cdot \operatorname{adj} C_{0}(\lambda) n-1 . \tag{5.58}
\end{align*}
$$

Since $\operatorname{tr} C_{0}(\lambda)-\boldsymbol{n} \cdot \boldsymbol{C}_{0}(\lambda) \boldsymbol{n}=\operatorname{tr} \boldsymbol{U}_{0}^{2}-\boldsymbol{n} \cdot \boldsymbol{U}_{0}^{2} \boldsymbol{n} \quad$ and $\quad \boldsymbol{n} \cdot \operatorname{adj} C_{0}(\lambda) \boldsymbol{n}=\boldsymbol{n} \cdot$ adj $\boldsymbol{U}_{0}^{2} \boldsymbol{n}$, we have that

$$
\begin{equation*}
\left(1-\lambda_{1}\right)\left(\lambda_{3}-1\right)(e \cdot n)^{2}=\operatorname{tr} U_{0}^{2}-n \cdot U_{0}^{2} n-n \cdot \operatorname{adj} U_{0}^{2} n-1 . \tag{5.59}
\end{equation*}
$$

Since, as is shown in the proof of Theorem 7, $\boldsymbol{e} \cdot \boldsymbol{n}$ can vanish only if $\lambda=1 / 2$, it follows that necessary and sufficient conditions that (5.34) has a solution with $\lambda \neq 1 / 2$ are that (5.39) holds and

$$
\begin{equation*}
\operatorname{tr} U_{0}^{2}-n \cdot U_{0}^{2} n-n \cdot \operatorname{adj} U_{0}^{2} n-1>0 \tag{5.60}
\end{equation*}
$$

From the physical point of view, it is rare to have a material whose measured transformation strain has an eigenvalue equal to 1 within experimental error. We have not been able to find any such examples * in the literature after an extensive search, although even in some relatively common alloys the transforma-

[^4]tion strain has not been measured. Nevertheless, the transformation strain is generally a continuous function of composition and while the composition of an alloy does not change during the martensitic transformation, it can be adjusted when the crystal is originally grown. Thus, it seems possible that for very special compositions, alloys could be made that have an eigenvalue of $\boldsymbol{U}_{0}$ equal to 1 in addition to the property (5.43). Such alloys would be interesting because of the great variety of austenite/martensite interfaces possible, i.e., those given by (5.44). However, austenite/martensite interfaces in a cubic-to-tetragonal transformation are only possible when $U_{0}$ does not have an eigenvalue equal to 1 , as is evident from (5.43) applied to (3.1) with either $\eta_{1}=1$ or $\eta_{2}=1$. The possibility mentioned above can occur in cubic-to-orthorhombic transformations, for example.

We now specialize the calculations to the cubic-to-tetragonal transformation and then to the specific case of InTl. Let $\boldsymbol{U}_{0}$ have the form (3.1) with $\eta_{2} \neq 1$ and $\eta_{1} \neq 1$ and let $\boldsymbol{a}$ and $\boldsymbol{n}$ be given by the twinning formulas (3.19) ${ }_{1,2}$. Since $U_{0}$ in this case does not have an eigenvalue equal to 1 , we turn to Part I of Theorem 7. There is a solution of the basic equation (5.34) with $\lambda^{*} \neq 1 / 2$ if and only if (5.39) and (5.37) are satisfied with strict inequality. This pair of inequalities is equivalent to the two conditions

$$
\begin{array}{lll}
\eta_{1}<1<\eta_{2} & \text { and } & \frac{1}{\eta_{1}^{2}}+\frac{1}{\eta_{2}^{2}}<2, \quad \text { or }  \tag{5.61}\\
\eta_{2}<1<\eta_{1} & \text { and } & \eta_{1}^{2}+\eta_{2}^{2}<2
\end{array}
$$

The inequalities (5.61) delineate the hatched region of Figure 5. There are also solutions for which $\lambda=1 / 2$ that occur when the conditions (5.37) and (5.42)


Fig. 5. Values of $\eta_{1}>0$ and $\eta_{2}>0$ for which a solution of (5.34) exists with $\lambda \neq 1 / 2$ are contained in the hatched region, not including its boundary. Solutions of (5.34) with $\lambda=1 / 2$ exist for $\eta_{1}$ and $\eta_{2}$ on the dashed curve, not including the point ( 1,1 ).
are satisfied. These conditions are

$$
\begin{array}{lll}
\eta_{1}<1 & \text { and } & \frac{1}{\eta_{1}^{2}}+\frac{1}{\eta_{2}^{2}}=2, \quad \text { or }  \tag{5.62}\\
\eta_{1}>1 & \text { and } & \eta_{1}^{2}+\eta_{2}^{2}=2
\end{array}
$$

which are satisfied on the dashed curves of Figure 5. No solutions are possible when either $\eta_{1}=1$ or $\eta_{2}=1$. We now give formulas for the solutions under the conditions (5.61). The value of $\lambda^{*}$ is given by (5.41), which becomes

$$
\begin{equation*}
\lambda^{*}=\frac{1}{2}\left[1-\left(2\left(\eta_{2}^{2}-1\right)\left(\eta_{1}^{2}-1\right)\left(\eta_{1}^{2}+\eta_{2}^{2}\right)\left(\eta_{2}^{2}-\eta_{1}^{2}\right)^{-2}+1\right)^{1 / 2}\right] \tag{5.63}
\end{equation*}
$$

To complete the calculation we need to find the eigenvalues and eigenvectors of $C_{0}\left(\lambda^{*}\right)$, according to the last statement of Theorem 7. Once these are found, the vectors $\boldsymbol{b}_{1}^{ \pm}$and $\boldsymbol{m}_{1}^{ \pm}$of (5.40) are determined by (5.13). To find the eigenvalues $\lambda_{1} \leqq \lambda_{2}=1 \leqq \lambda_{3}$ of $C_{0}\left(\lambda^{*}\right)$, it is helpful to note that by (5.32) and (5.33)

$$
\begin{align*}
1+\lambda_{1}+\lambda_{3} & =1+\eta_{1}^{2}+\eta_{1}^{2} \eta_{2}^{2} \\
\lambda_{1} \lambda_{3} & =\eta_{1}^{4} \eta_{2}^{2} \tag{5.64}
\end{align*}
$$

Hence $\left\{\lambda_{1}, \lambda_{3}\right\}=\left\{\eta_{1}^{2}, \eta_{1}^{2} \eta_{2}^{2}\right\}$. Let $\{e, \bar{e}, \overline{\bar{e}}\}$ be the orthonormal basis introduced in (3.1) and (3.19) to (3.21). To find the eigenvectors of $C_{0}\left(\lambda^{*}\right)$, notice that by a direct calculation $\overline{\overline{\boldsymbol{e}}}$ is an eigenvector of $C_{0}\left(\lambda^{*}\right)$ corresponding to the eigenvalue $\eta_{1}^{2}$. The remaining two eigenvectors are found by a brute force computation which is simplified by the identity

$$
\begin{equation*}
\left(2 \eta_{1}^{2} \eta_{2}^{2}-\eta_{1}^{2}-\eta_{2}^{2}\right)\left(\eta_{1}^{2}+\eta_{2}^{2}-2\right)=2\left(\eta_{1}^{2}-1\right)\left(\eta_{2}^{2}-1\right)\left(\eta_{1}^{2}+\eta_{2}^{2}\right)+\left(\eta_{2}^{2}-\eta_{1}^{2}\right)^{2} . \tag{5.65}
\end{equation*}
$$

It is also helpful to change to the variables $\delta$ and $\tau$ defined by

$$
\begin{align*}
\delta & =\left[\left(\eta_{2}^{2}+\eta_{1}^{2}-2\right)\left(1-\eta_{1}^{2}\right)^{-1}\right]^{1 / 2} \\
\tau & =\left[\left(2 \eta_{1}^{2} \eta_{2}^{2}-\eta_{1}^{2}-\eta_{2}^{2}\right)\left(1-\eta_{1}^{2}\right)^{-1}\right]^{1 / 2} \tag{5.66}
\end{align*}
$$

Then, in the basis $\{e, \bar{e}, \overline{\bar{e}}\}$, the other two eigenvectors are

$$
\begin{equation*}
\frac{1}{\left(2\left(\tau^{2}+\delta^{2}\right)\right)^{1 / 2}}(\tau \pm \delta, \tau \mp \delta, 0) \tag{5.67}
\end{equation*}
$$

Therefore, by Proposition 4 with $\varrho$ chosen to make the third component of $\boldsymbol{m}_{1}^{ \pm}$ equal to 1 for simplicity, we get the formulas

$$
\begin{align*}
\boldsymbol{b}_{1}^{ \pm} & =\left(\mp \frac{1}{2} \zeta(\delta+\tau), \pm \frac{1}{2} \zeta(\delta-\tau), \beta\right), \\
\boldsymbol{m}_{1}^{ \pm} & =\left(\mp \frac{1}{2}(\delta+\tau), \pm \frac{1}{2}(\delta-\tau), 1\right) \tag{5.68}
\end{align*}
$$

where $\delta$ and $\tau$ are given by (5.66) and

$$
\begin{align*}
& \zeta=\left(1-\eta_{1}^{2}\right)\left(1+\eta_{2}\right)^{-1} \\
& \beta=\eta_{2}\left(\eta_{1}^{2}-1\right)\left(1-\eta_{2}\right)^{-1} \tag{5.69}
\end{align*}
$$

The signs are taken in parallel (either all upper or all lower). The expressions for $\boldsymbol{b}_{2}^{ \pm}$and $\boldsymbol{m}_{2}^{ \pm}$associated with ( $1-\lambda^{*}$ ) are obtained by changing the signs just before $\tau$ on the right-hand sides of $(5.69)_{1,2}$.

The expressions (5.68) are equivalent to the formulas given by Wechsler, Lieberman \& Read [50] and summarized elsewhere as the crystallographic theory of martensite, which is not based on energy considerations as here. The formulas (5.63) and (5.68) simplify considerably in the case $\operatorname{tr} U_{0}^{2}=3$ and have been given by Ericksen [19]; this case arises naturally from his theory of constrained crystals. With $\eta_{1}=1-\varepsilon$ and $\eta_{2}=1+2 \varepsilon$, all quantities become functions of $\varepsilon$ and as $\varepsilon \rightarrow 0, \lambda^{*} \rightarrow 1 / 3$ and $m_{1}^{+} \rightarrow(\mp 1,0,1)$. For InTl, with $\varepsilon=.013$, we get

$$
\begin{align*}
\lambda^{*} & \doteq .338 \\
\boldsymbol{m}_{1}^{ \pm} & \doteq(\mp .993, \pm .0265,1) \tag{5.70}
\end{align*}
$$

This expression for each $\boldsymbol{m}_{1}^{ \pm}$differs by about $1^{\circ}$ from a member of the $\begin{cases}110\}\end{cases}$ family of planes. Note that the acute angle between $\boldsymbol{n}$ and $\boldsymbol{m}_{1}^{ \pm}$is very nearly $60^{\circ}$, which can be seen from the pictures of Basinski \& Christian [10]. Finally, if we go back and use the full set of symmetry related twins represented by (3.17), we get $24(=6 \times 4)$ distinct austenite/finely twinned martensite interfaces.

## 6. Surface Energy and Scaling

The analysis of the minimizing sequences yields the observed austenite/martensite interfaces but otherwise has an obvious flaw. That is, the sequences suggest infinite fineness whereas the spacing of the observed twins is small but nonzero. In this section we explore the idea that interfacial energies, which have been excluded from our total free energy, can account for limited fineness without nullifying the overall conclusions we have reached.

Twin boundaries contribute a small free energy, not accounted for by our $\phi$, which is most simply introduced as an energy per unit area assigned on twin boundaries (Gibbs [21, p. 314-328]). For simplicity, we assume that the interfacial free energy per unit area is a constant $\sigma$. This assumption is open to question near places where the twin boundaries meet the boundary of the body or the austenite/martensite interface. Whether or not an interfacial energy should be assigned to the austenite/martensite interface is debatable. (Recall that our calculation of Section 4 does assign a bulk energy to this interface of $O\left(j^{-1}\right), c f$. equation (4.35).) An electron micrograph of an austenite/martensite interface by Nakanishi [34] does not suggest a surface of discontinuity of the deformation gradient, so we omit the interfacial energy there.

Since the twin boundaries are essentially plane and parallel, we do not expect that the introduction of interfacial energy will change our expressions for the bulk deformation gradients, stresses or energies. Hence, we assume $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$ are given by the equations (4.34) $)_{1,2}$, and we repeat the construction in Theorem 3, except that now we assume that the total free energy is

$$
\begin{equation*}
\overline{\mathscr{J}}\left[y^{(j)}\right]=\int_{\Omega} \phi\left(D y^{(j)}, \theta_{0}\right) d x+\sigma A(j) \tag{6.1}
\end{equation*}
$$

$A(j)$ being the total area of twin boundaries in $y^{(j)}(\Omega)$. Here we allow $j$ to take any nonnegative real value, defining $y^{(j)}$ by (4.29) for $j>0$ and $y^{(0)}=y$ given by (4.30). $A(j)$ implicity depends on $\Omega$ and the deformation $y^{(j)}$. In any case,

$$
A(j)\left\{\begin{array}{l}
=\text { const. } \quad \text { at } j=0  \tag{6.2}\\
\rightarrow \infty \quad \text { as } j \rightarrow \infty
\end{array}\right.
$$

With a suitable choice of $\Omega, A(j)$ is continuous. The first term in (6.1) tends to zero as $j \rightarrow \infty$ and is a continuous function of $j$. Thus $\overline{\mathcal{J}}\left[y^{(j)}\right]$ attains its minmum at some $j_{0}<\infty$. A quantitative calculation of $j_{0}$ based on linear elasticity is given by Burkart \& Read [13].

In this calculation we have assumed a certain interpolation of the austenite/ martensite interface involving the deformation gradients $D^{+}$and $D^{-}$(see Figure 4). This choice was made so as to simplify the task of showing that each $y^{(j)}(x)$ is invertible. It appears that this particular interpolation does not have any special physical significance. Other interpolations might lead to a uniformly lower value of the bulk energy and therefore a higher value of $j_{0}$. It appears that with any fixed interpolation and realistic free energy functions we would always get limited fineness by this calculation.

It is interesting to speculate on the reasons why some materials that are very similar to InTl do not form internally twinned martensite. The high temperature $A$-15 superconductors (see Ericksen [16]) undergo a reversible cubic to tetragonal transformation, ${ }^{\star}$ the martensite is found twinned on the $\{110\}$ planes, but the austenite and martensite do not co-exist at equilibrium as in InTl. In this connection we note that the deformations found in this section are at best metastable with regard to the total energy given by (6.1) since any of the linear deformations $\boldsymbol{y}=\boldsymbol{F}^{+} \boldsymbol{x}, \boldsymbol{y}=\boldsymbol{F}^{-} \boldsymbol{x}, \boldsymbol{y}=\boldsymbol{x}$ have less energy than twinned deformations. Whether the twinned deformations can really be some kind of relative minima of a total energy, which includes interfacial energy in a general way, appears to be a delicate matter.

Another possibly significant fact is that any single crystal of an alloy in solid solution, which is grown from the melt, inevitably contains a slight concentration gradient due to segregation during growth. Also, it is impossible to eliminate completely temperature gradients in a heat bath. Both concentration and temperature gradients can be modelled by explicit dependence of the free energy on $x$. We explore the consequences of this in Section 7(a), where we show that it is a possible mechanism for the initiation of fine twinning.

The reasoning summarized by the total energy (6.1) suggests that places in $\Omega$ where the cross-section

$$
\begin{equation*}
\left\{x \in \Omega_{F^{+}, F}: x \cdot n=\text { const } .\right\} \tag{6.3}
\end{equation*}
$$

has a small area should contain a larger twin density than in regions where this area is large. To explore this suggestion via a heuristic calculation, we consider a specimen with uniform length and width but with a variable thickness and suppose an austenite/martensite interface divides the specimen perpendicular to the thickness direction. Assume $\boldsymbol{m} \wedge \boldsymbol{n}$ is parallel to the width. We use the

[^5]calculation of bulk energy given in Section 4 directly and therefore ignore the fact that with limited fineness the boundary of the body will not quite be free of traction. The bulk energy per unit length is given approximately by (const. $j^{-1}$ ) while the surface energy per unit length is given approximately by (const. $j A$ ), $A$ being the area of the set given in (6.3) and the constants being positive. The total energy per unit length is therefore
\[

$$
\begin{equation*}
\frac{\text { const. }}{j}+\text { const. } A j \tag{6.4}
\end{equation*}
$$

\]

which is minimized among all $j>0$ at

$$
\begin{equation*}
j=\text { const. } A^{-1 / 2} \tag{6.5}
\end{equation*}
$$

Since $j^{-1}$ is proportional to the twin spacing (see Figure 4), equation (6.5) gives an inverse square root relation between the fineness and the cross-sectional area. Apparently, experiments to test this relation are not available.

Otsuka \& Shimizu [37] observe that "the reason for the absence of internal twins in 'small' martensites is not known presently". In the spirit of the calculation just above, consider a cube of side $L$ divided by an austenite/martensite interface which is parallel to a pair of faces. Again by use of expressions from Section 4 and the total energy (6.1), the bulk energy in this situation is approximately (const. $L^{2} j^{-1}$ ) while the surface energy is approximately (const. $L^{3} j$ ), the constants being positive and independent of $L$. The total energy is minimized as a function of $j>0$ when

$$
\begin{equation*}
j=\text { const. } L^{-1 / 2} \tag{6.6}
\end{equation*}
$$

The twin spacing is therefore proportional to $L^{1 / 2}$. However, the cube is of side $L$. Hence, if $L$ is sufficiently small the twin spacing will be larger than a side of the cube, suggesting that small crystals containing both austenite and martensite will not be stable, as is observed.

## 7. Other Similar Phenomena

## a. Fine twins in a problem with no absolute minimizer

The minimization problem we have studied so far has linear absolute minima in addition to the minimizing sequences described in Section 4. By allowing the free energy $\phi$ to depend explicitly on $x$, we now construct a similar example in which the total free energy does not have an absolute minimizer in $W^{1,1}\left(\Omega, \mathbb{R}^{3}\right)$.

One way to think of doing this is to put the body in a temperature gradient so as to introduce dependence on $\boldsymbol{x}$ through the composition $\phi(\boldsymbol{F}, \theta(x))$. Within the context of a thermodynamic theory based on the Planck inequality and a Fourier Law of heat conduction, Ball \& Knowles [9] justify the criterion of stability

$$
\begin{equation*}
\min _{y} \int_{\Omega} \phi(D y(x), \theta(x)) d x \tag{7.1}
\end{equation*}
$$

as appropriate for an unloaded body having a steady temperature distribution $\theta(x)$.

To avoid technicalities, we ignore the Galilean invariance of the free energy and consider a linear temperature distribution. Specifically, let a smooth function $\tilde{\phi}: \mathscr{D} \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy for each $\theta<0$

$$
\begin{equation*}
\tilde{\phi}(\boldsymbol{F}, \theta)>\tilde{\phi}\left(\boldsymbol{F}^{+}, \theta\right)=\tilde{\phi}\left(\boldsymbol{F}^{-}, \theta\right) \quad \text { for } \boldsymbol{F} \neq \boldsymbol{F}^{ \pm}, \tag{7.2}
\end{equation*}
$$

while for $\theta>0$, let

$$
\begin{equation*}
\tilde{\phi}(F, \theta)>\tilde{\phi}(\mathbf{1}, \theta) \quad \text { for } \boldsymbol{F} \neq \mathbf{1} \tag{7.3}
\end{equation*}
$$

Assume $F^{ \pm}$are given by (4.34) for appropriate choices of the vectors. As done there, assume $F^{ \pm}-1$ is not a rank-one matrix. Suppose $o \in \Omega$. Let

$$
\begin{equation*}
\tilde{\phi}(\boldsymbol{F}, \boldsymbol{x})=\tilde{\phi}(\boldsymbol{F}, \boldsymbol{x} \cdot \boldsymbol{m}) \tag{7.4}
\end{equation*}
$$

and consider the total free energy

$$
\begin{equation*}
\mathscr{J}[y]=\int_{\Omega} \tilde{\phi}(D y(x), x) d x \tag{7.5}
\end{equation*}
$$

As before let $\mathscr{A}=\left\{\boldsymbol{y} \in W^{1,1}\left(\Omega, \mathbb{R}^{3}\right): D \boldsymbol{y} \in \mathscr{D}\right.$ a.e. $\}$. Then

$$
\inf _{y \in \mathscr{Q}} \mathscr{I}[y]=\int_{\Omega \cap\{x \cdot m<0\}} \tilde{\phi}\left(F^{ \pm}, x \cdot m\right) d x+\int_{\Omega \cap\{x \cdot m>0\}} \tilde{\phi}(\mathbf{1}, x \cdot m) d x,
$$

and examples of minimizing sequences are given by the family of functions $y^{(j)}(x)$ constructed in Theorem 3.

We claim that the absolute minimum of $\mathscr{J}$ in $\mathscr{A}$ is not attained. This in fact follows from Theorem 3. That is, any absolute minimizer $y \in \mathscr{A}$ must have the property

$$
\begin{equation*}
D \boldsymbol{y}=\boldsymbol{F}^{+} \quad \text { or } \quad \boldsymbol{F}^{-} \text {a.e. on } \Omega \cap\{\boldsymbol{x} \cdot \boldsymbol{m}<0\} \tag{7.6}
\end{equation*}
$$

and the property

$$
\begin{equation*}
D y=1 \text { a.e. on } \Omega \cap\{x \cdot m \geqq 0\} \tag{7.7}
\end{equation*}
$$

Any such $\boldsymbol{y}$ belongs to $W^{1, \infty}\left(\Omega, \mathbb{R}^{3}\right)$ and is therefore continuous on $\Omega$. Let $B$ be an open ball with center $o$ and contained in $\Omega$. On $\Omega \cap\{x \cdot m \geqq 0\}$ any such $\boldsymbol{y}$ satisfies

$$
\begin{equation*}
y(x)=x+c_{1}, \tag{7.8}
\end{equation*}
$$

for some $c_{1}=$ const., while on $E=\Omega \cap\{x \cdot m \leqq 0\} \boldsymbol{y}$ is given by the expression

$$
\begin{equation*}
y(x)=c_{0}+F^{-} x+f_{E}(x \cdot n) c \tag{7.9}
\end{equation*}
$$

according to (4.4), where $f_{E}$ is Lipschitz with derivative 0 or 1 a.e. and $c_{0}=$ const. However, it is easily seen using (4.34) that no continuous $y$ satisfies both (7.9) and (7.8) on $\Omega \cap\{x \cdot m=0\}$. Hence there are no absolute minimizers of $\mathscr{J}$ in $\mathscr{A}$.

Similar arguments show that for appropriate boundary conditions of place, say $\boldsymbol{y}(\boldsymbol{x})=\boldsymbol{x}+\boldsymbol{b}(x \cdot m)$ for $x \in \partial \Omega, x \cdot m<0$, a minimizer of the original problem (3.11) fails to exist.

## b. Strongly elliptic energies with minimizers having fine boundary wrinkles

We now consider free energy functions for isotropic, $n$-dimensional elastic materials of the type analyzed by Ball [6, Section 6.4] and Ball \& Marsden [7]. Let $1<\alpha<n, 0<\lambda<\mu<\infty$. Let $\phi_{1}:(0, \infty) \rightarrow(0, \infty)$ be a smooth function satisfying

$$
\begin{equation*}
\phi_{1}^{\prime}>0, \quad \phi_{1}^{\prime \prime}>0 \tag{7.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{1}(\gamma)=\gamma^{\alpha}, \quad \lambda \leqq \gamma \leqq \mu \tag{7.11}
\end{equation*}
$$

Now choose a smooth function $\phi_{2}:(0, \infty) \rightarrow \mathbb{R}$ with the properties

$$
\begin{array}{rlrl}
\phi_{2}^{\prime \prime} & >0, & \\
\phi_{2}(\tau) & =-n \tau^{\alpha / n}, & & \tau \in\left[\lambda^{n}, \mu^{n}\right],  \tag{7.12}\\
\phi_{2}(\tau) & >-n \phi_{1}\left(\tau^{1 / n}\right), & \tau \notin\left[\lambda^{n}, \mu^{n}\right] .
\end{array}
$$

There are functions $\phi_{2}$ satisfying (7.12) because $\left(\tau^{\alpha / n}\right)^{\prime \prime}<0$ for $\tau \in\left[\lambda^{n}, \mu^{n}\right]$. Define

$$
\begin{equation*}
\phi_{3}\left(\gamma_{1}, \ldots, \gamma_{n}\right)=\sum_{i=1}^{n} \phi_{1}\left(\gamma_{i}\right)+\phi_{2}\left(\prod_{i=1}^{n} \gamma_{i}\right) \tag{7.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(F)=\phi_{3}\left(\gamma_{1}, \ldots, \gamma_{n}\right) \tag{7.14}
\end{equation*}
$$

where $\gamma_{i}=\gamma_{i}(F), i=1, \ldots, n$, are the eigenvalues of $\left(F^{T} F\right)^{1 /}$.
From (7.10) it follows that $\phi_{1}$ is strictly convex in $\log \gamma$, and hence that the minimum of $\sum_{i=1}^{n} \phi_{1}\left(\gamma_{i}\right)$ subject to $\gamma_{i}>0, \prod_{i=1}^{n} \gamma_{i}=\tau$, is attained exactly when $\gamma_{1}=\gamma_{2}=\ldots=\gamma_{n}=\tau^{1 / n}$. Since by construction the nonnegative function $n \phi_{1}\left(\tau^{1 / n}\right)+\phi_{2}(\tau)$ is zero only when $\tau \in\left[\lambda^{n}, \mu^{n}\right]$, we have shown that the absolute minima of $\phi$ subject to $\operatorname{det} \boldsymbol{F}>0$ are given precisely by $\boldsymbol{F}$ with

$$
\begin{equation*}
\gamma_{1}=\gamma_{2}=\ldots=\gamma_{n}=\gamma \in[\lambda, \mu] . \tag{7.15}
\end{equation*}
$$

We have thus constructed a free energy function $\phi$ for an isotropic nonlinear elastic material which has a continuous line of absolute minimizers at dilatations. Surprisingly, $\phi$ is also strictly polyconvex (see BALL [6]) and strongly elliptic, unlike our energies for crystals. Furthermore, by suitably choosing $\phi_{1}$ and $\phi_{2}$, $\phi(\boldsymbol{F})$ can be chosen to grow as fast as desired as $|\boldsymbol{F}| \rightarrow \infty$.

Consider the problem appropriate to an unloaded body,

$$
\begin{equation*}
\min _{y \in \mathscr{A}} \int_{\Omega} \phi(D y(x)) d x \tag{7.16}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}$ is bounded and open and $\mathscr{A}=\left\{y \in W^{1,1}\left(\Omega, \mathbb{R}^{n}\right): \operatorname{det} D y(x)>0\right.$ a.e. $x \in \Omega\}$. The absolute minimizers for this problem are those $\boldsymbol{y} \in \mathscr{A}$ having the property that

$$
\begin{equation*}
(D y(x))^{T} D y(x)=\gamma(x)^{2} 1 \quad \text { a.e. } x \in \Omega \tag{7.17}
\end{equation*}
$$

where $\gamma(x) \in[\lambda, \mu]$ a.e.. Equivalently,

$$
\begin{equation*}
D y(x)=\gamma(x) R(x) \quad \text { a.e. } x \in \Omega, \tag{7.18}
\end{equation*}
$$

for some rotation-valued measurable function $\boldsymbol{R}(x)$. The condition (7.18) says that $\boldsymbol{y}$ is conformal.

We first consider the case $n=2$. The conformal mappings are representable by analytic functions $w=f(z)$ with the correspondence $\gamma\left(x_{1}, x_{2}\right)=\left|f^{\prime}\left(x_{1}+i x_{2}\right)\right|$. Thus any function analytic in $\Omega$ and such that $\lambda \leqq\left|f^{\prime}(z)\right| \leqq \mu$ generates an absolute minimizer of the problem (7.16). We first take the example

$$
\begin{equation*}
f(z)=\gamma z+\varepsilon \varrho e^{i z / \varepsilon} \tag{7.19}
\end{equation*}
$$

with $\Omega=(0,1)^{2}$ and $\gamma \in(\lambda, \mu)$. We pick $\varrho>0$ sufficiently small that $\gamma \in[\lambda+\varrho$, $\mu-\varrho]$, and take $\varepsilon>0$. Since $\left|e^{i z / \varepsilon}\right|=\left|e^{-x_{2} / \epsilon} e^{i x_{1} / \varepsilon}\right| \leqq 1$ for $x_{2} \geqq 0$ we have that $\lambda \leqq\left|f^{\prime}(z)\right| \leqq \mu$ in $\Omega$. Note that $f$ is invertible for $\operatorname{Re} z \geqq 0$, since $\left|e^{i z}-e^{i w}\right| \leqq|z-w|$ for $\operatorname{Re} z, \operatorname{Re} w \geqq 0$ and $\gamma>\varrho$. The mapping $\boldsymbol{y}^{\varepsilon}$ corresponding to (7.19) is given by

$$
\begin{align*}
& y_{1}^{\varepsilon}=\gamma x_{1}+\varepsilon \varrho e^{-x_{2} / \varepsilon} \cos \left(x_{1} / \varepsilon\right), \\
& y_{2}^{\varepsilon}=\gamma x_{2}+\varepsilon \varrho e^{-x_{2} / \varepsilon} \sin \left(x_{1} / \varepsilon\right) . \tag{7.20}
\end{align*}
$$

As $\varepsilon \rightarrow 0, \boldsymbol{y}^{\varepsilon}$ has finer and finer oscillations near $x_{2}=0$. Note that $y^{\varepsilon} \rightarrow \gamma \boldsymbol{x}$ as $\varepsilon \rightarrow 0$ strongly in $W^{1, p}\left(\Omega, \mathbb{R}^{2}\right)$ for $1 \leqq p<\infty$, but that $\left.y^{\varepsilon}\right|_{x_{2}=0}$ only converges weakly to $\gamma^{x}$ in $W^{1, p}\left((0,1), \mathbb{R}^{2}\right.$ ) (weak * if $p=\infty$ ). As a second example, we let

$$
\begin{equation*}
f(z)=z^{1+i} \tag{7.21}
\end{equation*}
$$

taking the principal value, with $\Omega$ the unit disc centered at $z=i$. Thus with suitable choices of $\lambda, \mu$ we obtain a minimizer $y \in W^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ which is smooth except at $o \in \Omega$ where there is a spiral singularity with $D y$ discontinuous. It is easily shown that $\boldsymbol{y}$ is invertible on $\bar{\Omega}$. It is probably significant that the equilibrium equations, when linearized about the deformation $y=\gamma x, \gamma \in[\lambda, \mu]$, fail to satisfy the complementing condition of Agmon, Douglis \& Nirenberg [2] with respect to boundary conditions of null traction. Simpson \& Spector [43] discuss in detail exactly this linearized problem within the context of elasticity theory. See also Simpson \& Spector [44] for a discussion of the complementing condition in the context of nonlinear elasticity.

We turn to the case $n \geqq 3$. The conformal transformations are now characterized by Liouville's theorem as products of inversions. Under our regularity assumptions (i.e., $\boldsymbol{y} \in W^{1, \infty}\left(\Omega, \mathbb{R}^{3}\right)$ by (7.18)) an appropriate version of Liouville's theorem has been proved by Reshetinyak [42]. For $n$ odd an example is given by

$$
\begin{equation*}
y(x)=-\frac{x}{|x|^{2}} \tag{7.22}
\end{equation*}
$$

If $o \in \bar{\Omega}$, then $y$ satisfies (7.18) with $\gamma(x)=|x|^{-2}$. Note that when $\Omega$ is convex this furnishes an example' of a nontrivial deformation which is an absolute minimizer of the total energy for a strictly polyconvex isotropic unloaded material,
and thus bears on a conjecture of Noll [36] (see also Truesdell [47]) to the effect that for rubber-like materials, the absolute minimum is homogeneous and unique up to rigid-body translation and rotation.

## c. Minimizers of energy having a finer and finer mixture of phases as an interface is approached from one side

Van Tendeloo, van Landuyt \& Amelinckx [48, Figure 8] show arrays of triangular Dauphiné twins in quartz which get finer and finer in the direction of increasing temperature. This suggests another phenomenon whereby compatibility at an interface is achieved by mixing different deformations in triangles which themselves get finer and finer as the interface is approached from one side.

We choose a simplified free energy function which is not intended to model the behavior of quartz. Also, we ignore the temperature gradient. A free energy function which accounts for the $\alpha-\beta$ transformation and Dauphiné twinning has been given by James [23].

Let $\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$ be an orthonormal basis and consider a Galilean invariant free energy function $\phi(F)$ whose point group contains a $180^{\circ}$ rotation about $\boldsymbol{e}_{1}$. That is, for all $\boldsymbol{F}$ with $\operatorname{det} \boldsymbol{F}>0$, assume

$$
\begin{equation*}
\phi(F)=\left.\phi(U)\right|_{U=\left(F^{T_{F}}\right)^{1 / 2}}=\phi\left(\boldsymbol{R} \boldsymbol{U} \boldsymbol{R}^{T}\right) \tag{7.23}
\end{equation*}
$$

with $\boldsymbol{R}=-1+2 e_{1} \otimes e_{1}$. Let $\varepsilon \in(0,1)$ and $\gamma \neq 0$ be given constants. Assume that $\phi(\boldsymbol{U})$ has absolute minima at the three positive symmetric matrices $U_{1}, U_{2}, U_{3}$ where
$U_{1}^{2}=\left(\frac{1}{4} \varepsilon^{2}\right) e_{1} \otimes e_{1}+\left(\frac{1}{2} \varepsilon\right)\left(e_{1} \otimes e_{2}+e_{2} \otimes e_{1}\right)+1$,
$\boldsymbol{U}_{2}^{2}=\left(\frac{1}{4} \varepsilon^{2}\right) \boldsymbol{e}_{1} \otimes \boldsymbol{e}_{1}+\left(\frac{1}{2} \varepsilon\right)(1-\varepsilon)\left(\boldsymbol{e}_{1} \otimes \boldsymbol{e}_{2}+\boldsymbol{e}_{2} \otimes \boldsymbol{e}_{1}\right)+\varepsilon(\varepsilon-2) \boldsymbol{e}_{2} \otimes \boldsymbol{e}_{2}+1$, $U_{3}^{2}=\gamma\left(e_{1} \otimes e_{2}+e_{2} \otimes e_{1}\right)+\gamma^{2} e_{2} \otimes e_{2}+1$.

Referring to Figure 6(a), consider a deformation $\tilde{\boldsymbol{y}}(\boldsymbol{x})$ defined on the indicated reference configuration $\Omega$ by

$$
\tilde{y}(x)= \begin{cases}x & \text { at circled nodes },  \tag{7.25}\\ x+2^{-(i+1)} \varepsilon e_{2} & \text { at uncircled nodes } x \text { satisfying } \\ & x \cdot e_{2}=\left(1-2^{-i}\right), i=0,1,2, \ldots, \\ x+\gamma e_{1}\left[\left(x \cdot e_{2}\right)-1\right] \quad \text { for } x \cdot e_{2}>1,\end{cases}
$$

and which is linear in each triangle. Assume also $D \tilde{y} e_{3}=e_{3}$. Constructed in this way $D \tilde{y}$ has a.e. only the five distinct values

$$
\begin{align*}
& \boldsymbol{F}_{1}=\mathbf{1}+\gamma \boldsymbol{e}_{1} \otimes e_{2}, \\
& \boldsymbol{F}_{2}=\mathbf{1}+\frac{1}{2} \varepsilon e_{2} \otimes e_{1}, \\
& \boldsymbol{F}_{3}=\mathbf{1}-\frac{1}{2} \varepsilon e_{2} \otimes \boldsymbol{e}_{1},  \tag{7.26}\\
& \boldsymbol{F}_{4}=\mathbf{1}+\frac{1}{2} \varepsilon e_{2} \otimes e_{1}-\varepsilon e_{2} \otimes e_{2}, \\
& \boldsymbol{F}_{5}=\mathbf{1}-\frac{1}{2} \varepsilon e_{2} \otimes \boldsymbol{e}_{1}-\varepsilon e_{2} \otimes e_{2} .
\end{align*}
$$



Fig. 6a and $b$. Compatibility at an interface achieved by a fine mixture of five deformation gradients. a Reference configuration; b Deformed configuration

The subscripts on the deformation gradients in (7.26) correspond to the numbered regions in Figure 6a. Clearly $\tilde{\boldsymbol{y}}(x)$ is in $W^{1, \infty}\left(\Omega, \mathbb{R}^{3}\right)$ and is globally invertible.

The function $\tilde{\boldsymbol{y}}$ we have constructed is an absolute minimizer of the total free energy

$$
\begin{equation*}
\int_{\Omega} \phi(D y) d x \tag{7.27}
\end{equation*}
$$

in the class $W^{1,1}\left(\Omega, \mathbb{R}^{3}\right)$ because

$$
\begin{align*}
& F_{1}^{T} F_{1}=U_{3}^{2} \\
& F_{2}^{T} F_{2}=R^{T} F_{3}^{T} F_{3} R=U_{1}^{2}  \tag{7.28}\\
& F_{4}^{T} F_{4}=R^{T} F_{5}^{T} F_{5} R=U_{2}^{2}
\end{align*}
$$

However, it fails to satisfy the classical conditions of compatibility because

$$
\begin{equation*}
F_{1}-F_{i} \neq \text { a rank-one matrix, } \quad i=2, \ldots, 5 \tag{7.29}
\end{equation*}
$$

As in the example of finely twinned martensite, here compatibility is achieved by mixing a fine distribution of "phases" near an interface. However, here the minimum is achieved in $W^{1, \infty}\left(\Omega, \mathbb{R}^{3}\right)$ by the fine phase mixture rather than merely approached by a minimizing sequence.

The example raises the question of what are the conditions of compatibility at an "interface". In this regard we note that both the example presented in this section and the one involving fine twins have the property that

$$
\begin{equation*}
D \tilde{y}\left(x_{2}\right)-D \tilde{y}\left(x_{1}\right)=\text { a rank-two matrix } \tag{7.30}
\end{equation*}
$$

for almost every $x_{1}$ and $x_{2}$ on opposite sides of what one would think of as the interface. We also note that in the example of this section

$$
\begin{equation*}
\left(\frac{1}{4} \sum_{i=2}^{5} F_{i}\right)-F_{1}=\text { a rank-one matrix } \tag{7.31}
\end{equation*}
$$

an analog of the equation

$$
\begin{equation*}
\left(\lambda \boldsymbol{F}^{+}+(1-\lambda) \boldsymbol{F}^{-}\right)-\mathbf{1}=\boldsymbol{b} \otimes \boldsymbol{m} \tag{7.32}
\end{equation*}
$$

found in Section 4.
The example also raises the question of what are the fewest number of deformation gradients of a function in $W^{1, \infty}\left(\Omega, \mathbb{R}^{3}\right)$ such that at least one of them does not differ from any of the others by a rank-one matrix. We conjecture that the answer is four and we are pursuing this and related questions in a further study of fine phase mixtures.
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Note 1 added in proof. Professor J. W. Christian has shown us an example of a cubic to orthorhombic transformation in titanium-tantalum alloys which exhibits an exact interface between cubic and orthorhombic phases (K. A. Bywater \& J. W. Christian, Martensitic transformations in titanium-tantulum alloys, Phil. Mag. 25 (1972), p. 12491272). To get the exact interfaces, these authors adjusted the concentration of tantulum during preparation of the alloy in order to make one eigenvalue of the transformation strain equal to 1 , while maintaining the condition that the other two eigenvalues are greater and less than 1.

Note 2 added in proof. By Proposition 4 the conditions in Part II of Theorem 1 that $U_{0}$ have an eigenvalue equal to 1 and that $\mu^{*}>0$ are also sufficient that there be an exact austenite/martensite interface.
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[^0]:    * See, for example, Klosowicz \& Lurie [27], Kohn \& Strang [28], Lavrov, Lurie \& Cherkaev [29], Lurie, Cherkaev \& Federov [30], Milton [32], Murat \& Tartar [33], Raitum [40] and Tartar [45, 46].

[^1]:    * We return to this observation in Section 6.

[^2]:    * It would be necessary to consider the more general groups to describe martensitic transformations involving slip, which does not occur under small loads in the internally twinned martensites.

[^3]:    * The twins represented by (5.1) can be obtained from those represented by (5.2) and (5.3) by replacing $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$in (5.1) by $\boldsymbol{R}_{j}^{\boldsymbol{T}} \boldsymbol{F}^{+} \boldsymbol{R}_{j}$ and $\boldsymbol{R}_{j}^{\boldsymbol{T}} \boldsymbol{F} \boldsymbol{-} \boldsymbol{R}_{j}$. Note that these replacements do not alter the forms of $(4.34)_{1,2}$.

[^4]:    * See Notes added in proof.

[^5]:    * However, it is not clear that this transformation is really of $1^{\text {st }}$ order $\left(\boldsymbol{U}_{\mathbf{0}} \neq \mathbf{1}\right)$.

