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1. INTRODUCTION 

In this paper we use topological methods to study the asymptotic properties 
of the equation 

where the constants 01, k, y, u are positive, and where the constants ,9 and 6 
are unrestricted in sign. 

When y = u = 6 = 0, (1.1) reduces to the equation studied in [l] and 
introduced by Woinowsky-Krieger as a model for the transverse motion of an 
extensible beam whose ends are held a fixed distance apart. Here we modify 
the model by introducing terms to account for the effects of internal (struc- 
tural) and external damping. Specifically, we assume that the beam is linearly 
viscoelastic and that the (possibly negative) external damping is proportional 
to the velocity. Our methods, however, can cater for a variety of damping 
terms. In particular they may be simply adapted to the case when y = a = 0 
and 6 > 0 in (1.1). This is a situation studied recently by Reiss and 
Matkowsky [20], who used a formal “two-time” asymptotic expansion 
method. 

The relative simplicity and tractability of (1.1) make it a useful prototype 
for the study of more complex stability problems. Our aim is to show that as 
time t tends to infinity, provided 6 is not large and negative, any solution 
of (1.1) converges in a suitable topology to an equilibrium position of the 
beam. When the beam is constrained to lie along the x-axis, an axial force H 
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is set up. (H is taken as positive when tensile.) If H > HE , the Euler load 
of the beam, then the only equilibrium position is the trivial one. In this case 
we give an elementary proof that if 6 > 6, any solution converges to the 
trivial position in the energy norm. The constant 6, is negative and depends 
on the boundary conditions. When H < HE, however, there are 2n + I 
equilibrium positions for some n > 1 and there is no obvious criterion for 
determining to which state a particular solution will converge-a glance at 
Fig. 4 of [20] will confirm this. Following a suggestion given in conversation 
by Professor R. J. Knops, we use for this case an invariance principle in the 
theory of dynamical systems on a Banach space. 

If an orbit in a dynamical system on a reflexive Banach space B belongs 
to a compact set then this ensures that the limit set is nonempty and invariant. 
In practice, as pointed out by Hale [8], it is easier to prove that a given orbit 
is bounded for all time. If a smaller Banach space C is compactly embedded 
in B then bounded sets in C are precompact in B. Hale exploited this fact to 
prove a Lyapunov-type theorem for this situation. One disadvantage of Hale’s 
method is that it gives information only on the smoother orbits in B, those 
that belong to C. An alternate approach used by Slemrod [21] is based on the 
fact that bounded sets in B belong to weakly compact sets. Thus, if a dynamic- 
al system is continuous in the weak topology a bounded orbit will possess a 
nonempty and invariant weak limit set. Slemrod proved a theorem analogous 
to Hale’s for the case when a weakly continuous Lyapunov function exists. 
In our case we prove using the methods of Lions [15] that (1.1) defines a 
weakly continuous dynamical system on a suitable Banach space. However, 
the natural Lyapunov function, the total energy of the beam, unfortunately 
fails to be weakly continuous, and so we are unable to use Slemrod’s result. 
As an example of his theory, Slemrod considered a modification of Van der 
Pops nonlinear partial differential equation, for which the natural Lyapunov 
function is also not weakly continuous. (The treatment of this equation in 
[g] contains algebraic errors.) By putting the equation into a canonical form 
Slemrod nevertheless found a weakly continuous Lyapunov function. Such 
a method seems particularly difficult when, as in (1. l), the space part of the 
equation is nonlinear and when one cannot guess the final state of an orbit. 
Our method involves studying functions representing energy lost through 
dissipation. It turns out to be simple to prove that if 6 > 6, any orbit converges 
weakly to an equilibrium position. This is a similar result to Slemrod’s 
for the modified Van der Pol equation. We then show that convergence to an 
equilibrium position also takes place in the energy norm. We would not have 
to consider this point if we restricted attention to orbits in a finite-dimensional 
space, which is the effect of the assumptions of hinged ends and “quiescent” 
initial data made by Reiss and Matkowsky. For the hinged beam we show 
that if 6 < 6, and H > HE then there is at least one periodic solution to (1.1). 
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It is shown by Dafermos [S] that for a uniform dynamical system on a 
Banach space weak lower semicontinuity of a Lyapunov functional may be 
exploited to determine the structure of the weak limit set. We cannot use 
his results since our dynamical system is nonuniform. 

One result we prove is that for the case H < HE , 6 > 6, the two equi- 
librium states which minimize the potential energy of the beam are (dynam- 
ically) stable. See in this connection Dickey [6]. In further work we have for 
some cases proved that orbits in the regions of attraction of the remaining 
equilibrium states are Lyapunov unstable. 

A number of interesting papers by Hsu [9-121 are relevant to our work. 
Hsu develops, and applies to shallow arch problems, sufficiency criteria for 
dynamic stability based on the concept of expanding level surfaces of energy 
about an equilibrium position. It seems that a result along the lines of Lemma 
4 is needed to apply these criteria to shallow arches. Hsu uses his results to 
derive bounds on the magnitude of impulsive loads necessary to prevent 
snap through. 

It is also of interest to compare our study with the paper by Chafee and 
Infante [3]. These authors study a nonlinear partial differential equation of 
parabolic type and use Hale’s invariance principle to prove that any solution 
converges to an equilibrium state as time t tends to infinity. They then study 
the stability properties of each equilibrium state. 

The rest of this paper is divided into eight sections. In Section 2 we 
establish some notation. In Section 3 we discuss the model and in Section 
4 prove existence, uniqueness, and regularity theorems for the case when the 
ends of the beam are clamped. In Section 5 we discuss weak dynamical 
systems and in Section 6 prove that (1.1) defines such a system. Section 7 
contains our main results. In Section 8 we consider the case when the ends of 
the beam are hinged and in Section 9 discuss the stability of the equilibrium 
positions of the beam. 

2. PRELIMINARIES 

Let Sz be the open interval IO, Z[ of R1, where I > 0 is the natural length 
of the beam. Write Q = Q x IO, T[, where T > 0 is fixed. Let Rf denote 
the interval [0, co). 

We shall need explicitly or implicitly the following spaces; their definitions 
are well known and are given in Section 2 [I]. 

Spaces of continuous functions: Cm(G), Cm@). 

Spaces of integrable functions: P(G), P(Q), Lao(O, T), .P(O, T; X) for 
X a Banach space. 
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Sobolev spaces: H”(Q), H”(Q), H,“(Q). 

Spaces of distributions: 9(Q), P(Q), 9(]0, T[), 9’(]0, T[), @(O, T; X) 
for X a Banach space. 

Define Cm(o) x C”([O, TJ) E {f =f(x, t): for each x0 E D f(q) *) E 
C”([O, TJ), and for each to E [0, T] f(., t,,) E Cm(a)>. 

By Lm(R+) we mean the space of essentially bounded real-valued 
measurable functions on R+. Throughout we write 

and 

Weak convergence in a Banach space is written -, while weak star conver- 
gence is written f. 

From now on derivatives may be denoted by 

g()=(.) and &()==()‘. 

Constants are denoted generically by C and Ci (; = 1, 2,...). 

3. THE MODEL 

Consider transverse motion, at small strains, in the X - Y plane, of a 
linear viscoelastic beam in a viscous medium whose resistance is proportional 
to the velocity. We neglect rotational inertia and shear deformation, In the 
reference, stress-free state the beam occupies the interval [0, Z] of the X-axis. 
The ends are then fixed at (0,O) and (I + A, 0). Let an arbitrary point P of 
the neutral axis, whose position is (x, 0) in the reference state, be displaced to 
(x + w, u). For our model the axial force N and the bending moment M 
are given by 

N+-+$ 1 24’ 12 + 4 (u’, ti’), (3.1) 

M = -Elu” - &i”, (3.2) 

where E is the Young’s modulus, A the cross-sectional area, 7 the effective 
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viscosity, and I the cross-sectional second moment of area. The equation of 
motion in the Y-direction is 

pii + EIu” + $i”” - 
[ 
EAA EA 
1 + 21 ( u’ I2 + 9 (u’, 22) u”] + phi = 0, 

(3.3) 

which is (1.1) with 01 = EI/p, fl = EAAIlp, y = qI/p, k = EA/21p and a = 
Aq/Zp. In (3.3) p is the mass per unit length in the reference configuration 
and 6 the coefficient of external damping. 

(3.3) is equivalent to the model used by Huang and Nachbar [13]. A 
derivation of (3.1)-(3.3) can be made following the treatment of Mettler [17] 
and by reference to [13]. Detail is given in the author’s thesis [2]. 

One unfortunate feature of the model is that the axial force N is independent 
of x so that effects are transmitted instantaneously along the beam. 

Our aim is to study the initial-boundary value problem consisting of (l.l), 
the initial conditions 

u(o) = %I 9 C(O) = 241 , (3.4) 

and the boundary conditions corresponding either to hinged ends, when 

u = u” = 0 at x = 0, 1, (3.5) 

or to clamped ends, when 

u = u’ = 0 at x = 0, 1. (3.6) 

(3.5) is a sufficient, though not necessary, condition for a smooth enough 
u to have zero bending moment at x = 0, 1. 

The equilibrium states of the beam have been studied by, for example, 
Reiss [19] and satisfy olu”” = (/3 + k 1 u’ 12)u” subject to either (3.5) or (3.6). 
Any nonzero equilibrium position vl is an eigenfunction satisfying 
WY” + Xjv; = 0 subject to the relevant boundary conditions, where 
( vjl 12 = -(/I + X,)/k . The positive sequence {hi} is strictly increasing and 
has no tinite accumulation point. So if /3 3 --X1 , there are no nonzero 
equilibrium positions, while if fi < --h, , there are 2n such corresponding to 
those hj < -/3. h, = ~~~11~ or 4~i?/la for hinged or clamped:ends, respectively. 
Define the load H by H = EAAll, and the Euler buckling load HE by HE = 
--h,p. Then the conditions fl > --X1 and /3 < --X1 are equivalent to H > HE 
and H < HE , respectively. 

The potential energy V(u) of the beam when the deflection equals u is 

v(u) = (4)/ u” I2 + (B/2)1 u’ I2 + (k/4)1 u’ 14. (3.7) 
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Therefore, for H < HE , 

v4 = -(P + U”i4k j = 1, 2 ,..., n. (3.8) 

It is easy to prove that the zero position (H > He) and zli , --pi (H < He) 
minimize V. If H < HE and j > 1 then neither vi nor -vj minimize V 
locally, since a little calculation shows that 

V(Vj + EVJ - V(Vj) = ‘iz- 1 VI’ 12 (A1 - Aj) + $ 1 VI’ 14, (3.9) 

which is negative if E is small enough. Similarly, if H < HE , the zero position 
does not minimize Y locally. 

4. EXISTENCE, UNIQUENESS, AND REGULARITY 

For brevity, in the next four sections we restrict ourselves to the case of 
clamped ends. 

In this section we assume that LY, K, u, K are positive but do not restrict 6, 
thus admitting the possibility of large negative external damping. The proofs 
follow closely those of [l] and in places implicit use is made of certain lemmas 
in that paper. We restate one such lemma (due to Wilcox) as we will need 
it in a different context later. 

LEMMA 1. Let X be a Banach space. If f E L2(0, T; X) andj E L2(0, T; X), 
then f, possibly after redeJinition on a set of measure zero, is continuous from 
[0, T] + X. Indeed, for almost all s, t E [O, T] 

f(t) - f (4 = ~$4 do. 

If X is a reflexive Banach space, X denotes X endowed with the weak 
topology. The following lemma is an immediate consequence of Lemma 1 
and a result of Lions and Magenes [16, p. 297, Lemma 8.11. 

LEMMA 2. Let X, Y be Banuch spaces with X continuously embedded in Y. 
Suppose X is reflexive. If f ELm(O, T; X) and jEL2(0, T; X) then f is a con- 
tinuous map of [0, T] into 8. 

In our first two theorems we prove the existence of weak solutions to the 
initial-boundary value problem and show that these solutions have continuity 
properties with respect to time and the initial data. 
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THEOREM 1. Suppose ?r, E H,2(Q) and u1 eL2(Q). Then there exists a 
fun&n u z u(x, t) with 

u EPqO, T; Ho2(Q)) and u E P(O, T; L2(Q)) n L2(0, T, H02(Q)), 

such that u satis$es the initial conditions (3.4) and Eq. (1.1) in the sense that 

(ii, 4) + +H, q> - (18 + k I u’ 12>(u”, 4) + YV, d”) - h’, J’W9 C) 

+ w, $1 = 0 for all I#J E II&~(Q). (4.1) 

Proof. Let {wj} b e a Cm basis of Iz&,~(Q). Consider the approximating 
equations 

u,(O) = u,o = f cdirnwi --+ u. in Ho2(Q), 
I=1 

c,(O) E urn1 = f j3i,~i -+ u1 in L2(Q). 
i=l 

(4.4) 

(4.5) 

These equations have a solution u, , valid in a subinterval [0, t,] of [0, T], 
which satisfies the energy equation 

1 %,#)I2 + 01 1 $@>I2 + B I u,'(t)l" + (k/2) I u,'(t)l" + 24 1 ti;(s)12 ds 

+ 2a j-” (u,‘(s), &‘(s))~ ds + 26 j-’ 1 z&(s)[~ ds = 2E,, , (4.6) 
0 0 

where 

Eom = 4 I Ulm I2 + (42) I @;*I2 + (@) I Ubrn I2 + (k/4) I u&J*. 

Since y, u > 0 

1 2i,(t)12 + 01 I $#)I2 < 2Eo, + it [Is@;, 4) - 28 1 a,,, I”] ds 

G 2-q), + c Iot [I zi, I2 + cx 1 u; I”] ds. 
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Gronwall’s lemma and (4.6) now give the bounds 

1 tim 1, ] uk I, lot 1 zik I2 ds < C (independent of m and t E [0, I”]). (4.7) 

(4.7) ensures that tm = T and that 

{urn} is bounded in Lm(O, T; Ho2(LI)), 

{z&} is bounded in Lco(O, T; L2(Q)) n L2(0, T; IIJ,,~(Q)). 

We may thus extract a subsequence {uJ of {urn) such that 

% *, u in L”(0, T; Ho2(L2)), 

% *, zi in Lm(O, T; L2(.Q)) n L2(0, T; Ho2(f2)), 

u, ---+ u in L2(Q) strongly and a.e., 

1 ulL’ 12 u; *, K, inL”(O, T;L2(Q)), 

and 

(U@‘, zi,‘) 24; *, N, in Lm(O, T; L2(!2)). 

That x1 = 1 u’ 12u” f 11 o ows as in [l]. To prove that x2 = (u’, ti’)~” first 
note that 

(ULc’Y “,‘) = -(US, 22,) - (uu - 24, q. (4.8) 

Now (u”, ~2,) + (u”, zi) in Lco(O, T), while 

s T I(% 
0 

- u, 2i:)I dt < (s,’ 1 uu - u I2 dt)(s,’ 1 zi; I2 dt)1’2 

,cC (s =I 

I/2 
u, - u I2 dt 

1 
by (4.7). 

0 

Hence, (uU - u, ti:) + 0 in Lr(O, T) and so from (4.8) 

(%‘l ti,‘) --+ (u’, 2) in Lt(0, T). 

Now let 8 EU(O, T; L2(Q)). Then 

I 
oT (u’, ti’)(u”, 0) dt = j. T (uLL’, ti,‘)(u~ , 0) dt 

0 

+ s,= [(u’, k’) - (u,‘, $Jl(u; , f’) dt 

(4.9) 

+ s,‘(u” - u”, , (u’, ti’)e) dt. (4.10) 
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The second and third integrals on the right side of (4.10) tend to zero as 
p + CO by (4.7) and (4.9). The arbitrariness of B implies that x2 = (u’, ti’)~“. 
Thus, passing to the limit in (4.2) we obtain for any j 

(ii, wJ + OI(U”, w;) - (p + k ] u’ 12)(u”, wJ + y(u”, CIJ;) - u(u’, u’)(u”, wj) 

+ qti, Wj) = 0. (4.11) 

(4.1) follows from the denseness of {wj} in Has(Q). 
As u,, 5 u in LQ(O, T; L2(sZ)) and ti, 4 ti in L”(O, T; L2(Q)), it follows 

from Lemma 1 that 

(up0 , C) - (u(O), 4 for all + EL2(Q)+ 
Our assumptions on uUO imply that u,,~- u,, in Ha2(Q), and so u(0) = us . 
From (4.1 l), (ii, , wj) ----I (ii, WJ in L2(0, T). So from Lemma 1 with X = R, 
(ii,(O), wj) -+ (u(O), wJ. But by assumption u,i - ur in L2(.Q), and so 
$0) = u1 . c] 

THEOREM 2. Let u be as in Theorem 1, and let v be another such weak 
solution with initial conditions v(0) = v,, , ti(0) = vl where v,, E IYI,-,~(Q) and 
v1 E L2(Q). Set y = u - v. Then 

I9Wl” + 01 I r”Wl” + 2~ Iot 19” I2 ds 

< [I u1 - vl I2 + 01 I u;I - vi I21 exp(W (4.12) 

where K is a continuous function of T, I ui 1, / u1 I, / vi ] and 1 v1 1. In particular 
the solution u in Theorem 1 is unique. Furthermore, the functions u: [0, T] + 
II,2(sZ) and ti: [O, T] --+ L2(Q) are continuous and satisfy the energy equation 

E(t) + y lt 1 6” I2 ds + o Jo’ (u’, u’)” ds + 6 /o’ I zi I2 ds = E(O), (4.13) 

where W) = &4t)) =Q I WI2 + (a/2)1 u”(t)12 + (p/2)1 u’(t)12 + (k/4)( u’(t)14. 

Proof. From (4.1), u satisfies 

ii + cd” - (/3 + k j u’ 12)~” + ye?‘” - u(u’, 2x)2/ + &.i = 0. (4.14) 

In (4.14), CUP eLm(O, T; H-“(Q)) and 3/2i”” E L2(0, T, H-s(Q)), and so 
ii E L2(0, T, H-“(Q)). Similarly, v satisfies 

fi + mJHd - (j3 + k 1 v’ 12)~” + yir”” - u(v’, d’)TY + Sd = 0 (4.15) 
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with ti~L~(0, T; He2(S2)). Subtract (4.15) from (4.14) and take the inner 
product with 3, which is possible since j EL~(O, T; Ha2(Q)). Thus, 

(j;, 9) + 4Y”, 3”) - NY”, 3) + Y 13’” I2 + 8 I3 I2 
- k(I u’ J2u” - 1 o’ I2 w”, 9) - a((~‘, 2i’)u” - (w’, ti’)w”,j) = 0. (4.16) 

But k(j u’ j2u” - / w’ 12zY’, j) < C 1 y” (I j I and 

u((u’, 3’)UH - (w’, d’)w”, j) = -u(?Y, 9)” - u(w”, j)(ti, y”) - u(ti, u”)(yV, 3) 

G -J(w”, 9)” + c 13’ I I Y” I. 
Thus, 

Wt [i I 9 I2 + (42 I Y” I21 + YI j” I2 + W’, ~9~ ,< C(l I I2 + 01 I Y” I”>. 

(4.12) now follows from Lemma 1 and Gronwall’s lemma. The energy 
equation (4.13) follows from (4.16) with w E 0, and (4.13) implies that K is 
a continuous function of 1 ~0” 1, ] u1 1, j w; I, and 1 wr I. Setting u,, = w, , 
u1 = w1 in (4.12) shows that u is unique. 

Since U, ti gL2(0, T; Ha2(Q)), it follows from Lemma 1 that u is continuous 
from [0, T] -+ Hez(Q). It remains to show that ti is continuous from [0, T] -+ 
L2(Q). Let t, + t. Since ii EP(O, T; H-2(J2)) and ti EL~(O, T,L2(SZ)), it 
follows from Lemma 2 that ti(tn) - d(t) in L2(Q). But from (4.13) and the 
fact that u: [0, T] -+ H,,2(Q) is continuous, it is clear that 1 ti(t,Jl --+ I ti(t)j. 
Therefore, Zi(tn) -+ 6(t) in La(Q). 0 

Remark. The structural damping terms make the proof of Theorem 2 
much simpler than for the case of the undamped beam [l], where a regulariza- 
tion argument was used to establish (4.12) and (4.13). A regularization 
argument is still necessary, however, for the case 01 = u = 0, 6 # 0. 

We next prove a regularity result. Let X = Ho2(.Q) n H4(Q). 

THEOREM 3. Suppose u,, E X and I+ E H,,2(12). Then there exists a unique 
function u = u(x, t), with 

u EP(O, T; X), 

and 
ti eLm(O, T, Ho2(sZ)) n L2(0, T; X), 

ii E L2(0, T; L2(sZ)), 

such that u satisfies the initial conditions (3.4) and the equation 

ii + OltP - (/3 + k 1 u’ 12)u” + yri”” - a(~‘, J’)u” + 6ti = 0 (4.17) 

in L2(0, T; L2(Q)). 



EXTENSIBLE BEAM STABILITY THEORY 409 

Proof. Let {wi} consist of the eigenfunctions of w”” = Xw subject to 
w = co’ = 0. 

{w,} is a basis of X (cf. [I, Theorem 111). The approximating solutions 
urn are of the form (4.3) and satisfy (4.2) and the initial conditions 

urn(O) 3 u,,, -+ ue in X and 

z&(O) = urnI -+ u1 in H,2(Q). 

The bounds (4.7) are satisfied. Multiply (4.2) by &&(t) and sum for 
i = l,..., m. Then 

4 d/dt (I zi; 12 + a 1 u,” I”) + y 1 li; I” = (/3 + k ) 24,’ 12)($ ) Ii;> 

+ u(u,‘, tim’)(u;, ZiZ) - 6 1 zi; I”. 

Therefore, using (4.7), it follows that 

Hence, 

Proceeding as in Theorem 1, we establish the existence of a unique u satisfying 
(4.17) and (3.4) such that u EL~(O, T; X) and ti EL~(O, T, Ho2(Q)) n 
L2(0, T; X). It follows from (4.17) that zi EL~(O, T; L2(Q)). q 

Remark. For the case y = u = 0 it is possible to prove a similar theorem 
using the methods of [l, Theorem 91. For that case one can proceed further 
(following [l]) and establish the existence of a classical solution if the initial 
data is smooth enough and satisfies the appropriate compatibility conditions. 
However, the method of choosing a special basis used in [l] appears to break 
down for y, a > 0. 

5. WEAK DYNAMICAL SYSTEMS 

By a dynamical system on a Banach space B we mean a function w : Rf x 

B + B which satisfies 

(i) wt : 4 -+ w(t, 4) is continuous for fixed t E Rf, 

(ii) w@ : t -+ w(t, $) is continuous for fixed $ E B, 
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(iii) ~(0, 4) = (b for all 4 E B, and 

(iv) (semigroup property) w(t + 7,$) = w(t, ~$7, $)) for all t, T ER+, 
4EB. 

Here (i) and (ii) replace the requirement of joint continuity in t and 4 in 
the definition of a dynamical system used by Hale [8]. 

Let 2 = H,,2(sZ) x L2(Q). ,Z is a Hilbert space under the “energy” norm 

IIbf% x>llz = [I x I2 + cYt I 4” 12P2- (5.1) 

Theorems 1, 2, and 3 show that (u, ti} generates a dynamical system on ,Z 
and on the space X x H,2(Q). 

A weak dynamical system on a rejexive Banach space B is a function w : 
Rf x B -+ B which satisfies 

t : + + w(t, 4) is (sequentially) weakly continuous for fixed 
t E R+!‘ii.T, if & - 4 then w(t, &) - w(t, C)), 

(ii) w+ : t + w(t, 4) is a continuous map of [0, T] into B for fixed 
4~4 

(iii) w(O,+) = 4, and 

(iv) w(t + T, 4) = w(t, W(T, 4)) for all t, T ER+, 4 E B. 

Again, we have replaced by (i) and (ii) the joint continuity requirement in 
the definition of a weak dynamical system used by Slemrod [21]. 

The positive orbit O+(#) through 4 E B is defined by O+($) = Uta,, w(t, 4). 
A set M in B is an invariant set of the weak dynamical system w if for each 
4 E M, there exists a function W = W(s, 4) such that 

(a) W(s, 4) E M for all s E (- GO,OO), 

(b) W(O, 4) = 4, and 
(c) for any o E (-co, co), w(t, W(a, 4)) = W(t + o, +) for all t E R+. 

For any q5 E B, define the weak limit set a($) of an orbit through + by 
a($) = {$ E B j there exists an increasing sequence {t,>, t, --f cc as n ---f co, 
such that w(t, , 4) - 4 in B as 1z - CCI}. With these definitions we can state 
the following basic theorem. 

THEOREM 4. Let B be a separable, reflexive Banach space, and let w be a 
weak dynamical system on B. Also let $ E B be such that O+(4) is bounded in B. 
Then a(~$) is a nonempty, weakly compact, invariant, weakly connected set in B. 

Proof. Since B is reflexive O+(4) belongs to a weakly compact set A. 
Therefore, s”i(+) is nonempty. Since B is separable, A may be regarded as a 
compact set in a metric space with metric d induced by the weak topology, cf. 
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Dunford and Schwartz [7]. Apart from the connectedness the theorem is now 
a consequence of the proof of Proposition 2.2 [5]. A detailed proof of our 
special case, differing slightly from that of Dafermos, is given in [2]. 

Suppose a(+) is not connected in B. Then there exist sets n/r, M, , A, , 
and A, with A, and A, weakly open such that Ml n M, and A, n A, are 
empty, a($) = Ml U M2 , Ml C A, , and M2 C A, . From the continuity 
properties, there exists an increasing sequence {tn}, t, --f co, such that 
Wn 9 $11 C A\(&41 u 4). As A\(4 u A,) is weakly closed, it follows that 

J&4 n (A\(4 n 4)) . is nonempty. This contradiction proves that s”l(+) is 
weakly connected. q 

Remark. Slemrod’s proof of invariance relies on the joint continuity of 
w(t, #) in t and 4. 

6. PROOF THAT (1.1) GENERATES A WEAK DYNAMICAL SYSTEM 

It turns out that the methods of Lions used in Section 4 are easily adapted 
to show that many initial-boundary value problems for partial differential 
equations generate weak dynamical systems. Such is the case for (1.1). Again 
let Z = H:(Q) X L2(0). If $0 = {U 0 , ur} belongs to 2, define w(t, $a) E Z by 
w(t, A,) = Mt>> 4t)> h w ere u is the unique weak solution of the initial- 
boundary value problem for the clamped beam, with initial data {u(O), 6(O)} = 
(bo , of Theorem 1. 

THEOREM 5. w forms a weak dynamical system on Z. 

Proof. Properties (ii), (iii), and (iv) in the definition of a weak dynamical 
system are immediate from Theorems 1 and 2. It remains to prove (i). So 
fix T > 0 and let $j - &, in Z, where & = {uaj , z+}, and let uj be the weak 
solution corresponding to initial data +j . The sequence (( di IIz is bounded. 
From the energy equation (4.10) it follows that 

II w(t, ML. < c, s atizi;\2ds <Cl, 

where C, C, are independent of j and of t E [0, T]. 
So we may extract a subsequence (4,) of {&) such that for some x 

and 

@Ll 7 &J *, {x, a> in L”(0, T; Z) 

ti, *, 2 in L2(0, T; H02(Q)). 
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The u, satisfy, for # E &,s(sZ), 

It follows, by passing to the limit as in Theorem 1, that 
(6.1) 

(2, #> + 4x”, 9”) - (16 + k I x’ I”)(x”> #I+ A$“> f’> + W $1 = 0. (6.2) 

But the argument at the end of the proof of Theorem 1 can be applied to show 
that x(O) = u,, and a(O) = ur . Thus, x is a weak solution satisfying the same 
initial data as u. Hence, x = u. Thus, {u,, , uLL} 4 (u, zi} in Lm(O, T; Z), and 
so {z+ , z&ii) 5 {u, zi} in Lm(O, T; 2). Also, from (6.1), (ii, , #) -_?r (ii, #) in 
Ls(0, T) for any I/ E Hs2(s2). Thus, using Lemma 1 for the functions uP and 
(ti, , #), it follows that for any t w(t, &) - w(t, $s). 0 

7. ASYMPTOTIC BEHAVIOR OF THE CLAMPED BEAM 

In this section we restrict 6 by 

8 > 6, = -/.Loyp, (7.1) 

where t.~ = p,, is the lowest eigenvalue of y”” = (p/Z4)y subject to y = y’ = 0 
at x = 0,Z. t~s has the approximate value 500.56. It is well known that 
1 y” I2 3 (&Z4)l y I2 for all y E Hs2(Q) (see, for example, Mikhlin [IS]). We 
have shown that the unique weak solution u of 

ii + suns - (/3 + k 1 u’ I2)zP + yzr” - a(u), zi’)d + 6ti = 0, (7.2) 

with w = {u, ti} EL~(O, T, Z), ti ~La(0, T; Hs2(Q)) and {u(O), ti(O)} = 

{uo 7 ur} = $,, E Z, satisfies the energy equation (4.10). Thus, (7.1) implies 
that g(t) < 0, so that the energy E(t) of the beam is nonincreasing. It follows 
that 

1 ti(t)l, 1 u”(t)], J’ 1 zi” ]a ds, 1’ 1 zi I2 ds < C (independent of t E R+). (7.3) 
0 0 

Recall that for the clamped beam HE = --4cm2p/Z2. We first show that in the 
case H > HE the beam approaches the undeflected equilibrium position. 

THEOREM 6. If H > HE then w(t, $o) -+ (0, 0) strongly in Z us t + co. 

Proof. Take the inner product of (7.2) with u to obtain 

(ii, u) + a 1 24” 12 + /3 1 u’ 12 + k 1 24’ 14 + y(zY, 24”) + o(u’,zq II’ 12 + 6&u) =o. 

(7.4) 
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Integrate (7.4) with the aid of Lemma 1. Thus, 

+ I [2E(s) + (K/2) 1 u’(s)j4] ds - 2 J: 1 ti(s)12 ds = constant. 
(7.5) 

It follows from (7.3) and (7.5) that 

I ’ [2E(s) + (K/2) [ ~‘(s)lJ] ds < C (independent of t). (7.6) 
0 

But the integrand in (7.6) is nonnegative (since H > HE) and E(s) is non- 
increasing. Thus E(t) and 1 u’(t)] both tend to zero as t--f 0~). The theorem 
follows. 0 

For the case of arbitrary H we need the following lemma, which is a con- 
sequence of Lemma 1 and a well known result on uniformly continuous 
functions integrable on Rf. 

LEMMA 3. If a nonnegative measurable function f satisfies 

(i) f,fELm(R+) and 

(ii) i’f(s) ds < C (independent oft E R+), 

thenf(t)+O as t-+ c0. 

THEOREM 7. For any H, w(t, $o) -+ {v, 0} strongly in Z, where v is an 
equilibrium position. 

Proof. The proof consists of two stages. 

(a) We first show that for some equilibrium position v, {u(t), G(t)} - 
{v, 0} in 2. For tj E X, consider the function f = (ii, I/)“. By the Schwarz 
inequality f ELM. But f = 2(ti, #)(ii, #), and from (7.2) 

@, $4 = --OL(U”, $7 + (B + h I u’ 12>(u”, 4) - r@, V’) 

-4U”, 4(u”, #> - q, #), 

and, thus, from (7.3)f~L~(R+). Lemma 3 now shows thatf (t) -+ 0 as t + co. 
Since 1 ii(t)1 is bounded it follows that C(t) - 0 in J?(Q). But from (7.3) 
O+(&) is bounded, and thus the weak limit set J&,) in Z is nonempty and 
invariant from Theorem 4. Hence, A?(+,) consists only of equilibrium 
positions (v, , 01. But d(+,) is weakly connected. Therefore, d(&,) = {v, 0) 
for some equilibrium position v. It follows that {u(t), C(t)> - {v, 0) in Z. 

505/x4/3-2 
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(b) We now show that w(t, &,) + {v, 0} strongly in Z. By (a) u(t) - v 
in Hs2(Q) as t -+ cc. Hence, / u’(t)14 -+ / ZI’ I4 as t - a3. But E(t) is non- 
increasing and so tends to its greatest lower bound Em as t -+ co. By (7.3) 
and (7.5) 

.r 
t [2E(s) + (k/2) 1 u’(s)14] ds is bounded on [0, 03). 

0 

Therefore, E, = --(k/4) 1 v’ j4. Hence, from (a) 11 w(t, +o)l/z + li{v, O}l/z 
and so again from (a) w(t, do) -+ {v, 0} strongly in Z. q 

We now study the stability of equilibrium positions of the beam. If 
a E H,s(Q) is an equilibrium position we also denote by v the element {v, 0} 
of .Z. We say that an equilibrium position v E Z is stable if there is a neigh- 
borhood N of v in Z such that O+(4) -+ v in .Z for any 4 E N. An equilibrium 
position is said to be unstable if it is not stable. 

It is clear from Theorem 6 that when H > He the zero position is stable. 
When H < He, the discussion at the end of Section 3 and the fact that 
I?(t) < 0 for any orbit show that the zero position and the equilibrium 
positions fvj , 1 < j < 71, are unstable. To prove that +v, and -vr are 
stable when H < He we need the following lemma. 

LEMMA 4. Let H < He , and suppose that I’ is a continuous arc in Ho2(Q) 
joining v1 and -vl . Then there is a point y5 on r with V(4) > V(v*) where 
v*=v,ifn>2andv*=Oifn=l. 

Proof. r = r(t) is a continuous map from [0, l] into Ho2(Q) with 
r(0) = VI ) r(l) = -VI . Define g: [0, l] + R by g(T) = (F(T), v,‘). g is 
continuous and g(0) = 1 vi’ 12, g(l) = - / vr’ 12. Therefore, there exists 
7. E [0, l] with g(To) = 0. Let # = T(T~). Then 

V(4 = (a/2) I v I2 + (B/2) I *’ I2 + (k/4) I #’ 14. 

But v2 minimizes 01 I y” /“/I y’ I2 subject to y # 0, ( y’, vi’) = 0, cf. Courant 
and Hilbert [4] and Mikhlin [18]. Therefore, 

v#) 3 I *’ 1°F + A2 + VG) I #’ I”1 2 v(v*). q 

THEOREM 8. If H < He then v1 and -vl are stable. 

Proof. Let V(v*) = M. By the continuity of E in 2, there are spherical neigh- 
borhoods N(v,), N(-v,) of vi, -vl, respectively, such that + E N(q) u N( -v& 

implies E(4) < M. If E(4) < M then since Z?(w(t, 4)) < 0, by Theorem 7 
WY 4 --+ er, or --q . But suppose +1 E N(v,) and w(t, #1) + -v, . Then we 
may construct an arc r = r. u I’, v I’, with r. an arc in N(v,) joining v1 
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ad+,, rl a paa of W#J~)J ‘oining +r and some #s E N(-u,), and r, an arc 
in iV(--u,) joining 4s and --or . By Lemma 4 there is a point 4 on r, with 
E(#) > M, contradicting E(#,) < M. Therefore, w(t, $3 + vu1 . Similarly, 
#i E N(--or) implies w(t, $r) --f --or . Therefore, or and --err are stable. q 

For H < HE , we may partition Z into the 272 + 1 sets 

S(0) = {+ 1 w(t, #) -+ 0 as t -+ cc}, 

%tq) = (4 I ~(4 $1 - fwj as t - 4, j = 1, 2 ,...) 11. 

It is clear from Theorems 2 and 8 that S( +a,) and S(--0,) are open and 
arcwise connected. We conjecture that 

C\(S(-t%) ” SC-4) = w+w,> = W-d, 
where 8 denotes “the boundary of.” 

8. HINGED-END BOUNDARY CONDITIONS 

In this section we consider the initial-boundary value problem for (1.1) 
subject to the initial conditions u(0) = u,, , C(O) = u1 and the boundary 
conditions for hinged ends u = u’ = 0 at x = 0,l. 

Let m be a positive integer. Define G, = {u E H2”(Q) : zP) E H:(Q) for 
0 < r < m - l}, so that for example 

Gl = H,‘(Q) n H*(Q) and G, = {u E H4(Q) : u, U” E H&2)}. 

Gr , G, , Ga correspond to the Hilbert spaces S, , S, , S, in [l], respectively. 
We first state three theorems on existence, uniqueness and regularity. The 
proofs are omitted since they are straightforward adaptations of those in [l]. 
In these theorems we do not restrict 8 but require that 01, k, y, u > 0. 

THEOREM 9. Suppose Z+,E G,, u1 ELM. Then there exists u with 

u EL~(O, T; Cl), 

zi E Lm(O, T; L2(Q)) n L2(0, T; G,), 

satisfying the initial conditions u(O) = u,, , $0) = u1 , and 

(ii, 4 + a(u”, $7 - (B + h I u’ ?)(u”, 4) + y(ti”, $Y) - u(u), Zi’)(U”, 4) 

+ q4 4s) = 0 (8.1) 
forall$EGl. 



416 BALL 

THEOREM 10. Let u be as in Theorem 9 and let v be another such weak 
solution with initial conditions v(0) = vO, $0) = v1 , where v,, E Gl and 
q E L*(Q). Set y = u - v. Then 

I WI” + 01 I r”W + 2~ lt 13” I2 ds 

G [I u1 - v1 I2 + 01 I #;I - vi 17 exp(W, (8.2) 

where ICI is a continuous function of T, ) uz ), 1 u, /, 1 vz I, and 1 q 1. 

In particular the solution u in Theorem 9 is unique. Furthermore, the 
functions u: [0, T] -+ G1 and zi: [0, T] -+ Ls(f2) are continuous and satisfy 
the energy equation 

E(t) + y lot 1 tin I2 ds + u jot (u’, zi’)* ds + 6 jot I ti Ia ds = E(O), (8.3) 

where E(t) = U/2) I WI2 + (a/2) I il”(t>la + (p/2) 1 d(t)l2 + (k/4) I u’(t)14. 

THEOREM 11. Suppose Y 2 2 and that u,, E G, , u1 E G,-, . Then 

u EL~(O, T, G,), 

ti EL~(O, T; G,-,) n L2(0, T; G,) 

ifra4 

ah/M EL~(O, T; GF+J n L2(0, T; G,,) for 2 < j < r - 2, 

1yr>3 

~~-lu/i?t+-l EL~(O, T; L2) n Lz(O, T; G,), 

and 

abp E L2(Q). 

Furthermore, 

u E Cr-2(Q) n [C2-l(@ x C-l([O, T])]. (8.4) 

Let Z; = G1 x L2(52). The preceding theorems imply that {u, li> forms 
a dynamical system on Z1 and on G, x G,-, . Next, using the same proof as 
for Theorem 5, we have the following theorem. 

THEOREM 12. (u, zi} forms a weak dynamical system on -El . 

We now restrict 6 by 

6 > 6, = -7+/P, 03.5) 
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so that 1 y” I2 > (+/Z4) j y I2 for ally E S, , and thus Z?(t) < 0. For the case 
of hinged ends HE = -cdp/12 and when H >, HE we can prove simply, 
as in Theorem 6, that (u(t), c(t)} + (0, 0} strongly in Z1 . For arbitrary H 
we have the following theorem. 

THEOREM 13. {u(t), a(t)} --t {w, 0} strongly in Z1 , where o is an eqdibrium 
position. 

The proof of Theorem 13 follows that of Theorem 7. The discussion in 
Section 7 on the stability of equilibrium positions carries over in the obvious 
way. 

We now investigate what can happen if 6 < 6,) so that (8.5) does not 
hold. If U(X, t) = T,(t) sin(nmx/Z) * t b 1s o e a solution of (8.4), then T, must 
satisfy the generalized Likrd equation 

r,, + 4J’n + B,T,S + (G + D,Tn2) % = 0, (8.6) 

where A,, = ~r(n?r/Z)~ + /@w+)~, B, = knW/213, C, = 8 + y(m/Z)” and 
D, = unW/2F. Clearly, B, and D, are positive. Suppose A,, > 0 and 
C,, < 0. Then the conditions are satisfied of a theorem of Lefschetz [14, 
p. 2681 which guarantees that there exists a unique nonzero periodic solution 
to (8.6). This result is to be expected since it follows from (8.6) that when 
T,, is small the beam gains more energy from the negative external damping 
than it loses from the internal damping, while the opposite occurs for T,, 
large. 

Hence, if 6 < S, then in particular for any H > HE there is at least one 
periodic solution to (8.4) satisfying the hinged-end boundary conditions. 
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