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Abstract. LetΩ ⊂ R3 be a smooth bounded domain and consider the energy functional

Jε(m;Ω) :=
∫

Ω

(
1
2ε

|Dm|2 + ψ(m) +
1
2
|h−m|2

)
dx+

1
2

∫
R3

|hm|2 dx.

Hereε > 0 is a small parameter and the admissible functionm lies in the Sobolev space of
vector-valued functionsW 1,2(Ω;R3) and satisfies the pointwise constraint|m(x)| = 1 for
a.e.x ∈ Ω. The induced magnetic fieldhm ∈ L2(R3;R3) is related tom via Maxwell’s
equations and the functionψ : S2 → R is assumed to be a sufficiently smooth, non-
negative energy density with a multi-well structure. Finallyh ∈ R3 is a constant vector. The
energy functionalJε arises from the continuum model for ferromagnetic materials known
asmicromagneticsdeveloped by W.F. Brown [9].

In this paper we aim to construct local energy minimizers for this functional. Our ap-
proach is based on studying the corresponding Euler-Lagrange equation and proving alocal
existenceresult for this equation around a fixed constant solution. Our main device for doing
so is a suitable version of the implicit function theorem. We then show that these solutions
are local minimizers ofJε in appropriate topologies by use of certain sufficiency theorems
for local minimizers.

Our analysis is applicable to a much broader class of functionals than the ones introduced
above and on the way to proving our main results we reflect on some related problems.

1 Introduction

The micromagnetic theory of ferromagnetic materials as developed by Brown [9]
consists of studying the minimizers of the energy functional

Jε(m;Ω) =
∫

Ω

(
1
2ε

|Dm|2 + ψ(m) +
1
2
|h − m|2

)
dx +

1
2

∫
R3

|hm|2 dx.

HereΩ ⊂ R3 is a sufficiently regular open set representing the region occupied by
the body and the unknown functionm : Ω → S2 denotes an arbitrary magnetization
state for the body.

The various terms appearing in this energy functional are respectively
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(i) The exchange energy:This term penalizes spatial changes in the direction of
the magnetizationm and hence reflects the tendency of the body to maintain
a spatially uniform magnetization state.

(ii) The anisotropy energy:This term describes the existence of preferred direc-
tions of magnetization or the so-calledeasy axesfor the magnetic state of the
material. To be more specific the anisotropy energy densityψ : S2 → R is
such thatψ(m) ≥ 0 for all m ∈ S2 andψ(m) = 0 if and only if m ∈ K
whereK is a finite set of unit vectors representing the preferred directions for
magnetization.

(iii) The external field energy: If the body lies in a region of space where an
external magnetic fieldh : Ω → R3 is present, the magnetizationm tends
to align itself with the direction of this field. The external field energy thus
penalizes any deviation from this field inside the body. In this paper we assume
that the applied fieldh is spatially uniform.

(iv) The field energy:The magnetization statem in the body generates a magnetic
field hm : R3 → R3 that satisfies Maxwell’s equations:{

curl hm = 0,
div (hm + mχΩ) = 0.

The above equations show that the fieldhm is nothing but the gradient part of
the Helmholtz decomposition of−mχΩ .

We recall that James and M̈uller [20], following some earlier work by Lorentz
[23] (cf. also Toupin [28]), have obtained this field energy by studying the corre-
sponding energy for a lattice of magnetic dipoles and passing to the continuum
limit by letting a typical lattice parameter go to zero.

In this paper we are interested in studying the limiting behaviour of the family of
functionalsJε as the parameterε → 0. This is usually referred to in the literature
as the small particle limit, and can be justified by observing that the functional
J1 satisfies the simple rescaling propertyJ1(m, ε

1
2 Ω) = ε

3
2 Jε(mε, Ω) for any

ε > 0, wheremε(x) = m(ε
1
2x). It is clear that this property enables one to keep

the domainΩ fixed and instead study the rescaled functionalsJε asε → 0.
Our primary aim is to construct local minimizers forJε. We note that prior

work on this problem due to De Simone [11] employs ideas of De Giorgi, or
more precisely the notion ofΓ -convergence, which itself has been developed for
the study of local minimizers by Kohn and Sternberg [21]. Our method is more
direct. To be more specific weconstructstationary points for the energy functional
Jε using an appropriate version of the implicit function theorem and then apply
certain sufficiency theorems to establish the desired minimality property for these
stationary points. It turns out that our results are stronger than the known ones
in the sense that the stationary points constructed are local minimizers ofJε in
weaker norms. Our analysis can be regarded as a very modest first step towards
the rigorous study of the pattern formation problem for magnetic domains asε
increases. A major difficulty in carrying out such a study is that of understanding
bifurcations of solutions that are not known explicitly.

At this stage we should like to remark that the idea of applying versions of
the implicit function theorem to achievelocal existencefor various equilibrium
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equations of continuum mechanics has been employed before in different contexts
(cf. Stoppelli, Valent [30], Zhang [32], Ballet. al.[5] for examples within elasticity
theory). The idea in this paper however is to combine such local existence theorems
together with certain sufficiency theorems to ensure the existence of a continuous
branch of local energy minimizers.

Throughout the paper we assume thatΩ ⊂ Rn is a bounded domain (open
connected set) with a smooth boundary∂Ω. We denote the unit outward normal
to the boundary at a pointx by ν(x), and as usualLn(·) stands forn-dimensional
Lebesgue measure. As regards the energy functionalJε the dimensionn = 3.
However we do not restrict our analysis to this case only and allown to be any
positive integer.

For the admissible class of functions we use the Sobolev spaces of vector-
valued functionsWm,p(Ω;RN ) wherem is a positive integer and the exponent
1 ≤ p ≤ ∞. Our terminology for these spaces is in accordance with [1], [15] and
[33] and we refer the interested reader to these books for relevant properties of
these functions.

Assume now thatA ⊂ Wm,p(Ω;RN ) is a given set of admissible functions
andJ : A → R := R∪{−∞,∞} a given functional. For later reference we state
the following

Definition 1.1. Let1 ≤ r ≤ ∞. The functionm0 ∈ A is anLr local minimizer of
J if and only if there existsδ > 0 such that

J (m0) ≤ J (m)

for all m ∈ A satisfying

||m − m0||Lr(Ω;RN ) < δ.

To gain a clear understanding of the energy minimization problem described
above we proceed by considering two related but slightly simplified problems each
having some ingredients of the original micromagnetic energy functional.

In the first problem we consider the family of functionals

Iε(u) :=
∫

Ω

(
1
2ε

|∇u|2 + F (x, u)
)

dx,

with ε > 0, andF ∈ C2(Ω × R). Here the functionu is assumed to belong to the
class

A1 := {u ∈ W 1,2(Ω) : Iε is well defined}.
By well defined we mean that the functionF (·, u(·)) has a well-defined inte-
gral, i.e. that at least one of the functionsF+ := max{F (·, u(·)), 0} or F− :=
min{F (·, u(·)), 0} has a finite integral. It is therefore to be understood thatIε :
A1 → R.

Note that we have dropped the pointwise constraint|u(x)| = 1 for the ad-
missible functions that occurs in the micromagnetic problem. In addition we have
restricted attention to scalar valued functions, that is toN = 1. However this latter
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assumption is not a technical obstacle and almost all the statements and results in
this case extend to the caseN > 1 without any difficulty.

In our analysis special attention is paid to a limiting problem corresponding to
the caseε = 0. We start by imposing conditions on the integrandF and a given
point ũ ∈ A1 that turn out to be sufficient for̃u to be a local minimizer of an
appropriate functional corresponding to theε = 0 problem. We then apply the
implicit function theorem to prove the existence of a branch of stationary points
uε for Iε whenε > 0 is sufficiently small. Note that the Euler-Lagrange equation
corresponding toIε takes the simple form{

∆u = εFu(x, u) in Ω
∂u
∂ν = 0 on∂Ω.

Having established the existence of such stationary points we then proceed
to study the second variation of the functionalIε at these points. Our starting
assumptions onF and ũ imply that the second variation at eachuε is indeed
positive and thus according to the sufficiency theorem in Section 2 (Theorem 2.2)
these points areLr local minimizers of the correspondingIε, where the exponent
r depends on the growth ofF at infinity.

By imposing further assumptions on the integrandF we are able to show that
for a sufficiently small range of the parameterε the stationary points ofIε obtained
by the application of the implicit function theorem are theonlystationary points of
Iε. This in particular means that if the limiting functional has only a finite number
of nondegeneratestationary points the same holds true forIε whenε is small.

Having a clear understanding of the first problem we then proceed to the second
family that consists of functionals of the form

Fε(u) :=
∫

Ω

(
1
2ε

|Du|2 + V (x, u)
)

dx,

whereV ∈ C2(Ω × SN−1). Here we aim to deal with the pointwise constraint
|u(x)| = 1 and leave out the only remaining task, i.e. handling thenon-localterm
in the original micromagnetics problem, to the final stage. Thus we introduce the
class of admissible functions

A2 := {u ∈ W 1,2(Ω;RN ) : |u(x)| = 1 a.e.}.
It follows immediately from the constraint onu and the continuity assumption on
V thatFε is well defined and in fact finite overA2. In this setting it is also possible
to assume without loss of generality thatV ∈ C2(Ω ×RN ) and vanishes for large
|u|.

As in the first problem our analysis is linked to studying a limiting functional
corresponding to theε = 0 case. We impose conditions on the integrandV and a
given ũ ∈ SN−1 that in turn implyũ to be aconstrainedlocal minimizer of this
latter functional.

It can be shown that here the Euler-Lagrange equation corresponding toFε

takes the form{
∆u + |Du|2u − ε(I − u ⊗ u)Vu(x, u) = 0 in Ω
∂u
∂ν = 0 on∂Ω.
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We again apply the implicit function theorem to prove the existence of a continuous
branch of solutions to the Euler-Lagrange equation corresponding toFε.

To deal with the pointwise constraint|u(x)| = 1 in applying Theorem 2.2, we
extend the functionalFε to F̃ε : W 1,2(Ω;RN ) → R in such a way that

(i) F̃ε(u) = Fε(u) for everyu ∈ A2,
(ii) If uε is a stationary point ofFε it is also a stationary point of̃Fε, and
(iii) δ2F̃ε(uε) > 0 for ε sufficiently small provided a similar condition hold for

the solution to theε = 0 problem.

It then follows from Theorem 2.2 thatuε is anL1 local minimizer ofF̃ε and so (i)
implies the same to be true forFε asu ∈ A2.

To end this introduction we give a brief description of the plan of the paper.
In Section 2 we gather some known results and key tools that will be frequently
referred to throughout the article. This in particular includes the statements of both
an appropriate version of the implicit function theorem and a sufficiency theorem for
Lr local minimizers of certain functionals. In Section 3 we study the first problem,
namely the family of functionalsIε. Section 4 continues with the first problem
and includes a detailed analysis of the second variation ofIε along the branch of
stationary points constructed in Section 3. In addition we study the number of such
solutions for fixed values ofε when this parameter is sufficiently small. In Section
5 we move on to the constrained problem, that is the study of the functionalsFε.
Finally in section 6 we return to the micromagnetics problem and apply the same
ideas to constructL1 local minimizers for the functionalJε.

2 Preliminaries

In this section we gather some well-known results needed for our later analysis.
As pointed out in Section 1, our main tool for constructing solutions to the Euler-

Lagrange equations is the implicit function theorem. For the following version we
refer the interested reader to the monographs by Ambrosetti and Prodi [2] or Zeidler
[31] for the proofs and further discussions.

Theorem 2.1. Let X,Y, and Z be Banach spaces,U an open subset ofX ×
Y , andT = T (ε, u) a C1 map fromU into Z. Let (ε0, u0) ∈ U be such that
T (ε0, u0) = 0 andDuT (ε0, u0) is a bijection ofY ontoZ. Then there exist an
open neighbourhoodU0 of (ε0, u0) in X × Y , an open neighbourhoodV0 of ε0 in
X, and aC1 functionω : V0 → Y such that

{(ε, u) ∈ U0 : T (ε, u) = 0} = {(ε, u) : ε ∈ V0, u = ω(ε)}.

Furthermore,U0 can be chosen so thatDuT (ε, u) is a bijection ofY ontoZ for
all (ε, u) ∈ U0. In this case, ifε ∈ V0 then

Dω(ε) = −(DuT (ε, ω(ε)))−1DεT (ε, ω(ε)), (2.1)

while if T is analytic at(ε, ω(ε)) thenω is analytic atε.
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While the implicit function theorem can be applied to the Euler-Lagrange equa-
tion to establish the existence of a branch of solutions starting from a given function,
we need certain sufficiency theorems to guarantee that such stationary points are
under suitable conditions local minimizers for the corresponding functional.

We now state a sufficiency theorem forLr local minimizers of functionals of
the type appearing in this article. For this letF : Ω × RN → R be given and
consider the functional

I(u) :=
∫

Ω

(
1
2
|Du|2 + F (x, u)

)
dx,

over the class of admissible functions

Ã := {u ∈ W 1,2(Ω;RN ) : I is well-defined}.
We can now state the following result from [26].

Theorem 2.2. LetF ∈ C2(Ω × RN ) and assume that there are constantsC > 0
andp ≥ 1 such that

F (x, u) ≥ −C(1 + |u|p) (2.2)

for all x ∈ Ω and allu ∈ RN . Furthermore letu0 ∈ Ã be of classL∞(Ω;RN )
and satisfy

(i)
d

dt
I(u0 + tϕ)|t=0 = 0, (ii)

d2

dt2
I(u0 + tϕ)|t=0 ≥ γ||ϕ||2W 1,2(Ω;Rn),

for all ϕ ∈ W 1,2(Ω;RN ) and someγ > 0. Finally let r = r(n, p, 2)
= max(1, n

2 (p − 2)). Then there existσ, ρ > 0 such that

I(u) − I(u0) ≥ σ||u − u0||2W 1,2(Ω;RN )

for all u ∈ Ã satisfying||u − u0||Lr(Ω;RN ) < ρ.

Remark 2.1.Following exactly the same argument as in the proof of Theorem
2.1 in [26], one can show that the conclusion above holds if we replaceF by
F (x, u) + a(x) · u + b(x)(|u|2 − 1) wherea ∈ L2(Ω;RN ) andb ∈ L∞(Ω).

Remark 2.2.The lower bound onI(u) − I(u0) in the theorem shows thatI(u) >
I(u0) wheneveru �= u0 and||u − u0||Lr(Ω) is sufficiently small, i.e.u0 is astrict
local minimizer ofI. But it says more than this. Suppose, for example, thatF is
bounded from below, so thatr = 1. Then there is apotential wellatu0 in the sense
that for all sufficiently smallε > 0,

I(u0) < inf
{u∈Ã:||u−u0||L1(Ω)=ε}

I(u).

(The same holds if we use theW 1,2 norm in place of theL1 norm.) We refer the
interested reader to [3] and [26] for more discussion on this and its connection to
dynamic stability ofu0.
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As pointed out earlier, the magnetizationm and the fieldhm are related to one
another by the following system of differential equations{

curl hm = 0,
div (hm + mχΩ) = 0. (2.3)

In the next theorem we gather some of the important properties of the solution
operator of this system.

Theorem 2.3. There exists a continuous linear operatorH : L2(R3;R3) →
L2(R3;R3) such that

(i) Givenm ∈ L2(Ω;R3), (2.3) holds in the sense of distributions onR3, for
hm := H(mχΩ).

(ii) For everym1 andm2 ∈ L2(Ω;R3),∫
R3

hm1 · hm2 dx = −
∫

Ω

m1 · hm2 dx = −
∫

Ω

hm1 · m2 dx,

and so in particular||hm1 ||2L2(R3;R3) = − ∫
Ω
m1 · hm1 .

(iii) There exists a positive definite, symmetric matrixDe such that for every con-
stant functionm ∫

Ω

hm dx = −Dem.

For a proof of (i) we refer the reader to [18]. Part (ii) follows from (2.3) and a
simple integration by parts. The proof of (iii) is a consequence of the linearity of
H and (ii). See [11] for more details.

3 The unconstrained problem

We begin this section by formally deriving the Euler-Lagrange equation corre-
sponding to the functionalIε. In its weak form this is the condition

d

dt
Iε(u + tϕ)|t=0 = 0, (3.1)

where the variationϕ ∈ C∞(Ω). First, since equation (3.1) holds for allϕ ∈
C∞

0 (Ω) we deduce that
∆u = εFu(x, u). (3.2)

Second, since (3.1) holds for allϕ ∈ C∞(Ω) we get the natural boundary condition

∂u

∂ν
= 0. (3.3)

Now we introduce the setting for the application of the implicit function theorem
(cf. Theorem 2.1). A key point in the application of this theorem is the choice of
the spacesX,Y andZ in order to ensure that the linearization ofT at (ε0, u0)
is a bijection. To discuss this, as a first attempt in applying the implicit function
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theorem to (3.2) and (3.3) let us consider the mapT1 : R ×W 2,s(Ω) → Ls(Ω) ×
W 1− 1

s ,s(∂Ω) given by

T1(ε, u) =
(
∆u(x) − εFu(x, u(x))

∂u
∂ν (x)

)
,

for somes > n
2 . Clearly if uε ∈ W 2,s(Ω) is such thatT1(ε, uε) = 0, then

uε would be the required branch of stationary points ofIε, that is a continuous
family of solutions to (3.2) and (3.3) inW 2,s(Ω). However it is a trivial matter
to see that for the above choice of spaces the linearization ofT1 at any point
(0, u) ∈ R × W 2,s(Ω) is not a bijection. To overcome this difficulty and also to
motivate the proof of Theorem 3.1 let us formally seek a solution to (3.2) and (3.3)
in the form

u(ε) = u + εv + ε2w + ...

Substituting this into the equation it immediately follows thatu = ũ is constant.
Moreover other powers ofε lead to further equations, namely{

∆v = Fu(x, ũ)
∂v
∂ν (x) = 0,

(3.4)

for the coefficients ofε, and similarly{
∆w = Fuu(x, ũ) v
∂w
∂ν (x) = 0,

(3.5)

for the coefficients ofε2. It follows that a necessary condition for solvability of
(3.4) is that ∫

Ω

Fu(x, ũ) dx = 0.

Moreover the solution obtained in this way is unique up to an additive con-
stant. Substituting this solutionv into (3.5) and using the necessary condition for
solvability of (3.5), that is∫

Ω

Fuu(x, ũ)v(x) dx = 0,

it follows that this constant is uniquely determined provided∫
Ω

Fuu(x, ũ) dx �= 0.

Following this informal discussion we proceed with the detailed analysis by
introducing the map

T : R × W 2,s(Ω) → Es(Ω) × R

defined by

T (ε, u) =


∆u(x) − ε

(
Fu(x, u(x)) − −∫

Ω
Fu(x, u(x)) dx

)
∂u
∂ν (x)

−∫
Ω
Fu(x, u(x))dx


 ,
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wherefΩ denotes averaging overΩ,

Es(Ω) =
{

(f, g) ∈ Ls(Ω) × W 1−1/s,s(∂Ω) :
∫

Ω

f dx =
∫

∂Ω

g dHn−1
}
,

(3.6)
and we set

s >
n

2
. (3.7)

It is clear that forε �= 0 a functionu ∈ W 2,s(Ω) is a solution of the Euler-
Lagrange equation (3.2) with boundary condition (3.3) if and only if it satisfies

T (ε, u) = 0.

We now claim that for the choice ofs given by (3.7),T ∈ C1(R × W 2,s(Ω);
Es(Ω) × R). To show this we look at the partial Gateaux derivativeDuT at an
arbitrary point(ε, u) ∈ R × W 2,s(Ω). Indeed we have

DuT (ε, u)(U) =


∆U − ε

(
Fuu(x, u)U − −∫

Ω
Fuu(x, u)U dx

)
∂U
∂ν−∫

Ω
Fuu(x, u)U(x) dx


 ,

for eachU ∈ W 2,s(Ω). Now DuT is continuous if and only if for all sequences
u(k) → u in W 2,s(Ω), andε(k) → ε in R, it follows that

sup
{

||(DuT (ε(k), u(k)) − DuT (ε, u))(U)||Es(Ω)×R : ||U ||W 2,s(Ω) ≤ 1
}

→ 0.

But this is an immediate consequence ofu(k) → u inL∞(Ω) as a result of (3.7) and
the continuity of the embeddingW 1,s(Ω) → W 1− 1

s ,s(∂Ω). A similar argument
can be applied toDεT and so the claim is justified.

To check that the remaining assumptions of Theorem 2.1 are true we begin by
solving the equationT (0, u) = 0, i.e.


∆u = 0,
∂u
∂ν = 0,
−∫

Ω
Fu(x, u(x)) dx = 0.

It follows from the first two equations thatu is a constant. Call this constantũ. We
are therefore left with the third equation,

−
∫

Ω

Fu(x, ũ) dx = 0. (3.8)

Assume there exists̃u such that (3.8) holds. To check the second assumption of The-
orem 2.1 we need to show that the linear operatorDuT (0, ũ) : W 2,s → Es(Ω)×R
is bijective. This amounts to proving that the system


∆U = f
∂U
∂ν = g
−∫

Ω
Fuu(x, ũ)U(x) dx = t
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has a unique solutionU ∈ W 2,s(Ω) for all (f, g, t) ∈ Es(Ω)×R. It is well known
(see e.g. [8] or [30]) that given(f, g) ∈ Es(Ω), the system{

∆U = f
∂U
∂ν = g

has a solutionU ∈ W 2,s(Ω), which is unique up to an additive constant. If

−
∫

Ω

Fuu(x, ũ) dx �= 0

this constant can be determined in a unique way by solving the third equation,

−
∫

Ω

Fuu(x, ũ)U(x) dx = t.

Thus we have proved

Theorem 3.1. Suppose there exists a constantũ such that∫
Ω

Fu(x, ũ)dx = 0 (3.9)

and that ∫
Ω

Fuu(x, ũ)dx �= 0. (3.10)

Then forε small enough the Euler-Lagrange equation(3.2) subject to the boundary
condition(3.3) has a solutionuε which is contained in the Sobolev spaceW 2,s(Ω)
and is close tõu in the corresponding norm. Furthermore if the neighbourhood of
ũ in W 2,s(Ω) is taken small enough,uε is the only solution to(3.2), (3.3) lying in
this neighbourhood.

Having proved the existence of a continuous branch of stationary points forIε,
we proceed to address the question of under what conditions on the integrandF
andũ the solutionuε is a local minimizer forIε. We pursue this in the following
section.

4 Local minimizers and the positivity of the second variation

We first consider the question of positivity of the quadratic functional

Q(ϕ) =
∫

Ω

(|∇ϕ|2 + a(x)ϕ2) dx, (4.1)

overW 1,2(Ω) for givena ∈ L∞(Ω). Settingϕ to be constant it follows immedi-
ately that the condition ∫

Ω

a dx > 0 (4.2)

is necessary. We can however prove
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Proposition 4.1. Let Q be as in(4.1) and leta satisfy(4.2). Then there exists
γ > 0 such that

Q(ϕ) ≥ γ||ϕ||2W 1,2(Ω) (4.3)

provided||a||L∞(Ω) is sufficiently small.

Proof. Givenϕ ∈ W 1,2(Ω) we can writeϕ = ϕ̃ + −∫
Ω
ϕdx, where−∫

Ω
ϕ̃ dx = 0.

Thus settingc = −∫
Ω
ϕdx we can write

Q(ϕ) =
∫

Ω

(
|∇ϕ̃|2 + a (ϕ̃ + c)2

)
dx

=
∫

Ω

(|∇ϕ̃|2 + aϕ̃2 + 2acϕ̃ + ac2
)
dx

≥
∫

Ω

1
2
|∇ϕ̃|2 dx +

∫
Ω

(
1
2
|∇ϕ̃|2 + aϕ̃2

)
dx − τ

∫
Ω

ϕ̃2 dx

+c2
∫

Ω

(
a(1 − a

τ
)
)
dx, (4.4)

that holds for everyτ > 0. If now ||a||L∞(Ω) < 1
2λ2 whereλ2 > 0 denotes the

second eigenvalue of the Laplacian subject to Neumann boundary conditions on
∂Ω andτ is sufficiently small the sum of the second and third terms in (4.4) will
be positive. Choosing||a||L∞(Ω) smaller if necessary, it follows from the Poincaré
inequality that there existsγ > 0 such that

Q(ϕ) ≥ γ||ϕ||2W 1,2(Ω).

The proof is thus complete. �

As a consequence of the above proposition and Theorem 2.2 we can state the
following

Theorem 4.1. Assume that the hypotheses of Theorem 3.1 hold and that

∫
Ω

Fuu(x, ũ) dx > 0. (4.5)

Then the solutionuε given by Theorem 3.1 is anL∞ local minimizer ofIε. Fur-
thermore if the growth ofF from below is restricted by

F (x, u) ≥ −C(1 + |u|p)

for someC > 0 and p ≥ 1, thenuε is an Lr local minimizer withr(n, p) =
max(1, n

2 (p− 2)). In particular if F is bounded from below thenuε is anL1 local
minimizer ofIε.
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Proof. We start by calculating the second variation ofIε at the stationary pointuε.
Indeed forϕ ∈ C∞(Ω)

δ2Iε(uε, ϕ) =
d2

dt2
Iε(uε + tϕ) |t=0

=
1
ε

∫
Ω

(|∇ϕ|2 + εFuu(x, uε)ϕ2) dx. (4.6)

Note that∫
Ω

Fuu(x, uε) dx ≥
∫

Ω

Fuu(x, ũ) dx −
∫

Ω

|Fuu(x, uε) − Fuu(x, ũ)| dx > 0

providedε is sufficiently small. Thus it follows from Proposition 4.1 that forε small
enough

δ2Iε(uε, ϕ) ≥ γ||ϕ||2W 1,2(Ω)

for someγ = γ(ε) > 0 and allϕ ∈ W 1,2(Ω). The result is now a consequence of
Theorem 2.2. �

Remark 4.1.Consider the functionI0 : R → R given by

I0(u) :=
∫

Ω

F (x, u) dx,

and the corresponding functionalI0(u) = I0(u) if u ∈ A1 is constant andI0(u) =
+∞ elsewhere. It is clear that conditions (3.9) and (4.5) are sufficient forũ to be a
local minimizer ofI0. In Theorem 4.1 we have shown that under these conditions
one can construct a continuous branch of local minimizers forIε that starts off
from a local minimizer ofI0.

We now wish to make a simple observation regarding the global minimizers of
Iε and their possible connection to those ofI0.

Proposition 4.2. Let F (x, u) ≥ C1 + C2|u| for someC2 > 0 and let uε be
a sequence such thatIε(uε) < M for some constantM . Then by passing to a
subsequence if necessaryuε → ũ in W 1,2(Ω) whereũ is a constant.

Proof. It follows from the coercivity condition above that{
uε is bounded inL1(Ω),
∇uε is bounded inL2(Ω;Rn).

Henceuε is bounded inW 1,2(Ω) and therefore by passing to a subsequence

uε ⇀ ũ in W 1,2(Ω), uε → ũ a.e. (4.7)

for someũ ∈ W 1,2(Ω). Also it follows that

1
2ε

∫
Ω

|∇uε|2 dx ≤ M − C1

and so∇uε → 0 in L2(Ω;Rn). Hence∇ũ = 0 which means̃u is constant and
consequently the weak convergence in (4.7) is strong. �



Local minimizers in micromagnetics 13

Remark 4.2.It can be easily checked that under the assumptions of Proposition 4.2
from every sequence of global minimizers ofIε we can extract a subsequence that
converges strongly inW 1,2(Ω) to a global minimizer ofI0. Indeed letuε be such
a sequence; then

Iε(uε) ≤ Iε(u) = I0(u) (4.8)

whereu is an arbitrary constant. It now follows from the above proposition that,
by passing to a subsequence,uε → ũ in W 1,2(Ω) for some constant̃u. According
to Fatou’s Lemma ∫

Ω

F (x, ũ) dx ≤ lim inf
ε→0

∫
Ω

F (x, uε) dx

and thereforeI0(ũ) ≤ lim infε→0 Iε(uε), which together with (4.8) gives the
result.

Proposition 4.3. Let the partial derivative ofF with respect tou satisfy

(G)
{
Fu(x, u) → +∞ asu → +∞ uniformly inx,
Fu(x, u) → −∞ asu → −∞ uniformly inx.

If n ≥ 3 assume further that for some1 ≤ q ≤ 2∗

|Fu(x, u)| ≤ C(1 + |u|q), (4.9)

for all x ∈ Ω and allu ∈ R whereC > 0. Then ifuε is a sequence of stationary
points ofIε in W 1,2(Ω), by passing to a subsequence if necessary we haveuε → ũ
in W 1,2(Ω) whereũ is a constant.

Proof. It follows from (G) that there exists a constantC0 > 0 such thatFu(x, u)u
≥ −C0 for all x ∈ Ω and allu ∈ R. As uε is a stationary point ofIε, it satisfies
(3.2) and (3.3). This in particular implies that∫

Ω

|∇uε|2 dx = −ε

∫
Ω

Fu(x, uε)uε dx ≤ εC0 Ln(Ω). (4.10)

Henceuε = vε + cε with cε = −∫
Ω
uε dx andvε → 0 in W 1,2(Ω). We now claim

thatcε is bounded and therefore by passing to a subsequence if necessarycε → ũ.
Indeed ifcε is unbounded without loss of generality we can extract a subsequence
such thatcε → +∞. Now letK > 0 be such thatFu(x, u) ≥ 1 whenu ≥ K. We
can write∫

Ω

Fu(x, uε) dx =
∫

{uε≥K}
Fu(x, uε) dx +

∫
{uε<K}

Fu(x, uε) dx,

where the first integral∫
{uε≥K}

Fu(x, uε) dx ≥ Ln({uε ≥ K}) → Ln(Ω),
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and using the fact thatuε(x) < K implies|uε(x)| ≤ max(K, |vε(x)|), the second
integral converges to zero as ifn ≥ 3∫

{uε<K}
|Fu(x, uε)| dx ≤ C

∫
{uε<K}

(1 + max(Kq, |vε|q)) dx → 0.

The contradiction now follows by recalling that∫
Ω

Fu(x, uε) dx = 0 (4.11)

for all ε > 0 asuε is a stationary point ofIε. �

We now look at the set of stationary points ofIε whenε > 0. Let us assume
thatI0 has at most finitely many critical points all of which satisfy (3.10). In other
words there is a finite setP0 ⊂ R containing all the points̃u satisfying (3.9) and
such that (3.10) holds for everỹu ∈ P0. According to Theorem 3.1, for any suchũ
there is a continuous branch of solutions starting fromũ. Moreover asP0 is finite
there exists anε0 > 0 such that for anỹu ∈ P0 the solutionuε obtained by the
application of the implicit function theorem exists for allε ≤ ε0. We denote the set
of all such solutions for each fixed0 ≤ ε ≤ ε0 by Pε.

The following result shows that under certain growth condition onFu, the above
class contains all possible solutions whenε is sufficiently small.

Proposition 4.4. LetF satisfy condition(G) in Proposition4.3 and suppose that
if n ≥ 3

|Fu(x, u)| ≤ C(1 + |u|q) (4.12)

for some1 ≤ q < n+2
n−2 . Then there existsε1 > 0 such that the complete set of

stationary points ofIε for 0 ≤ ε ≤ ε1 is given byPε.

Proof. We argue by contradiction. Assume the conclusion of the proposition does
not hold. Then there exist a sequenceεk → 0 and corresponding stationary points
uεk of Iεk

which do not lie inPεk . According to Theorem 3.1 this sequence is
bounded away fromPεk , i.e. there existsρ > 0 independent ofk such that

||uεk − v||W 2,s(Ω) ≥ ρ (4.13)

for all v ∈ Sεk , wheres is as (3.7). It follows from Proposition 4.3, that for a further
subsequence,uεk → ũ in W 1,2(Ω) for some constant̃u.

It is clear thatuεk satisfies{
∆uεk = fεk in Ω
∂uεk

∂ν = 0 on∂Ω,
(4.14)

for eachk with fεk = εkFu(x, uεk). Asuεk is bounded inW 1,2(Ω), using (4.12)
for n ≥ 3 we can bootstrap this touεk being bounded inW 2,p(Ω) for everyp < ∞
and hence inL∞(Ω). Thusfεk → 0 in L∞(Ω) and souεk → ũ in W 2,s(Ω). This
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contradicts (4.13) provided we can show thatũ is a stationary point ofI0. But by
integrating (i) in (4.14) and using the boundary condition (ii), we deduce that∫

Ω

Fu(x, uεk) dx = 0

for all k. Thus by passing to the limit the same holds forũ, which is thus a stationary
point of I0. �

5 The constrained problem

This section is devoted to the study of the second problem introduced earlier in
Section 1. Here the energy functional is defined over the space of vector-valued
functionsu : Ω → RN whose values are restricted to lie on the unit sphereSN−1.
Let us recall that the energy functional in this case is given by

Fε(u) =
∫

Ω

(
1
2ε

|Du|2 + V (x, u)
)

dx, (5.1)

where the admissible functionu belongs to the class

A2 = {u ∈ W 1,2(Ω;RN ) : |u(x)| = 1 a.e.}.

The integrandV is initially assumed to belong to the classC2(Ω×SN−1). However
we may extendV to a function inC2(Ω ×RN ). We proceed by showing one such
extension that is convenient for later purposes. Givenu ∈ SN−1, we denote by
u⊥ the tangent space toSN−1 atu, i.e. the orthogonal complement inRN of the
subspaceRu. The projections ofRN ontoRu andu⊥ are given byPu = u ⊗ u

andPu⊥
= I − u ⊗ u respectively. We now claim that for anyK > 0, V has an

extensionV K ∈ C2(Ω × RN ) such thatV K(x, u) = 0 for |u| sufficiently large,
and in addition for allx ∈ Ω, u ∈ SN−1, V K

u (x, u) · u = 0 and

V K
uu(x, u)v · v ≥ V K

uu(x, u)Pu⊥
v · Pu⊥

v − c|Puv||Pu⊥
v| + K|Puv|2

for all v ∈ RN , wherec > 0 is a constant depending only onV .
To this end, forx ∈ Ω andu �= 0, we first defineV (x, u) = V (x, u

|u| ). Then

clearlyV ∈ C2(Ω×(RN\{0})). A simple calculation now shows that forx ∈ Ω,
u ∈ SN−1, v ∈ RN

V u(x, u) · v =
d

dt
V (x, u + tv)|t=0

= Vu(x, u) · Pu⊥
v, (5.2)

so that in particular

V u(x, u) · u = 0. (5.3)
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Similarly

V uu(x, u)v · v =
d2

dt2
V (x, u + tv)|t=0

= Vuu(x, u)Pu⊥
v · Pu⊥

v

−Vu(x, u) ·
(
2Pu⊥

v(u · v) + u|Pu⊥
v|2
)
. (5.4)

It is clear that the right-hand sides of (5.2) and (5.4) are independent of the particular
extension ofV toΩ ×RN . Note that we can replaceV byV in the right-hand side
of (5.4) so that by (5.3)

V uu(x, u)v · v = V uu(x, u)Pu⊥
v · Pu⊥

v − 2V u(x, u) · Pu⊥
v(u · v).

We now letρ ∈ C∞
0 (0,∞) with ρ(s) = 1 for s in a neighbourhood of1, and

ρ(s) = 0 for s ≥ 2. ForK > 0 we set

V K(x, u) = ρ(|u|)
(
V (x, u) +

K

2
(|u|2 − 1

)2)
. (5.5)

ClearlyV K ∈ C2(Ω × RN ), andV K
u (x, u) · u = 0 for x ∈ Ω, |u| = 1, and

V K(x, u) = 0 for |u| ≥ 2. Therefore forx ∈ Ω and|u| = 1,

V K
uu(x, u)v · v = V uu(x, u)Pu⊥

v ·Pu⊥
v − 2V u(x, u) ·Pu⊥

v(u · v) +K(u · v)2.

HenceV K
uu(x, u)Pu⊥

v · Pu⊥
v = V uu(x, u)Pu⊥

v · Pu⊥
v and so

V K
uu(x, u)v · v = V K

uu(x, u)Pu⊥
v · Pu⊥

v − 2V u(x, u) · Pu⊥
v(u · v) + K(u · v)2

≥ V K
uu(x, u)Pu⊥

v · Pu⊥
v − c|Puv||Pu⊥

v| + K|Puv|2.

This justifies the claim. In what follows we always assume thatV ∈ C2(Ω×RN ).
We proceed now by formally deriving the Euler-Lagrange equation associated

to Fε. For this we consider variationsϕ ∈ C∞(Ω;RN ) and deduce from the
condition

d

dt
Fε(

u + tϕ

|u + tϕ| )|t=0 = 0

that ∫
Ω

(
Du · D(Pu⊥

ϕ) + εVu(x, u)Pu⊥
ϕ
)
dx = 0,

from which we obtain the equation

Pu⊥
(∆u − εVu(x, u)) = 0

in Ω, and the natural boundary condition

Pu⊥ ∂u

∂ν
= 0,
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on∂Ω. Noting that∇(|u|2) = 0, we can rewrite the above as{
∆u + |Du|2u − ε(I − u ⊗ u)Vu(x, u) = 0 in Ω
∂u
∂ν = 0 on∂Ω.

(5.6)

Whenε = 0 the Euler-Lagrange equation reduces to{
∆u + |Du|2u = 0 in Ω
∂u
∂ν = 0 on∂Ω,

(5.7)

which is the well-known equation of harmonic maps into the unit sphere. It is clear
that in this case any functionu = ũ with ũ ∈ SN−1 is a solution to this system in
A2. However such functions are far from being the only solutions to this system.
For example whenΩ = B1 is the unit ball inRn with n = N ≥ 3 the function
u(x) = x/|x| is a solution to (5.7) that lies inA2. In fact this function is the unique
global minimizer of the Dirichlet integral overA2 subject to the linear boundary
conditionu = x on∂Ω (cf. [7], [22]).

In a similar way to Section 3 we proceed by formally seeking a solution to the
system (5.6) in the form

u(ε) = u + εv + ε2w + · · · , (5.8)

whereu = ũ for somẽu ∈ SN−1. Notice that unlike the problem studied in Section
3, the fact thatu = ũ is constant does not follow by substituting the above ansatz
in the equation and solving it foru. Indeed as explained in the previous paragraph
the system (5.7) in general has non-constant solutions.

Substituting (5.8) into (5.6) we get


∆v = (I − ũ ⊗ ũ)Vu(x, ũ) in Ω
v · ũ = 0 in Ω
∂v
∂ν = 0 on∂Ω,

(5.9)

for the coefficients ofε. A necessary condition for the solvability of the system
(5.9) is that ∫

Ω

(I − ũ ⊗ ũ)Vu(x, ũ) dx = 0.

Moreover in this case the solution is unique up to an additive constant vector. Note
that the second equation in (5.9) implies that this constant vector is normal toũ.
The coefficient ofε2 gives


∆w + |Dv|2ũ = (I − ũ ⊗ ũ)Vuu(x, ũ)v

−(ũ ⊗ v + v ⊗ ũ)Vu(x, ũ) in Ω
|v|2 + 2w · ũ = 0 in Ω
∂w
∂ν = 0 on∂Ω.

(5.10)

Again a necessary condition for the solvability of (5.10) is that∫
Ω

(
(I − ũ ⊗ ũ)Vuu(x, ũ)v − (ũ ⊗ v + v ⊗ ũ)Vu(x, ũ) − |Dv|2 ũ) dx = 0.

(5.11)
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Multiplying the first equation in (5.9) byv and integrating overΩ we get∫
Ω

(|Dv|2 + Vu(x, ũ) · v) dx = 0,

and therefore (5.11) can be written as∫
Ω

((I − ũ ⊗ ũ)Vuu(x, ũ) − ũ · Vu(x, ũ) I) v dx = 0.

Note that the linear transformation

V0 := −
∫

Ω

((I − ũ ⊗ ũ)Vuu(x, ũ) − ũ · Vu(x, ũ) I) dx

mapsũ⊥ to ũ⊥, and thus the constant vector mentioned above (normal toũ) can
be uniquely determined providedV0 : ũ⊥ → ũ⊥ is invertible.

Following this informal discussion and to establish rigorously the existence of
a continuous branch of solutions to (5.6) we proceed as follows. Assume that the
coordinate system is such that

ũ = eN = (0, 0, · · · , 1).

Let u(x) = (u1(x), u2(x), · · · , uN (x)) where

uN (x) =
√

1 − ΣN−1
i=1 u2

i (x) (5.12)

and||ui||L∞(Ω) are small for all1 ≤ i ≤ N − 1. Then clearly

u(x) ∈ SN−1

for a.e.x ∈ Ω. Furthermore we claim that if(u1, ..., uN ) satisfy the firstN − 1
equations in (5.6), then the last one is automatically satisfied. Indeed proceeding
formally, it follows from the constraintΣN

i=1u
2
i = 1 thatΣN

i=1ui∇ui = 0 and so

N∑
i=1

(|∇ui|2 + ui∆ui) = 0.

As |Du|2 = ΣN
i=1|∇ui|2, we have thatuN∆uN = −ΣN−1

i=1 ui∆ui − |Du|2. The
result now follows by multiplying thei-th equation byui, summing overi = 1 to
N−1 and recalling that((I−u⊗u)Vu(x, u))·u = 0. Similarly, from∂ui/∂ν = 0
for 1 ≤ i ≤ N −1, we deduce that∂uN/∂ν = 0. These computations are rigorous
for ui ∈ W 2,s(Ω), s > n

2 and||ui||L∞(Ω) sufficiently small,1 ≤ i ≤ N − 1, as is
the case for the solution constructed via the implicit function theorem below.
Let us now setU = (u − eN )/ε and solve the firstN − 1 equations of the system


∆U + ε|DU |2(eN + εU)
−(I − (eN + εU) ⊗ (eN + εU))Vu(x, eN + εU) = 0 in Ω

∂U
∂ν = 0 on∂Ω.

(5.13)



Local minimizers in micromagnetics 19

For this we introduce the map

T : R × (W 2,s(Ω))N−1 → (Es(Ω))N−1 × RN−1

for s > n
2 , defined by

T (ε, U ′) =




∆U1 − ε(h1(ε, x, U ′) − −∫
Ω
h1(ε, x, U ′) dx)

∂U1
∂ν (x)

...

∆UN−1 − ε(hN−1(ε, x, U ′) − −∫
Ω
hN−1(ε, x, U ′) dx)

∂UN−1
∂ν (x)

−∫
Ω
h1(ε, x, U ′) dx

...

−∫
Ω
hN−1(ε, x, U ′) dx




(5.14)

first for ε �= 0, whereU ′ = (U1, ..., UN−1) and

h(ε, x, U ′) :=−ε|DU |2U+
1
ε

((I − (eN + εU) ⊗ (eN + εU)) Vu(x, eN + εU)) ,

whereUN = ε−1(uN −1) is calculated using (5.12). As a simple Taylor expansion
shows,

Vu(x, eN + εU) = Vu(x, eN ) + εVuu(x, eN )U + O(ε2).

We can therefore write

−
∫

Ω

h(ε, x, U ′) dx =

−
∫

Ω

(−ε|DU |2U + (I − eN ⊗ eN )Vuu(x, eN )U

−(eN ⊗ U + U ⊗ eN )Vu(x, eN ) + O(ε)) dx, (5.15)

where we have assumed the following to hold

∫
Ω

(I − eN ⊗ eN ) Vu(x, eN ) dx = 0.

This suggests that we can extend the mapT to ε = 0 by substituting (5.15) into
the lastN − 1 columns in (5.14). ExtendingT in this way we find thatT ∈
C1(U; (Es(Ω))N−1 × RN−1), whereU = {(ε, U ′) ∈ R × W 2,s(Ω;RN−1) :
|eN + εU | < 1}. (Here we use, for example, thatU ∈ W 2,s(Ω;RN−1) implies



20 J.M. Ball et al.

|DU |2U ∈ Ls(Ω;RN ) sinces > n
2 .)

T (0, U ′) =




∆U1 − Vu1(x, eN )
∂U1
∂ν (x)

...

∆UN−1 − VuN−1(x, eN )
∂UN−1

∂ν (x)

−∫
Ω

(
Vu1uj

(x, eN )Uj(x) − VuN
(x, eN )U1(x)

)
dx

...

−∫
Ω

(
VuN−1 uj (x, eN )Uj(x) − VuN

(x, eN )UN−1(x)
)
dx




,

where the repeated suffixj is summed from1 to N . Assume now that the map
V0 : ũ⊥ → ũ⊥ is invertible. With our choices of coordinates this reduces to the
requirement that the matrix

−
∫

Ω

(
Vuiuj (x, eN ) − VuN

δij

)
dx (5.16)

with 1 ≤ i, j ≤ N − 1 is nonsingular. We proceed by considering the equation
T (0, U ′) = 0. It is well known that for all(f, g) ∈ (Es(Ω))N−1 the system{

∆U ′ = f
∂U ′
∂ν = g

has a solutionU ′ ∈ (W 2,s(Ω))N−1, which is unique up to an additive constant
c ∈ RN−1. This constant is determined uniquely by solving the lastN−1 equations
in T (0, U ′) = 0 because of (5.16). Corresponding to the formal expansion (5.8)
we denote the unique solution ofT (0, U ′) = 0 by v′. So as to apply the implicit
function theorem we need to show that the linear map

DU ′T (0, v′) : (W 2,s(Ω))N−1 → (Es(Ω))N−1 × RN−1

is a bijection. This amounts to showing that the system


∆z1 = f1
∂z1

∂ν
= g1

...

∆zN−1 = fN−1
∂zN−1

∂ν
= gN−1

−
∫

Ω

(
Vu1uj (x, eN )zj(x) − VuN

(x, eN )z1
)
dx = t1

...

−
∫

Ω

(
VuN−1 uj (x, eN )zj(x) − VuN

(x, eN )zN−1
)
dx = tN−1



Local minimizers in micromagnetics 21

has a unique solutionz ∈ (W 2,s(Ω))N−1 for all (f, g, t) ∈ (Es(Ω))N−1×RN−1.
But this follows easily from our assumptions.

By the implicit function theorem we thus have a solutionU ′ = (Uε)′ of
T (ε, U ′) = 0 which is a C1 map from some small interval(−ε0, ε0) →
W 2,s(Ω,RN−1) with (U0)′ = v′. Clearly(uε)′ = ε(Uε)′ is C1 in ε for |ε| < ε0.
Since the mapt → √

1 − |t|2 is smooth fort ∈ RN−1, |t| sufficiently small, and
sinces > n/2, it follows also thatuε

N =
√

1 − |(uε)′|2 is C1 from (−ε1, ε1) to
W 2,s(Ω) for some0 < ε1 < ε0, with u0

N = 1. Therefore we have proved the
following

Theorem 5.1. Let ũ ∈ SN−1 satisfy∫
Ω

(I − ũ ⊗ ũ)Vu(x, ũ) dx = 0 (5.17)

and let the linear mapV0 : ũ⊥ → ũ⊥ corresponding to the matrix

V0 := −
∫

Ω

((I − ũ ⊗ ũ)Vuu(x, ũ) − ũ · Vu(x, ũ)I) dx (5.18)

be invertible. Then the system(5.6) has a solutionuε that is aC1 map from some
small interval(−ε1, ε1) to W 2,s(Ω;RN ) that lies inA2 with u0 = ũ.

Remark 5.1.Note that it follows from the proof of the theorem thatUε = (uε −
ũ)/ε → v in W 1,∞(Ω;RN ) asε → 0, wherev is the unique solution of (5.9). In
fact we already showed in the proof that(Uε)′ → v′ asε → 0 in W 2,s(Ω;RN−1).
In the coordinates of the proof we have that

(Uε)N =
1
ε

(√
1 − ε2|(Uε)′|2 − 1

)
= −ε

2
|(Uε)′|2

∫ 1

0

ds√
1 − ε2|(Uε)′|2s

= −ε

2
g(ε, |(Uε)′|2)

whereg is smooth on(−εM , εM )× [0,M ], M = 2|| |v′| ||L∞(Ω), εM > 0 is suffi-
ciently small. Hence(Uε)N → 0 in W 2,s(Ω), and thusUε → v in W 2,s(Ω;RN ).
So DUε → Dv in Ls∗

(Ω;RN×n), where as usual,s∗ = ns
n−s is the Sobolev

conjugate ofs. Using this together with a simple bootstrap argument on equation
(5.13) and recalling thats > n

2 implies the claim.

Remark 5.2.It does not seem obvious whether or not the solutionuε obtained in
the above theorem is unique for sufficiently smallε and in a sufficiently small
neighbourhood ofuε.

Having proved the existence of a continuous branch of stationary points for the
functionalFε, we now study conditions under whichuε is a local minimizer for
Fε.
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Theorem 5.2. Assume that the hypotheses of Theorem5.1 hold and thatV0 : ũ⊥ →
ũ⊥ is positive definite(equivalently there existsµ > 0 such that the matrix

V = −
∫

Ω

(Vuu(x, ũ) − ũ · Vu(x, ũ) I) dx (5.19)

satisfiesV v · v ≥ µ|v|2 for all v ∈ ũ⊥). Then the solutionuε given by Theorem
5.1 is anL1 local minimizer ofFε.

Proof. Consider the unconstrained functional

F̃ε(u) =
∫

Ω

(
1
2ε

|Du|2 + V (x, u)

+
1
2
(|u|2 − 1)

(
− 1

ε
|Duε|2 − uε · Vu(x, uε)

))
dx.

As the integrandV has compact support,̃Fε is well defined and finite over the class
of admissible functionsW 1,2(Ω,RN ). Moreover it is clear that̃Fε(u) = Fε(u)
for everyu ∈ A2. The Euler-Lagrange equation associated with this functional can
be easily checked to be

{
∆u + |Duε|2u − ε(Vu(x, u) − uε · Vu(x, uε)u) = 0 in Ω
∂u
∂ν = 0 on∂Ω

Thusuε is a stationary point of̃Fε as a consequence of being a solution to the
system (5.6).

Letusnowconsider thesecondvariationofF̃ε atuε. Indeed forϕ∈C∞(Ω;RN )
we can write

δ2F̃ε(uε, ϕ) =
d2

dt2
F̃ε(uε + tϕ)|t=0

=
∫

Ω

(
1
ε
|Dϕ|2 + Vuiuj

(x, uε(x))ϕiϕj + |ϕ|2(−1
ε
|Duε|2 − uε · Vu(x, uε)

)
dx

=
1
ε

∫
Ω

(
|Dϕ|2 + ε((Vuiuj (x, u

ε(x)) − uε · Vu(x, uε)δij)

−1
ε
|Duε|2δij)ϕiϕj

)
dx,

Proceeding in a similar way as in Proposition 4.1 we can show this to be uniformly
positive if and only if the matrix

V ε = −
∫

Ω

(
(Vuu(x, uε(x)) − uε · Vu(x, uε)I) − 1

ε
|Duε|2I

)
dx
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is positive definite. But for the extension ofV K of V constructed at the beginning
of this section, withK sufficiently large, we have

V Kv · v = −
∫

Ω

V K
uu(x, ũ) dx v · v

≥ −
∫

Ω

V K
uu(x, ũ) dxPũ⊥

v · Pũ⊥
v − c|Pũv||Pũ⊥

v| + K|Pũv|2

≥ µ|Pũv|2 − c|Pũv||Pũ⊥
v| + K|Pũv|2

≥ µ

2
|v|2.

We now note that

(V K)ε − V K = −
∫

Ω

(
V K

uu(x, uε) − V K
uu(x, ũ)

)
dx − 1

ε

(
−
∫

Ω

|Duε|2 dx
)
I

satisfieslimε→0 |(V K)ε−V K | = 0 using Remark 5.1, and the positive definiteness
of (V K)ε follows. The proof is completed by applying Theorem 2.2 (see Remark
2.1). �

6 The energy functional of micromagnetics

In this section we focus on the energy functional of micromagnetics in the case of
a spatially uniform applied field

Jε(m) =
∫

Ω

(
1
2ε

|Dm|2 + W (m)
)

dx +
1
2

∫
R3

|hm|2 dx. (6.1)

Here we have setW (m) := ψ(m) + 1
2 |h − m|2 for the functional to agree with

the original form introduced in Section 1. It is initially assumed that the anisotropy
energy densityψ ∈ C2(S2). However as explained in Section 5 we can extendψ
to any neighbourhood ofS2, and in particular toR3. Since a substantial part of
the analysis in this section is similar to that of Section 5, we shall abbreviate the
arguments and refer the reader to the earlier discussions. We also mention that our
main device in dealing with the non-local term is Theorem 2.3.

Recall that hereΩ ⊂ R3 is a bounded domain with smooth boundary. Regarding
the admissible functions we set

A3 := {m ∈ W 1,2(Ω;R3) : |m(x)| = 1 a.e.}.
It is clear thatJε is well-defined and finite over this class. The Euler-Lagrange
equation associated toJε is easily seen to be{

∆m + |Dm|2m − ε(I − m ⊗ m)(Wm(m) − hm) = 0 in Ω
∂m
∂ν = 0 on∂Ω.

(6.2)

In a similar way to Section 5 we proceed by formally seeking a solution to (6.2) in
the form

m(ε) = m̃ + εv + ε2w + · · · , (6.3)
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wherem̃ ∈ S2. Substituting this into (6.2) we get


∆v = (I − m̃ ⊗ m̃)(Wm(m̃) − hm̃) in Ω
v · m̃ = 0 in Ω
∂v
∂ν = 0 on∂Ω

(6.4)

for the coefficients ofε. It follows that a necessary condition for solvability of (6.4)
is that ∫

Ω

(I − m̃ ⊗ m̃)(Wm(m̃) − hm̃) dx = 0.

Moreover in this case the solution is unique up to an additive constant. Note that the
second equation in (6.4) implies that this constant is normal tom̃. The coefficient
of ε2 gives


∆w + |Dv|2m̃ = (I − m̃ ⊗ m̃)(Wmm(m̃)v − hv)
−(m̃ ⊗ v + v ⊗ m̃)(Wm(m̃) − hm̃) in Ω

|v|2 + 2w · m̃ = 0 in Ω
∂w
∂ν = 0 on∂Ω.

(6.5)

Again a necessary condition for the solvability of (6.5) is that∫
Ω

((I − m̃ ⊗ m̃)(Wmm(m̃)v − hv) − (m̃ ⊗ v + v ⊗ m̃)(Wm(m̃) − hm̃)

− |Dv|2m̃) dx = 0. (6.6)

Multiplying the first equation in (6.4) byv and integrating overΩ we get∫
Ω

(|Dv|2 + (Wm(m̃) − hm̃) · v) dx = 0,

and thus (6.6) can be written as∫
Ω

((I − m̃ ⊗ m̃)(Wmm(m̃)v − hv) − m̃ · (Wm(m̃) − hm̃)v) dx = 0.

Thus the constant mentioned above (normal tom̃) can be uniquely determined
provided the linear mapW0 : m̃⊥ → m̃⊥ corresponding to the matrix

W0 := −
∫

Ω

((I − m̃ ⊗ m̃)(Wmm(m̃) + De) − m̃ · (Wm(m̃) − hm̃) I) dx

is invertible. This informal discussion leads us in exactly the same way as in Section
5 to the following

Theorem 6.1. Let m̃ ∈ S2 satisfy∫
Ω

(I − m̃ ⊗ m̃) (Wm(m̃) − hm̃) dx = 0 (6.7)

and let the linear mapW0 : m̃⊥ → m̃⊥ corresponding to the matrixW0 be
invertible. Then the system(6.2) has a solutionmε that is aC1 map from some
small interval(−ε1, ε1) to W 2,s(Ω;R3) that lies inA3 with m0 = m̃.
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Remark 6.1.Similarly to Remark 5.1 it follows from the proof of this theorem that
1
ε |Dmε|2 → 0 in L∞(Ω). We recall that equation (2.3) together with standard
elliptic theory and the fact thatmε → m̃ in W 2,s(Ω;R3) imply thathmε

→ hm̃

in L∞(Ω;R3). We use this fact later in the proof of Theorem 6.2.

Remark 6.2.Similarly to Remark 5.2, it is not obvious whether or not the solu-
tion mε obtained in the above theorem is unique for sufficiently smallε and in a
sufficiently small neighbourhood ofmε.

Having proved the existence of a continuous branch of stationary points for the
functionalJε we now study conditions under whichmε is a local minimizer ofJε.

Theorem 6.2. Assume that the hypotheses of Theorem6.1 hold and that the linear
mapW : m̃⊥ → m̃⊥ corresponding to the matrix

W :=
∫

Ω

(
Wmimj (m̃) − m̃ · (Wm(m̃) − hm̃)I

)
dx (6.8)

is positive definite. Then the solutionmε given by Theorem6.1 is an L1 local
minimizer ofJε.

Proof. Consider the unconstrained functional

J̃ε(m) :=
1
2

∫
R3

|hm|2 dx +
∫

Ω

(
1
2ε

|Dm|2 + W (m) (6.9)

−1
2
(|m|2 − 1)

(1
ε
|Dmε|2 + mε · (Wm(mε) − hmε)

))
dx.

As we may assume that the integrandW has compact support,̃Jε is well-defined
and finite over the class of admissible functionsW 1,2(Ω;R3). MoreoverJ̃ε(m) =
Jε(m) for everym ∈ A3. We now use Theorem 2.3 to write

J̃ε(mε + ϕ) − J̃ε(mε) = J ε(mε + ϕ) − J ε(mε) +
1
2

∫
R3

|hϕ|2 dx,

whereϕ lies inW 1,2(Ω;R3) and

J ε(m) := −
∫

Ω

hmε · m +
∫

Ω

(
1
2ε

|Dm|2 + W (m) (6.10)

−1
2
(|m|2 − 1)

(1
ε
|Dmε|2 + mε · (Wm(mε) − hmε)

))
dx.

Thus the conclusion of the theorem follows if we show thatmε is anL1 local
minimizer ofJ ε. It is easy to verify that the Euler-Lagrange equation associated
with this functional is


∆m + |Dmε|2m − ε(Wm(m) − hmε

−(mε · (Wm(mε) − hmε))m) = 0 in Ω
∂m
∂ν = 0 on∂Ω.
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Thusmε is a stationary point ofJ ε as a consequence of being a solution to the
system (6.2).

We now look at the second variation ofJ ε atmε. For this letϕ ∈ C∞(Ω;R3)
and consider

δ2J ε(mε, ϕ) =
d2

dt2
J ε(mε + tϕ)|t=0

=
∫

Ω

(
1
ε
|Dϕ|2 + Wmimj

(mε)ϕiϕj

−
(1
ε
|Dmε|2 + mε · (Wm(mε) − hmε)

)
|ϕ|2

)
dx

=
1
ε

∫
Ω

(
|Dϕ|2 + ε

(
(Wmimj

(mε) − mε · (Wm(mε)

−hmε)δij) − 1
ε
|Dmε|2δij

)
ϕiϕj

)
dx.

Proceeding in a similar way to Proposition 4.1, in particular choosing an appropriate
extension ofW , we can show this to be uniformly positive if and only if the matrix

W ε
ij =

∫
Ω

(
(Wmimj

(mε) − mε · (Wm(mε) − hmε)δij) − 1
ε
|Dmε|2δij

)
dx

is positive definite. But this follows in a similar way to Theorem 5.2 recalling Re-
mark 6.1. �
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