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Solid crystals Liquid crystals

Pearlite in steel
www.spaceflight.esa.int

http://chemwiki.ucdavis.edu

Oleg Lavrentovich (Kent State)

Nematic liquid crystal defects

Nematic
liquid
crystal

Wikipedia
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Modelling

Analysis and predictions

of model 

Comparison with experiment

The scientific method for mathematicians
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Mathematical areas relevant to the study

of solid and liquid crystals

Group theory, linear algebra, invariant theory, 

nonlinear analysis, partial differential equations, 

calculus of variations, dynamical systems,

probability, statistical mechanics, scientific computation,

geometric measure theory, differential geometry, 

topology, algebraic geometry… 
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Common variational structure

5



6



Plan of course

This week:

Crystalline solids, interfaces and microstructure

Next week:

Liquid crystals and the description of defects.
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Crystalline solids, interfaces and 

microstructure
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Macrotwins in Ni65Al35 involving two tetragonal 

variants (Boullay/Schryvers)
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Martensitic microstructures in CuAlNi (Chu/James)
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CuZnAl  microstructure:  Michel Morin (INSA de Lyon)
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Topics

1. Nonlinear elasticity.

2. Existence of minimizers and analysis tools.

3. Martensitic phase transformations.

4. Microstructure.

5. Austenite-martensite interfaces.

6. Complex microstructures. Nucleation of austenite.

7. Local minimizers with and without interfacial energy.
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1.  Nonlinear elasticity
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The central model of solid mechanics.  Rubber, metals (and 
alloys), rock, wood, bone … can all be modelled as elastic 
materials, even though their chemical compositions are 
very different.

For example, metals and alloys are crystalline, with grains 
consisting of regular arrays of atoms. 

http://www.doitpoms.ac.uk

Iron carbon

alloy, showing

grain structure



Polymers (such as rubber) consist of long chain 

molecules that are wriggling in thermal motion, often 

joined to each other by chemical bonds called 

crosslinks. 

Schematic presentation of two strands (blue and green) of natural 

rubber after vulcanization with sulphur. (Wikipedia) 15



http://classes.mst.edu/civeng120/less

ons/wood/cell_structure/index.html

Wood and bone have a cellular structure.

White ash

Patrick Siemer, San Francisco, USA

Human hip bone
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A brief history
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1678   Hooke's Law

1705   Jacob Bernoulli 

1742   Daniel Bernoulli 

1744   L. Euler  elastica (elastic rod)

1821   Navier, special case of linear elasticity via molecular model      

(Dalton’s atomic theory was 1807)

1822   Cauchy, stress, nonlinear and linear elasticity 

For a long time the nonlinear theory was ignored/forgotten.

1927     A.E.H. Love, Treatise on linear elasticity 

1950's  R. Rivlin, Exact solutions in incompressible nonlinear elasticity 

(rubber) 

1960 - 80  Nonlinear theory clarified by J.L. Ericksen,   C. Truesdell …

1980 - Mathematical developments, applications to materials,     

biology …



Kinematics

18

Label the material points of the body by the

positions x ∈ Ω they occupy in the reference

configuration.



Deformation gradient

F = Dy(x, t), Fiα = ∂yi
∂xα

.
19



Invertibility

20

To avoid interpenetration of matter, we re-

quire that for each t, y(·, t) is invertible on Ω,

with sufficiently smooth inverse x(·, t). We also

suppose that y(·, t) is orientation preserving;

hence

J = detF (x, t) > 0 for x ∈ Ω. (1)

By the inverse function theorem, if y(·, t) is C1,

(1) implies that y(·, t) is locally invertible.
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Global inverse function theorem for

C1 deformations

22

Let Ω ⊂ R3 be a bounded domain with

Lipschitz boundary ∂Ω (in particular Ω lies on

one side of ∂Ω locally). Let y ∈ C1(Ω̄;R3) with

detDy(x) > 0 for all x ∈ Ω̄

and y|∂Ω one-to-one. Then y is invertible on

Ω̄.

Proof uses degree theory. cf Meisters and Olech,

Duke Math. J. 30 (1963) 63-80.



Notation

M3×3 = {real 3× 3 matrices}
M3×3

+ = {F ∈M3×3 : detF > 0}
SO(3) = {R ∈M3×3

+ : RTR = 1}
= {rotations}.

If a ∈ R3, b ∈ R3, the tensor product a ⊗ b is

the matrix with the components

(a⊗ b)ij = aibj.

[Thus (a⊗ b)c = (b · c)a if c ∈ R3.]
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Square root theorem

24

Let C be a positive symmetric 3 × 3 matrix.

Then there is a unique positive definite

symmetric 3× 3 matrix U such that

C = U2

(we write U = C1/2).



Formula for the square root

25

Since C is symmetric it has a spectral

decomposition

C =
3�

i=1

λiêi ⊗ êi.

Since C > 0, it follows that λi > 0. Then

U =
3�

i=1

λ
1/2
i êi ⊗ êi

satisfies U2 = C.



Polar decomposition theorem

26

Let F ∈M3×3
+ . Then there exist positive

definite symmetric U, V and R ∈ SO(3) such

that

F = RU = V R.

These representations (right and left

respectively) are unique.



Proof. Suppose F = RU. Then U2 = FTF :=

C. Thus if the right representation exists U

must be the square root of C. But if a ∈
R

3 is nonzero, Ca · a = |Fa|2 > 0, since F is

nonsingular. Hence C > 0. So by the square

root theorem, U = C1/2 exists and is unique.

Let R = FU−1. Then

RTR = U−1FTFU−1 = 1

and detR = detF (detU)−1 = +1.

The representation F = V R1 is obtained simi-

larly using B := FFT , and it remains to prove

R = R1. But this follows from F = R1

�
RT

1V R1

�
,

and the uniqueness of the right representation. 27



Strain tensors and singular values

28

For F = Dy, U and V are the right and left

stretch tensors;

C = U2 = FTF and B = V 2 = FFT are the

right and left Cauchy—Green strain (tensors)

respectively.

The strictly positive eigenvalues v1, v2, v3 of U

(or V ) are the principal stretches (= singular

values of F ).



Invariants

29

The characteristic polynomial of C is given by

det(C − λ1) = −λ3 + ICλ
2 − IICλ + IIIC.

= (v21 − λ)(v22 − λ)(v23 − λ)

Hence

IC = v21 + v22 + v23 = trC

IIC = v21v
2
2 + v22v

2
3 + v23v

2
1

IIIC = (v1v2v3)
2 = detC.

Note that the invariants of B are the same as

those of C.



State of strain

30

Fix x, t. Then

y(x + z, t) = y(x, t) + F (x, t)z + o(|z|).

Thus to first order in z the deformation is

given by a rotation followed by a stretching

of amounts vi along mutually orthogonal axes,

or vice versa. Equivalently, since

F = RU = RQDQT = R̃DQT ,

where D = diag (v1, v2, v3), it is given by a ro-

tation, followed by stretching along the coor-

dinate axes, then another rotation.



Exercise: simple shear

31

y(x) = (x1 + γx2, x2, x3).

F =






cosψ sinψ 0
− sinψ cosψ 0

0 0 1











cosψ sinψ 0

sinψ 1+sin2 ψ
cosψ 0

0 0 1




 ,

tanψ = γ
2. As γ → 0+ the eigenvectors of U

and V tend to 1√
2
(e1 + e2),

1√
2
(e1 − e2), e3.

γ = tan θ

θ = angle of shear

Show that



Cauchy’s stress hypothesis

32

There is a vector field

s(y, t, n) (the Cauchy

stress vector) that

gives the force per

unit area exerted across a smooth oriented

surface S on the material on the negative side

of S by the material on the positive side.

n
s(y, t, n)

y

y(Ω, t)

S



Resultant surface force on y(E, t) is given by



∂y(E,t)
s(y, t, n) da.

33

s(y, t, n)y

n
Ω

E

y(E, t)



Piola-Kirchhoff stress vector

34

The Piola—Kirchhoff stress vector sR(x, t,N) is

parallel to the Cauchy stress vector s, but

measures the surface force per unit area in the

reference configuration, acting across the

(deformed) surface y(SR, t) having normal N

in the reference configuration.

N

x
SR y(x, t)

n
sR 
 s

y(SR, t)



So the resultant surface force on y(E, t) can

also be expressed as



∂E
sR(x, t,N) dA.

The change of variables formula

nda = (cofF)N dA.

relates the normal n and area element da in the

deformed configuration to the normal N and

area element dA in the reference configuration.
35



Balance law of linear momentum

36

d

dt




E
ρRv dx =




∂E
sR(x, t,N) dA +




E
ρRb dx,

for all E, where v(x, t) = ẏ(x, t) is the velocity

and b = b(y, t) is the body force density.

Cauchy showed that this implies that sR is

linear in N , i.e.

sR(x, t,N) = TR(x, t)N

where the second order tensor (matrix) TR is

called the Piola-Kirchhoff stress tensor.



The Cauchy stress tensor

37

sR dA = TRN dA

= TR(cofF)−1nda

= TRJ
−1FTnda

= s da

Hence s(y, t) = T (y, t)n, where the

Cauchy stress tensor T is given by

T = J−1TRF
T .

T symmetric if and only balance of angular

momentum holds.



d

dt




E

�
1

2
ρR|yt|2 + ε

�
dx =




E
b · yt dx

+



∂E
tR · yt dA +




E
r dx−




∂E
qR ·N dA, (1)

for all E ⊂ Ω, where ρR = ρR(x) is the density

in the reference configuration, ε is the internal

energy density, b is the body force, tR is the

Piola-Kirchhoff stress vector, qR the reference

heat flux vector and r the heat supply.

Balance of Energy

38



We assume this holds in the form of the Clausius-

Duhem inequality

d

dt




E
η dx ≥ −




∂E

qR ·N
θ

dS +



E

r

θ
dx (2)

for all E, where η is the entropy and θ the

temperature.

Second Law of Thermodynamics

39



Thermoelasticity

40

For a homogeneous thermoelastic material we

assume that TR, qR, ε, η are functions of F, θ,∇θ.

Define the Helmholtz free energy by ψ = ε−θη.

Then a classical procedure due to Coleman and

Noll shows that in order for such constitutive

equations to be consistent with the Second

Law, we must have

ψ = ψ(F, θ), η = −Dθψ, TR = DFψ.



The Ballistic Free Energy

Suppose that the the mechanical boundary

conditions are that y = y(x, t) satisfies

y(·, t)|∂Ω1
= ȳ(·) and the condition that the

applied traction on ∂Ω2 = ∂Ω \ ∂Ω1 is zero,

and that the thermal boundary condition is

θ(·, t)|∂Ω3
= θ0, qR ·N |∂Ω\∂Ω3

= 0,

where θ0 > 0 is a constant. Assume that the

heat supply r is zero, and that the body force

is given by b = −gradyh(x, y), 41



Thus from (1), (2) with E = Ω and the

boundary conditions

d

dt




Ω



1

2
ρR|yt|2 + ε− θ0η + h

�
dx ≤




∂Ω
tR · yt dS −




∂Ω

�
1− θ0

θ

�
qR ·N dS = 0.

So E =
�
Ω

�
1
2ρR|yt|2 + ε− θ0η + h

�
dx is a

Lyapunov function. (Note that it is not the

Helmholtz free energy ψ(F, θ) = ε(F, θ)−θη(F, θ)
that appears in the expression for E but

ε(F, θ) − θ0η(F, θ), where θ0 is the boundary

temperature.)
42



Thus it is reasonable to suppose that typically

(yt, y, θ) tends as t→∞ to a (local) minimizer

of E. If the dynamics and boundary conditions

are such that as t → ∞ we have yt → 0 and

θ → θ0, then this is close to saying that y tends

to a local minimizer of

Iθ0(y) =



Ω
[ψ(Dy, θ0) + h(x, y)] dx.

(The calculation given follows work of Duhem,

Ericksen and Coleman & Dill.)

43



Of course a lot of work would be needed to

justify this (we would need well-posedness of

suitable dynamic equations plus information on

asymptotic compactness of solutions and more;

this is currently out of reach). And what if the

minimum of the energy is not attained?

For some remarks on the case when θ0 depends

on x see J.M. Ball and G. Knowles,

Lyapunov functions for thermoelasticity with

spatially varying boundary temperatures. Arch.

Rat. Mech. Anal., 92:193—204, 1986.
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Variational formulation of nonlinear 

elastostatics

The preceding calculation motivates seeking a

deformation y = y(x) minimizing the total free

energy at temperature θ given by

Iθ(y) =




Ω
ψ(Dy(x), θ) dx.

subject to suitable boundary conditions, where

we have assumed for simplicity that the body-

force potential is zero.

We regard θ as a constant parameter (no heat

conduction etc).
45



Properties of 

46

Assume

(H1) ψ(·, θ) : M3×3
+ → [0,∞) is C1.

(H2) ψ(F, θ)→∞ as detF → 0+

(H3) (Frame indifference) ψ(QF, θ) = ψ(F, θ)

for all Q ∈ SO(3), F ∈M3×3
+ .

Hence ψ(F, θ) = ψ(RU, θ) = ψ(U, θ) = ψ̃(C, θ).

ψ



Frame-indifference implies T symmetric

47

Hence balance of angular momentum is

automatically satisfied.

Proof. Let K be skew. Then

0 =
d

dt
ψ(eKtF, θ)|t=0

= DFψ(eKtF, θ) ·KeKtF |t=0

= Jtr (TKT )

= JTijKij,

where we used that T = J−1TRF
T .



Material symmetry

48

Some materials have a mechanical response

that depends on how they are oriented in the

reference configuration. To make this precise

we ask the question as to which initial linear

deformations H ∈ M3×3
+ do not change ψ?

That is, for which H do we have

ψ(F, θ) = ψ(FH, θ) for all F ∈M3×3
+ ?

These H form a subgroup S of M3×3
+ , the

symmetry group of ψ. For example, if ψ has

cubic symmetry we can take

S = P24 = {rotations of a cube}.



Isotropic materials

49

These are materials for which all rotations are

in the symmetry group, i.e. SO(3) ⊂ S.
Theorem

The following conditions are equivalent:

(i) ψ is isotropic;

(ii) ψ(F, θ) = h(IB, IIB, IIIB, θ) for some h;

(iii) ψ(F, θ) = Φ(v1, v2, v3, θ) for some Φ that

is symmetric with respect to permutations of

v1, v2, v3;

(iv) T (F, θ) = a01+ a1B + a2B
2, where a0, a1,

a2 are scalar functions of IB, IIB, IIIB and θ

(Rivlin—Ericksen representation)



Linear elasticity

50

This is not a special case of nonlinear elastic-

ity but a linearization of it about a stress free

state, taken to be the reference configuration,

so that TR(1, θ) = DFψ(1, θ) = 0.

We write y(x, t) = x + u(x, t) where u(x, t) is

the displacement. Then

F (x, t) = 1 +∇u(x, t),

and we seek a theory that applies when ∇u is

small.



The elasticity tensor

51

Writing F = 1 + H and assuming ψ(·, θ) is C2

near 1 we have that

ψ(1 + H, θ) = ψ(1, θ) +
1

2
D2

Fψ(1, θ)(H,H) + o(|H|2)
TR(1 + H, θ) = DFTR(1, θ) ·H + o(|H|).

Set C(θ) = DFTR(1, θ) = D2
Fψ(1, θ) (elasticity

tensor). Thus C : M3×3 →M3×3, with

(C(θ)H)ij = cijkl(θ)Hkl

where the elasticities

c(θ)ijkl =
∂2ψ

∂Fij∂Fkl
(1, θ).



Symmetries of the elasticity tensor

52

Major symmetries cijkl = cklij
Minor symmetries (frame indifference)

cijkl = cjikl = cijlk

Isotropy: linearized stress given by

Ce = 2µe+λ(tr e) 1, where e = 1
2(Du+(Du)T ),

and λ, µ are the Lamé constants.



Exercise

A homogeneous isotropic elastic body in a stress-

free state in the reference configuration is rigidly

rotated through an angle θ, so that the

deformation is y(x) = R(θ)x, where

R(θ) =






cos θ sin θ 0
− sin θ cos θ 0

0 0 1




 .

Show that according to nonlinear elasticity the

body remains stress-free ...

53



... but that according to linear elasticity the

Cauchy stress has the form

T = −2(1− cos θ)






λ + µ 0 0
λ + µ 0

0 0 λ




 .

For a certain mild steel, λ = 102.9GPa, µ =

80.86GPa. Calculate the value of θ for which

the maximum ‘phantom’ stress (=|T11|) reaches

the value 465× 10−3GPa (which would in

tension cause fracture of the material).

54



2. Existence of minimizers and analysis tools

55



Lp spaces

Let 1 ≤ p ≤ ∞.

Lp(Ω) = {u : Ω→ R : 
u
p <∞},

where


u
p =





(
�
Ω |u(x)|p dx)

1
p if 1 ≤ p <∞

ess supx∈Ω |u(x)| if p =∞

Lp(Ω;Rn) = {u = (u1, . . . , un) : ui ∈ Lp(Ω)}.

u(j) → u in Lp if 
u(j) − u
p → 0.

All mappings, sets assumed measurable, all

integrals Lebesgue integrals.

56



The Sobolev space W1,p

W1,p = {y : Ω→ R
3 : 
y
1,p <∞}, where


y
1,p =

�
(
�
Ω[|y(x)|p + |Dy(x)|p] dx)1/p if 1 ≤ p <∞

ess supx∈Ω (|y(x)|+ |Dy(x)|) if p =∞

Dy is interpreted in the weak (or distributional)

sense, so that



Ω

∂yi
∂xα

ϕdx = −



Ω
yi

∂ϕ

∂xα
dx

for all ϕ ∈ C∞0 (Ω).

i.e. y ∈ Lp(Ω;R3),Dy ∈ Lp(Ω;M3×3).

57



Weak convergence

= convergence of averages

u(j) converges weakly to u (or weak* if p =∞)

in Lp, written u(j) ⇀ u (or u(j) ∗
⇀ u if p = ∞)

if



Ω
u(j)ϕdx→




Ω
uϕdx for all ϕ ∈ Lp′,

where 1
p + 1

p′ = 1.

58



The importance of weak convergence for

nonlinear PDE comes from the fact that if

1 < p ≤ ∞ then any bounded sequence in Lp

has a weakly convergent subsequence (weak*

if p =∞).

If the bounded sequence is a sequence of

approximating solutions to the PDE (e.g.

coming from some numerical method, or a

minimizing sequence for a variational problem),

then the weak limit is a candidate solution.

But then we need somehow to pass to the limit

in nonlinear terms using weak convergence.
59



Example: Rademacher functions.

λ0 1

a

b

θ θ(x) =

�
a if 0 < x ≤ λ
b if λ < x ≤ 1

extended periodically to R.

Exercise. Define θ(j)(x) = θ(jx).

(i) Prove that θ(j)
∗
⇀ λa+ (1− λ)b in L∞(0,1)

(ii) Deduce that if f : R→ R is continuous and

such that u(j) ∗
⇀ u in L∞ implies f(u(j))

∗
⇀ f(u)

in L∞ then f is affine, i.e. f(v) = αv + β for

constants α, β.

2−1 x

60



We say that y(j) ⇀ y in W1,p

if y(j) ⇀ y in Lp and Dy(j) ⇀ Dy in Lp

(⇀ replaced by
∗
⇀ if p =∞).

Question: for what continuous

f : M3×3 → R

does y(j)
∗
⇀ y in W1,∞ imply

f(Dy(j))
∗
⇀ f(Dy) in L∞?

61
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Writing W(F ) = ψ(F, θ) we want to minimize

I(y) =



Ω
W (Dy) dx

in the set of admissible mappings

A = {y ∈W1,1 : detDy(x) > 0 a.e., y|∂Ω1
= ȳ}.

(Note that we have for the time being replaced

the invertibility condition by the local

condition detDy(x) > 0 a.e., which is easier to

handle.)
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So far we have assumed that

(H1) W : M3×3
+ → [0,∞) is C1,

(H2) W(F )→∞ as detF → 0+,

so that setting W(F ) = ∞ if detF ≤ 0, we

have that W : M3×3 → [0,∞] is continuous,

and that W is frame-indifferent, i.e.

(H3) W(RF) = W(F ) for all R ∈ SO(3), F ∈M3×3.

(In fact (H3) plays no direct role in the

existence theory.)

64



Growth condition

1
|F |

y = Fx

lim
|F |→∞

W (F )

|F |3
=∞

says that you can’t get a finite line segment

from an infinitesimal cube with finite energy.

65



We will use growth conditions a little weaker

than this. Note that if

W(F) ≥ C(1 + |F |3+ε)

for some ε > 0 then any deformation with finite

elastic energy



Ω
W (Dy(x)) dx

and satisfying suitable boundary conditions is

in W1,3+ε and so is continuous by the Sobolev

embedding theorem.

66



Convexity conditions

The key difficulty is that W is never convex

Reasons

1. Convexity of W is inconsistent with (H2)

because M3×3
+ is not convex.

(Recall that W is convex if

W(λF + (1− λ)G) ≤ λW (F) + (1− λ)W (G)

for all F,G and 0 ≤ λ ≤ 1.)

67



detF < 0 detF > 0

A = diag (1,1,1)

B = diag (−1,−1,1)

1
2(A + B) = diag (0,0,1)

W (1
2(A + B)) =∞

> 1
2W (A) + 1

2W (B)

Remark: M3×3
+ is

not simply-connected.

68



2. If W is convex, then any equilibrium solution

(solution of the EL equations) is an absolute

minimizer of the elastic energy

I(y) =



Ω
W(Dy) dx.

Proof.

I(z) =



Ω
W (Dz) dx ≥




Ω
[W (Dy) + DW (Dy) · (Dz −Dy)] dx = I(y).

This contradicts common experience of nonunique

equilibria, e.g. buckling.
69



Rank-one matrices and the Hadamard

jump condition
N

Dy = A, x ·N > k

Dy = B, x ·N < k x ·N = k

y piecewise affine

Let C = A − B. Then Cx = 0 if x · N = 0.

Thus C(z − (z · N)N) = 0 for all z, and so

Cz = (CN ⊗N)z. Hence

A−B = a⊗N
Hadamard

jump condition
70



x0

N

More generally this holds for y piecewise C1,

with Dy jumping across a C1 surface.

Dy+(x0) = A

Dy−(x0) = B A−B = a⊗N

Exercise: prove this by blowing up around x

using yε(x) = εy(x−x0
ε ).

(See later for generalizations

when y not piecewise C1.) 71



Rank-one convexity

W is rank-one convex if the map

t �→W(F + ta⊗N) is convex for each

F ∈M3×3 and a ∈ R3, N ∈ R3.

Equivalently,

W(λF + (1− λ)G) ≤ λW (F ) + (1− λ)W(G)

if F,G ∈M3×3 with F −G = a⊗N and

λ ∈ (0,1).

(Same definition for Mm×n.)

72



Rank-one convexity is consistent with (H2) be-

cause det(F+ta⊗N) is linear in t, so that M3×3
+

is rank-one convex

(i.e. if F,G ∈ M3×3
+ with F − G = a ⊗ N then

λF + (1− λ)G ∈M3×3
+ .)

Rank-one cone

Λ = {a⊗N : a,N ∈ R3}F

73



If W ∈ C2(M3×3
+ ) then W is rank-one convex

iff

d2

dt2
W(F + ta⊗N)|t=0 ≥ 0,

for all F ∈M3×3
+ , a,N ∈ R3, or equivalently

D2W(F)(a⊗N, a⊗N) =
∂2W(F)

∂Fiα∂Fjβ
aiNαajNβ ≥ 0,

(Legendre-Hadamard condition).
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Quasiconvexity (C.B. Morrey,1952)

Let W : Mm×n → [0,∞] be continuous. W is

said to be quasiconvex at F ∈ Mm×n if the

inequality



Ω
W (F +Dϕ(x)) dx ≥




Ω
W(F ) dx

holds for any ϕ ∈W
1,∞
0 (Ω;Rm), and is

quasiconvex if it is quasiconvex at every

F ∈Mm×n.
Here Ω ⊂ Rn is any bounded open set

with Lipschitz boundary, and W
1,∞
0 (Ω;Rm)

is the set of those y ∈W1,∞(Ω;Rm) which are

zero on ∂Ω (in the sense of trace).

definition

independent

of Ω

Could replace

by C∞0 (Ω;Rm)
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Setting m = n = 3 we see that W is

quasiconvex if for any F ∈M3×3 the pure

displacement problem to minimize

I(y) =



Ω
W (Dy(x)) dx

subject to the linear boundary condition

y(x) = Fx, x ∈ ∂Ω,

has y(x) = Fx as a minimizer.
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Another form of the definition that is

equivalent for finite continuous W is that



Q
W(Dy) dx ≥ (measQ)W (F )

for any y ∈W1,∞ such that Dy is the restriction

to a cube Q (e.g. Q = (0,1)n) of a Q-periodic

map on Rn with 1
measQ

�
QDy dx = F .

One can even replace periodicity with almost

periodicity (see J.M. Ball, J.C. Currie, and P.J.

Olver, J. Functional Anal., 41:135—174, 1981).

77



Theorem

If W is continuous and quasiconvex then W is

rank-one convex.

Proof

We prove that

W(F ) ≤ λW (F−(1−λ)a⊗N)+(1−λ)W(F+λa⊗N)

for any F ∈Mm×n, a ∈ Rm, N ∈ Rn, λ ∈ (0,1).

Without loss of generality we suppose that

N = e1. We follow an argument of Morrey.
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λ−(1− λ)

ρ

−ρ

x1

xj

Dϕ = λa⊗ e1 −(1− λ)a⊗ e1

−ρ−1λ(1− λ)a⊗ ej

ρ−1λ(1− λ)a⊗ ej
D1

+D1-

Dj
+

Dj
-

The values of Dϕ are shown.

Let D = (−(1− λ), λ)× (−ρ, ρ)n−1 and let D±j
be the pyramid that is the convex hull of the

origin and the face of D with normal ±ej.

Let ϕ ∈W
1,∞
0 (D;Rm) be affine in each

D±j with ϕ(0) = λ(1− λ)a.
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By quasiconvexity

(2ρ)n−1W (F ) ≤ (2ρ)n−1λ

n
W (F − (1− λ)a⊗ e1)

+
(2ρ)n−1(1− λ)

n
W (F + λa⊗ e1)

+
n�

j=2

(2ρ)n−1

2n
[W (F + ρ−1λ(1− λ)a⊗ ej)

+W (F − ρ−1λ(1− λ)a⊗ ej)]

Suppose W(F ) <∞. Then dividing by (2ρ)n−1,

letting ρ → ∞ and using the continuity of W ,

we obtain

W (F) ≤ λW (F − (1− λ)a⊗ e1) + (1− λ)W (F + λa⊗ e1)

as required.
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Now suppose that W (F − (1 − λ)a ⊗ e1) and

W (F +λa⊗e1) are finite. Then g(τ) = W (F +

τa⊗ e1) lies below the chord joining the points

(−(1− λ), g(−(1− λ))), (λ, g(λ)) whenever

g(τ) < ∞, and since g is continuous it follows

that g(0) = W (F ) <∞.

λ−(1− λ)

g
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Corollary

If m = 1 or n = 1 then a continuous W :

Mm×n → [0,∞] is quasiconvex iff it is convex.

Proof.

If m = 1 or n = 1 then rank-one convexity is

the same as convexity. If W is convex (for any

dimensions) then W is quasiconvex by Jensen’s

inequality:

1

measΩ




Ω
W (F + Dϕ) dx

≥W

�
1

measΩ




Ω
(F + Dϕ) dx

�
= W (F ).
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Theorem (van Hove)

Let W (F ) = cijklFijFkl be quadratic. Then

W is rank-one convex ⇔ W is quasiconvex.

Proof.

Let W be rank-one convex. Since for any

ϕ ∈W
1,∞
0




Ω
[W (F + Dϕ)−W (F )] dx =




Ω
cijklϕi,jϕk,l dx

we just need to show that the RHS is ≥ 0.

Extend ϕ by zero to the whole of Rn and take

Fourier transforms.
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By the Plancherel formula



Ω
cijklϕi,jϕk,l dx =




Rn
cijklϕi,jϕk,l dx

= 4π2



Rn
Re [cijklϕ̂iξj ¯̂ϕkξl] dξ

≥ 0

as required.
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Null Lagrangians

When does equality hold in the quasiconvexity

condition? That is, for what L is



Ω
L(F + Dϕ(x)) dx =




Ω
L(F) dx

for all ϕ ∈W
1,∞
0 (Ω;Rm)? We call such L

quasiaffine.
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Theorem (Landers, Morrey, Reshetnyak ...)

If L : M3×3 → R is continuous then the

following are equivalent:

(i) L is quasiaffine.

(ii) L is a (smooth) null Lagrangian, i.e. the

Euler-Lagrange equations DivDFL(Du) = 0

hold for all smooth u.

(iii) L(F) = const.+C ·F +D · cofF + edetF .

(iv) u �→ L(Du) is sequentially weakly

continuous from W1,p → L1 for sufficiently

large p (p > 3 will do).
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Polyconvexity

Definition

W is polyconvex if there exists a convex

function g : M3×3×M3×3×R→ (−∞,∞] such

that

W (F ) = g(F, cof F,detF ) for all F ∈M3×3.
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Theorem

Let W be polyconvex, with g lower

semicontinuous. Then W is quasiconvex.

Proof. Writing J(F ) = (F, cof F,detF ) and

−



Ω
f dx =

1

measΩ




Ω
f dx,

−



Ω
W(F + Dϕ(x)) dx = −




Ω
g(J(F + Dϕ(x))) dx

Jensen
≥ g

�
−



Ω
J(F +Dϕ) dx

�

= g(J(F ))

= W(F ). 90



Remark

There are quadratic rank-one convex W that

are not polyconvex. Such W cannot be written

in the form

W(F ) = Q(F ) +
N�

l=1

αlJ
(l)
2 (F),

where Q ≥ 0 is quadratic and the J
(l)
2 are 2×2

minors (Terpstra, D. Serre).
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Examples and counterexamples

We have shown that

W convex ⇒ W polyconvex ⇒ W quasiconvex

⇒ W rank-one convex.

The reverse implications are all false.

�⇐ W = det �⇐ Zhang

�⇐ Šverák

So is there a tractable characterization of

quasiconvexity? This is the main road-block

of the subject.
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Theorem (Kristensen 1999)

There is no local condition equivalent to

quasiconvexity (for example, no condition

involving W and any number of its derivatives

at an arbitrary matrix F).

This might lead one to think that it is not

possible to characterize quasiconvexity. On the

other hand Kristensen also proved

Theorem (Kristensen)

Polyconvexity is not a local condition.
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For example, one might contemplate a

characterization of the type

W quasiconvex ⇔ W is the supremum of a

family of special quasiconvex functions

(including null Lagrangians).
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Quasiconvexity is essentially both necessary and

sufficient for the existence of minimizers (for

the sufficiency under suitable growth

conditions on W).

However, as well as being a practically

unverifiable condition, the existence theorems

based on quasiconvexity (still) do not really

apply to elasticity because they assume that

W is everywhere finite, whereas this is

contradicted by (H2).
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Existence based on polyconvexity

We will show that it is possible to prove the

existence of minimizers for mixed boundary value

problems if we assume W is polyconvex and

satisfies (H2) and appropriate growth

conditions. Furthermore the hypotheses are

satisfied by various commonly used models of

natural rubber and other materials.
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Theorem (Müller, Qi &Yan 1994, following JB 1977)

Suppose that W satisfies (H1), (H2) and

(H4) W(F) ≥ c0(|F |2 + |cof F |3/2)− c1 for all

F ∈M3×3, where c0 > 0,

(H5) W is polyconvex, i.e. W(F) = g(F, cof F,detF)

for all F ∈M3×3 for g continuous and convex.

Assume that there exists some y in

A = {y ∈W1,1(Ω;R3) : y|∂Ω1
= ȳ}

with I(y) <∞, where H2(∂Ω1) > 0 and

ȳ : ∂Ω1 → R
3. Then there exists a global min-

imizer y∗ of I in A.
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The theorem applies to the Ogden materials:

Φ =
N�

i=1

αi(v
pi
1 + v

pi
2 + v

pi
3 − 3)

+
M�

i=1

βi((v2v3)
qi + (v3v1)

qi + (v1v2)
qi − 3)

+h(v1v2v3)

where αi, βi, pi, qi are constants and h is convex,

h(δ) → ∞ as δ → 0+, h(δ)
δ → ∞ as δ → ∞,

under appropriate conditions on the constants.
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Sketch of proof

Let’s make the slightly stronger hypothesis that

g(F,H, δ) ≥ c0(|F |p + |H|p′ + |δ|q)− c1,

for all F ∈ M3×3, where p ≥ 2, 1
p + 1

p′ = 1,

c0 > 0 and q > 1.

Let l = infy∈A I(y) <∞ and let y(j) be a

minimizing sequence for I in A, so that

lim
j→∞

I(y(j)) = l.

99



Then we may assume that for all j

l + 1 ≥ I(y(j))

≥



Ω

�
c0[|Dy(j)|p + |cof Dy(j)|p′

+|detDy(j)|q]− c1
�
dx.

Lemma

There exists a constant d > 0 such that




Ω
|z|pdx ≤ d

�


Ω
|Dz|pdx +

�����




∂Ω1

z dA

�����

p�

for all z ∈W1,p(Ω;R3).
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By the Lemma y(j) is bounded in W1,p and so

we may assume y(j) ⇀ y∗ in W1,p for some y∗.

But also we have that cof Dy(j) is bounded in

Lp′ and that detDy(j) is bounded in Lq. So

we may assume that cof Dy(j) ⇀ H in Lp′ and

that detDy(j) ⇀ δ in Lq.

By the results on the weak continuity of minors

we deduce that H = cof Dy∗ and δ = detDy∗.
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Let u(j) = (Dy(j), cof Dy(j),detDy(j)),

u = (Dy∗, cof Dy∗,detDy∗)). Then

u(j) ⇀ u in L1(Ω;R19).

But g is convex, and so (e.g. using Mazur’s

theorem),

I(y∗) =




Ω
g(u) dx ≤ lim inf

j→∞




Ω
g(u(j)) dx

= lim
j→∞

I(y(j)) = l.

But y(j)|∂Ω1
= ȳ ⇀ y∗|∂Ω1

in L1(∂Ω1;R
3) and

so y∗ ∈ A and y∗ is a minimizer.
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Invertibility

We cheated and replaced the physical

requirement that y be invertible

(non-interpenetration of matter) with

the local condition detDy(x) > 0.

For pure displacement boundary-value prob-

lems, i.e. y|∂Ω = ȳ|∂Ω, there are extensions

of the global inverse function theorem for C1

maps to mapping belonging to Sobolev spaces

(JB 1981, Šverák 1988)
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For mixed boundary-value problems P.G. Ciar-

let and J. Nečas (1985) proposed minimizing

I(y) =



Ω
W(Dy) dx

subject to the boundary condition y|∂Ω1
= ȳ

and the global constraint



Ω
detDy(x) dx ≤ volume (y(Ω)),

They showed that IF a minimizer y∗ is

sufficiently smooth then this constraint corre-

sponds to smooth self-contact.
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They then proved the existence of minimizers

satisfying the constraint for mixed boundary

conditions under the growth condition

W (F) ≥ c0(|F |p + |cofF |q + (detF )−s)− c1,

with p > 3, q ≥ p
p−1, s > 0. (The point is to

show that the constraint is weakly closed.)

105



3.  Martensitic phase transformations
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These involve a change of shape of the crystal 
lattice of some alloy at a critical temperature.

e.g. cubic to tetragonal

θ > θc

cubic

austenite

θ < θc

three tetragonal variants

of martensite

cubic to 
orthorhombic
(e.g. CuAlNi)

θ < θc

six orthorhombic variants

of martensite
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Energy minimization problem

for single crystal
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Energy-well structure

austenite

martensite

K(θ) = {A ∈M3×3
+ that minimize ψ(A, θ)}

Assume

110



For cubic to tetragonal N = 3 and

U1 = diag (η2, η1, η1), U2 = diag (η1, η2, η1),

U3 = diag (η1, η1, η2).

The Ui(θ) are the distinct matrices QU1(θ)Q
T

for Q ∈ P24 = cubic group.

For cubic to orthorhombic N = 6 and

111



From the form of K(θ), we need to know what

the rank-one connections are between two given

energy wells SO(3)U , SO(3)V .

SO(3)U SO(3)VA
B

A−B = a⊗N �= 0
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Theorem

Let U = UT > 0, V = V T > 0. Then SO(3)U,

SO(3)V are rank-one connected iff

U2 − V 2 = c(M ⊗N +N ⊗M) (∗)

for unit vectors M , N and some c �= 0.

If M �= ±N there are exactly two rank-one

connections between V and SO(3)U given by

RU = V + a⊗N, R̃U = V + ã⊗M,

for suitable R, R̃ ∈ SO(3), a, ã ∈ R3.
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Proof. Note first that

det(V + a⊗N) = detV · det(1 + V −1a⊗N)

= detV · (1 + V −1a ·N).

Hence if 1 + V −1a · N > 0, then by the polar

decomposition theorem RU = V + a ⊗ N for

some R ∈ SO(3) if and only if

U2 = (V + N ⊗ a)(V + a⊗N)

= V 2 + V a⊗N + N ⊗ V a + |a|2N ⊗N

= V 2 + (V a +
1

2
|a|2N)⊗N + N ⊗ (V a +

1

2
|a|2N).

If a �= 0 then V a+ 1
2|a|2N �= 0, since otherwise

V a · V −1a +
1

2
|a|2V −1a ·N = 0,

i.e. 2+V −1a·N = 0. This proves the necessity

of (*).
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Conversely, suppose (∗) holds. We need to

find a �= 0 such that V a + 1
2|a|2N = cM and

1 + V −1a · N > 0. So we need to find t such

that

a = cr + ts

where |cr+ts|2+2t = 0 and 1+(cr+ts) ·s > 0,

where we have written r = V −1M, s = V −1N .

The quadratic for t has the form

t2|s|2 + 2t(1 + cr · s) + c2|r|2 = 0

which has roots

t =
−(1 + cr · s)±

�
(1 + cr · s)2 − c2|r|2|s|2

|s|2
. 115



Since detU2 = detV 2 det(1 + c(r ⊗ s+ s⊗ r)),

det(1+c(r⊗s+s⊗r)) = (1+cr ·s)2−c2|r|2|s|2
is positive and the roots are real. In order to

satisfy 1 + cr · s + t|s|2 > 0 we must take the

+ sign, giving a unique a, and thus unique R

such that RU = V + a⊗N .

Similarly we get a unique ã and R̃ such that

R̃U = V + ã⊗M .

To complete the proof it suffices to check the

following

Lemma

If c(M ⊗ N + N ⊗M) = c′(P ⊗ Q + Q ⊗ P ) for

unit vectors P,Q and some constant c′, then

either P ⊗Q = ±M ⊗N or P ⊗Q = ±N ⊗M. 116



Corollaries.

1. There are no rank-one connections between

matrices A,B belonging to the same energy

well.

Proof. In this case U = V , contradicting c �= 0.

2. If Ui, Uj are distinct martensitic variants

then SO(3)Ui and SO(3)Uj are rank-one

connected if and only if det(U2
i −U2

j ) = 0, and

the possible interface normals are orthogonal.

Variants separated by such interfaces are called

twins.

Proof. Clearly det(U2
i − U2

j ) = 0 is

necessary, since the matrix on the RHS of (*)

is of rank at most 2.
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Conversely suppose that det(U2
i − U2

j ) = 0.

Then U2
i − U2

j has the spectral decomposition

U2
i − U2

j = λe⊗ e + µê⊗ ê,

and since Uj = RUiR
T for some R ∈ P24 it

follows that tr (U2
i − U2

j ) = 0. Hence µ = −λ
and

U2
i − U2

j = λ(e⊗ e− ê⊗ ê)

= λ

�
e + ê√

2
⊗ e− ê√

2
+

e− ê√
2
⊗ e + ê√

2

�

,

as required.
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3. There is a rank-one connection between

pairs of matrices A ∈ SO(3) and B ∈ SO(3)Ui

if and only if Ui has middle eigenvalue 1.

Remark: Another equivalent condition due to

Forclaz is that det(Ui − Uj) = 0. This is

because of the surprising identity (not valid in

higher dimensions)

det(U2
i −U2

j ) = (λ1+λ2)(λ2+λ3)(λ3+λ1) det(Ui−Uj).

Proof. If there is a rank-one connection then

1 is an eigenvalue since det(U2
i − 1) = 0.
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Choosing e with M ·e > 0, N ·e > 0 and M ·e > 0,

N ·e < 0, we see that 1 is the middle eigenvalue.

Conversely, if 1 is the middle eigenvalue

U2
i − 1 =

λ2
3 − λ2

1

2
((αe1 + βe3)⊗ (−αe1 + βe3)

+(−αe1 + βe3)⊗ (αe1 + βe3)) ,

where α =

�
1−λ2

1

λ2
3−λ2

1

, β =

�
λ2
3−1

λ2
3−λ2

1

.
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Simple laminate

Layering twins
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4.   Microstructure
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Some general considerations 

The microstructures arising from martensitic

transformations are driven by compatibility of

gradients. The product phases have to fit

together geometrically, generating a

microgeometry that is partly captured by

gradient Young measures (see below).

In trying to understand why we see some

microstructures and not others, we will use

methods based on energy minimization.

However, the formation of microstructure is

obviously a pattern formation problem, which

really should be treated using an appropriate

dynamical model.
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Such a model should tell us which morpholog-

ical features are predictable (e.g. via invariant

manifolds, attractors ) in a given experiment,

and predict them.

However it is not clear what are appropriate

dynamical equations, and both theoretical and

numerical analysis currently intractable for any

such model.

Unfortunately static theories are not truly

predictive:

(i) Large redundancy in energy minimizers.

(ii) The microstructure geometry is typically

assumed a priori, and shown to be consistent

with the theory (although interesting details

may be predicted).
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The free-energy function ψ(·, θ) is not quasi-

convex. This is because the existence of twins

implies that ψ(·, θ) is not rank-one convex.

So we expect the minimum of the energy in

general not to be attained, with minimizing

sequences y(j) in general generating infinitely

fine microstructures. 126



Gradient Young measures

Given a sequence of gradients

Dy(j), fix j, x, δ.

Let E ⊂M3×3, where

M3×3 = {3× 3 matrices}

νx,j,δ(E) =
vol {z ∈ B(x, δ) : Dy(j)(z) ∈ E}

vol B(x, δ)

νx(E) = lim
δ→0

lim
j→∞

νx,j,δ(E)

is the gradient Young measure generated by

Dy(j).
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Gradient Young measure of simple 

laminate
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Quasiconvexification

Let K ⊂M3×3 be compact,

e.g. K =
�N
i=1 SO(3)Ui(θ).

Of functions:

Wqc = sup{g quasiconvex : g ≤W}.

Of sets:

A subset E ⊂ M3×3 if E = g−1(0) for some

non-negative quasiconvex function g.
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Kqc = quasiconvexificationofK

=
�
{E : K ⊂ E, E quasiconvex}

= {ν̄ : ν gradient Young measure ,

supp ν ⊂ K}
= {F ∈M3×3 : g(F ) ≤ max

A∈K
g(A)

for all quasiconvex g}.
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5.  Austenite-martensite interfaces
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How does austenite transform to martensite as θ
passes through θc?

It cannot do this by means of an exact interface 
between austenite and martensite, because this 
requires the middle eigenvalue of Ui to be one, 
which in general is not the case (but see studies of 
James et al on low hysteresis alloys).

So what does it do?
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(Classical) austenite-martensite interface in CuAlNi
(courtesy C-H Chu and R.D. James)
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Gives formulae of  the 
crystallographic
theory of martensite
(Wechsler, Lieberman,
Read)

24 habit planes for 
cubic-to-tetragonal
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Rank-one connections for A/M interface

136



Possible lattice parameters
for classical austenite-martensite
interface .
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Macrotwins in Ni65Al35 involving two tetragonal 

variants (Boullay/Schryvers)
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Crossings and steps
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Macrotwin formation

Similar effects and analysis

in β-titanium: T. Inamura,

M. Ii, N. Kamioka,

M. Tahara, H. Hosoda,

S. Miyazaki ICOMAT 2014
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B/Schryvers 2003

Different martensitic plates 
never compatible 
(Bhattacharya)
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Nonclassical austenite-martensite

interfaces (B/Carstensen 97)
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Nonclassical interface with double 

laminate
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Nonclassical interface calculation

νx = δ1

νx = ν
supp ν ⊂

�
N

i=1
SO(3)Ui
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Two martensitic wells
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For a nonclassical interface we need that for

some a, b, c satisfying these inequalities the mid-

dle eigenvalue of FTF is one, and we thus get

(Ball & Carstensen 97) such an interface pro-

vided

η−1
2 ≤ η1 ≤ 1 or 1 ≤ η−1

2 ≤ η1 if η3 < 1,

η2 ≤ η−1
1 ≤ 1 or 1 ≤ η2 ≤ η−1

1 if η3 > 1.

The proof is by calculating Kpc and showing

by construction that any F ∈ Kpc belongs to

Kqc.
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More wells – necessary conditions

K =
N�

i=1

SO(3)Ui

147



First choose ϕ(G) = ± det(G). Then

detF = σmin(F )σmid(F )σmax(F ) = ηminηmidηmax.
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Finally choose ϕ(G) = σmax(cofG), which is a

convex function

of cof (G) and hence polyconvex. Then

σmid(F )σmax(F ) ≤ ηmidηmax

Combining these inequalities we get that

ηmin ≤ η−1
mid ≤ ηmax.
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For cubic to tetragonal we have that

U1 = diag (η2, η1, η1), U2 = diag (η1, η2, η1),

U3 = diag (η1, η1, η2),

and the necessary conditions become

η1 ≤ η−1
1 ≤ η2 if η1 ≤ η2,

η2 ≤ η−1
1 ≤ η1 if η1 ≥ η2.

But these turn out to be exactly the conditions

given by the two-well theorem to construct a

rank-one connection from

(SO(3)U1 ∪ SO(3)U2)
qc to the identity!

Hence the conditions are sufficient also.
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Values of deformation parameters allowing classical and 

nonclassical austenite-martensite interfaces
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Interface normals

152



Experimental 

procedure

(H. Seiner)
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Optical 
micrograph 
(H. Seiner) of 
non-classical 
interface 
between 
austenite and 
a martensitic 
microstructure
. 
The arrows 
indicate the 
orientations of 
twinning 
planes of 
Type-II and 
compound 
twinning 
systems
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Twin crossing gradients 156



Possible nonclassical interface normals

157



Curved interface between crossing twins and austenite resulting from the inhomogeneity of 

compound twinning. (Optical microscopy,H. Seiner)
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Construction of curved interface

This is possible at zero stress provided 1 is

rank-one connected to a relative interior point

of the set K = ∪Ni=1SO(3)Ui of the martensitic

wells, where relative is taken with respect to

the set D = {A : detA = detUi}. Such relative

interior points are known to exist in the cubic-

to-tetragonal case due to a result by Dolzmann

and Kirchheim.

JB, K. Koumatos 2014 159



6. Complex microstructures. Nucleation of austenite.
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Zn45Au30Cu2 ultra low hysteresis alloy
Yintao Song, Xian Chen, Vivekanand Dabade, 
Thomas W. Shield, Richard D James, Nature, 502, 85–88 (03 October 2013)
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CuZnAl  microstructure:  Michel Morin (INSA de Lyon)
162
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Let G(a, y) be the set of such ν = (νx)x∈B(0,1).
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Proof of Theorem 2 uses quasiregular maps,

which are useful also in constructing nonpoly-

convex quasiconvex functions. False in higher

dimensions (Iwaniec, Verhota, Vogel 2002)
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Application to a bicrystal

168



Question: Is it true that whatever the orien-

tation of the planar interface between the two

grains there must be a nontrivial microstruc-

ture in both grains?

Results 1. Whatever the orientation there al-

ways exists a zero-energy microstructure which

has a pure phase (i.e. νx = δA) in one of the

grains.

Microstructure in polycrystalline

BaTiO3 (G. Arlt).
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Result 2. Suppose that α = π/4. Then it is im-

possible to have a zero-energy microstructure

with a pure phase in one of the grains if the

interface contains a normal (cos θ, sin θ) ∈ D1

and another normal (cos θ′, sin θ′) ∈ D2, where

D1 = (
π

8
,
3π

8
)∪(

5π

8
,
7π

8
)∪(

9π

8
,
11π

8
)∪(

13π

8
,
15π

8
)

D2 = (
−π
8

,
π

8
)∪(

3π

8
,
5π

8
)∪(

7π

8
,
9π

8
)∪(

11π

8
,
13π

8
)
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Proofs use:

1. A reduction to the case m = n = 2 using

the plane strain result for the two-well problem

(JB/James).

2. The characterization of the quasiconvex

hull of two wells (JB/James), which equals

their polyconvex hull.

3. Use of the generalized Hadamard jump con-

dition to show that there has to be a rank-one

connection b⊗N between the polyconvex hulls

for each grain.

4. Long and detailed calculations. 171



Specimen: single crystal of CuAlNi prepared by

the Bridgeman method in the form of a

prismatic bar of dimensions 12×3×3mm3 in

the austenite with edges approximately along

the principal cubic directions.

172

Nucleation of austenite in martensite

JB, Konstantinos Koumatos, Hanus Seiner 2012, 2013

Localized heating experiment:

By unidirectional compression along its longest

edge, the specimen was transformed into a

single variant of mechanically stabilized

martensite. Due to the mechanical stabiliza-

tion effect the reverse transition did not occur

during unloading.



The martensite-to-austenite transition temper-

atures were AS = −6◦C and AF = 22◦C. The

critical temperature TC for the transition from

the stabilized martensite induced by homoge-

neous heating for this specimen was ∼60◦C.

This was estimated from optical observations

of the transition with one of the specimen faces

laid on and thermally contacted with a gradu-

ally heated Peltier cell, using a heat conducting

gel.

173

The specimen was freely laid on a slightly pre-

stressed, free-standing polyethylene (PE) foil

to ensure minimal mechanical constraints, then

locally heated by touching its surface with an

ohmically heated tip of a (digital) soldering

iron with temperature electronically controlled

to be 200◦C, i.e. significantly above the AS

and TC temperatures.



Single crystal of CuAlNi. Pure variant of martensite. Heated by tip of soldering iron. 
174



When touched at a corner, nucleation of austen-

ite occured there immediately. When touched

at an edge or face, nucleation did not oc-

cur at the site of the localized heating, but

at some corner, after a time delay (sufficient

for heat conduction to make the temperature

there large enough).
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Proposed explanation. Nucleation is geomet-

rically impossible in the interior, on faces and

at edges, but not at a corner. We express this

by proving in a simplified model that if Us de-

notes the initial pure variant of martensite then

at Us the free-energy function is quasiconvex

(in the interior), quasiconvex at the boundary

faces, and quasiconvex at the edges, but not

at a corner.

To make the problem more tractable we as-

sume that ψ(A, θ) := W (A) is infinite outside

the austenite and martensite energy wells. 179



Idealized model

I(ν) =



Ω
!νx,W " dx =




Ω




M3×3
W (A) dνx(A) dx,

where

W(A) =






−δ A ∈ SO(3)

0 A ∈ �6
i=1 SO(3)Ui

+∞ otherwise

,

and δ > 0.

So W (A) <∞ on

K = SO(3) ∪
6�

i=1

SO(3)Ui
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Theorem I(ν) ≥ I(δUs)

(quasiconvexity at Us)

Nucleation impossible in the interior

181



Similarly in these cases we have

Theorem I(ν) ≥ I(δUs)

(quasiconvexity at the boundary and

edges at Us)

Nucleation impossible at faces or edges

182



Nucleation possible at a corner

I(ν) < I(δUs)

I not quasiconvex at such a corner.183



Remarks

1. We are able to prove quasiconvexity at faces

with most, but not all, normals. What would

happen for a specimen that was a ball?

Possible face normals for which we
can prove quasiconvexity, using
deformation parameters for Seiner’s
specimen.
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2. We have shown that a localized nucle-

ation can only occur at a corner, but one could

hope to show using methods of Grabovsky &

Mengesha (2009) that any ν sufficiently close

to δUs with I(ν) < I(δUs) must involve nucle-

ation at a corner.
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Above AS = −6◦C the energy of the

austenite is less than that of the martensite.

So why doesn’t the transition from the

stabilized martensite to austenite by

homogeneous heating take place at a much

lower temperature than Tc ∼ 60◦C? In other

words, what is the explanation for the

mechanical stabilization effect?

186

Mechanical stabilization



One piece of evidence is that under

homogeneous heating the nucleation still takes

place at a corner, suggesting the relevance of

the quasiconvexity calculations.

While a general explanation is lacking, a

relevant consideration is the following: if we

nucleate a small volume V of austenite from

a single laminate of martensite (idealizing the

thermally induced martensite) by introducing

an austenite-martensite interface at a corner,

we reduce the energy by δV plus a term pro-

portional to V , representing the energy of the

interfaces between twins in the laminate which

are no longer there in the austenite. 187



7.  Local minimizers with and without interfacial energy

188



Incompatibility-induced hysteresis

JB/James 2014

Example.

Consider the integral

I(y) =



Ω
W(Dy) dx,

where W : M3×3 → R and W has two

local minimizers at A,B with rank (A−B) > 1

and W (A)−W (B) > 0 sufficiently small.

A
B

W(A)−W(B)

189



Claim. Under suitable growth hypotheses on

W , ȳ(x) = Ax + c is a local minimizer of I in

L1(Ω;R3), i.e. there exists ε > 0 such that

I(y) ≥ I(ȳ) if
�
Ω |y − ȳ| dx < ε.

Idea: since A and B are incompatible, if we

nucleate a region in which Dy(x) ∼ B there

must be a transition layer in which the increase

of energy is greater than the decrease of energy

in the nucleus.

Dy ∼ B

transition

layer

Dy(x) = A

190
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However the

is unresolved.
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Transition layer estimate:

Suppose K1, K2 ⊂Mm×n incompatible,

Ω ⊂ Rn a bounded Lipschitz domain.

Let 1 < p < ∞. Then there exist constants

ε0(K1,K2, p,Ω) > 0, γ0(K1,K2, p,Ω) > 0 such

that if 0 ≤ ε ≤ ε0, y ∈W1,p(Ω;Rm) then



Tε(y)
[1 + |Dy|p] dx

≥ γ0 min{Ln(Ω1,ε(y)),Ln(Ω2,ǫ(y))},

where

Ωi,ε(y) = {x ∈ Ω : Dy(x) ∈ Nε(Ki)}

Tε(y) = {x ∈ Ω : Dy(x) �∈ Nε(K1) ∪Nε(K2)}



Hence one can prove a metastability theorem

for microstructures with a pair of incompatible

sets K1,K2 replacing the matrices A,B.

Applications:

1. Biaxial experiments on CuAlNi of Chu &James.

2. Pure dilatational transformations with en-

ergy wells SO(3) and kSO(3) with k > 0.

3. Terephthalic acid. Huge transformation

strain

U =






0.970 0.038 −0.121
0.038 0.835 −0.017
−0.121 −0.017 1.298





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NiMn Baele, van Tenderloo, Amelinckx

Some interfaces are atomistically sharp

while others are diffuse …
199

Interfacial energy



Diffuse (smooth) 

interfaces in 

Pb3V2O8

Manolikas, van Tendeloo, 
Amelinckx 

200



Diffuse interface in perovskite (courtesy Ekhard Salje)
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No interfacial energy

202



Second gradient model for diffuse interfaces

JB/Elaine Crooks (Swansea) 

How does interfacial energy affect the predic-

tions of the elasticity model of the austenite-

martensite transition?
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Use simple second gradient model of interfacial

energy (cf Barsch & Krumhansl, Salje ), for

which energy minimum is always attained.

It is not clear how to justify this model on the

basis of atomistic considerations (the wrong

sign problem — see, for example, Blanc, LeBris,

Lions).
204



No boundary conditions (i.e. boundary trac-

tion free), so result will apply to all boundary

conditions.

205

Hypotheses



by Friesecke, James, Müller Rigidity Theorem
206



Reduce to problem of local minimizers for

207

Idea of proof
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Smoothing of twin boundaries



Lemma

Let Dy(x) = F (x·N), where F ∈W
1,1
loc (R;M3×3)

and

F (x ·N)→ A,B

as x · N → ±∞. Then there exist a constant

vector a ∈ R3 and a function u : R → R3 such

that

u(s)→ 0, a as s→ −∞,∞,

and for all x ∈ R3

F (x ·N) = A + u(x ·N)⊗N.

In particular

B = A + a⊗N. 209
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Liquid crystals and the description of defects.



Topics

1. Liquid crystals, phase transitions and order parameters.

2. The Landau – de Gennes and Oseen – Frank theories.

3. Onsager theory.

4. The description of defects.

213



Some themes

• Function spaces as a part of models in physics

• Relation between different levels of 

description (e.g. molecular vs continuum, 

order parameters of different dimensions)

• Lessons from solid mechanics

• Constraints (equality and inequality) on 

unknowns in variational problems

214



1. Liquid crystals, phase transitions and order parameters

215



What are liquid crystals?

A multi-billion dollar industry.

An intermediate state of matter between liquids and solids. 

Liquid crystals flow like liquids, but the constituent 

molecules retain orientational order.

HP bistable display

216



Molecular structure

Liquid crystals are of many different types, the main 
classes being nematics, cholesterics and smectics

Nematics consist of rod-like molecules.

Length 2-3 nm

Prof. Dr. Wolfgang Muschik

TU Berlin

http://wwwitp.physik.tu-berlin.de/muschik/

Commercial liquid crystal displays use a mixture of several different fluids.

217



Depending on the nature of the molecules, the 

interactions between them and the temperature 

the molecules can arrange themselves in 

different phases.

Isotropic fluid – no orientational

or positional order

218



Nematic phase

orientational but

no positional

order

Smectic A

phase

Smectic C

phase

Orientational and some positional order

The molecules have time-varying orientations

due to thermal motion. 219



Electron micrograph

of nematic phase

http://www.netwalk.com/~laserlab/lclinks.html
220



Cholesterics

DoITPoMS, Cambridge

If a chiral dopant is added the

molecules can form a cholesteric

phase in which the mean

orientation of the molecules

rotates in a helical fashion.

221



Isotropic to nematic phase 

transition
The nematic phase typically forms on cooling

through a critical temperature θc by a phase

transformation from a high temperature isotropic

phase.

θm θc

θ > θc

isotropic

θm < θ < θc

nematic

θ < θm

other LC or

solid phase

MBBA17⁰C 45⁰C
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DoITPoMS, 
Cambridge

MBBA
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The director

A first mathematical description of the nematic

phase is to represent the mean orientation of

the molecules by a unit vector n = n(x, t).

n

But note that for most liquid

crystals n is equivalent to −n,
so that a better description is

via a line field in which we

identify the mean orientation

by the line through the origin

parallel to it.
224



The twisted nematic display

225



Modelling via molecular dynamics

Monte-Carlo simulation using Gay-Berne

potential to model the interaction between

molecules, which are represented by ellipsoids.

http://mw.concord.org

This interaction potential is

an anisotropic version of the

Lennard-Jones potential

between pairs of atoms

or molecules.
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UGB = 4ε0ε(r̂ij, ûi, ûj)[u(r̂ij, ûi, ûj)
12−u(r̂ij, ûi, ûj)6],

where

u(r̂ij, ûi, ûj) =
σc

rij − σ(r̂ij, ûi, ûj) + σc
,

rij = |̂rij|, and where the functions σ(r̂ij, ûi, ûj)

and ε(r̂ij, ûi, ûj) measure the contact distance

between the ellipsoids and the attractive well

depth respectively (depending in particular on

the ellipsoid geometry) and ε0, σc are empirical

parameters.
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Twisted nematic display simulation

M. Ricci, M. Mazzeo, R. Berardi, P. Pasini, C. Zannoni, 2009 
(courtesy Claudio Zannoni)

944,784 molecules, including 157,464 fixed in layers near the 
boundaries to prescribe the orientation there.
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Continuum models 

Ω

To keep things simple consider

only static configurations,

for which the fluid velocity is zero.

229



Microscopic state variables

We represent a typical liquid crystal molecule

by a 3D region M (rod, ellipsoid, parallepiped

...) of approximately the same shape and

symmetry. We place M in a standard position

with centroid at the origin, e.g.

and define the isotropy

groups

GM = {R ∈ O(3) : RM = M}
G+
M = {R ∈ SO(3) : RM = M}
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If GM = G+
M then the molecule is said to be

chiral (as in cholesterics).

RM = R̃M for R, R̃ ∈ SO(3) iff R̃TR ∈ G+
M .

Hence the orientation of a molecule can be rep-

resented by an element of the space of cosets

SO(3)/G+
M (cf Mermin 1979).

For M a cylindrical rod

or ellipsoid of revolution

we can identify SO(3)/G+
M with RP2, that is

with lines through the origin parallel to the long

axis, or equivalently with matrices p⊗p, p ∈ S2.

p−p
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x

Ω

Molecular orientations of nematics

Fix x ∈ Ω and a

small δ > 0.

Might also want to average

over a small time interval.

x

B(x, δ)
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Example:

µ = 1
2(δe + δ−e) represents a state of perfect

alignment parallel to the unit vector e.
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If the orientation of molecules is equally

distributed in all directions, we say that the

distribution is isotropic, and then µ = µ0, where

dµ0(p) =
1

4π
dp,

for which ρ(p) = 1
4π.

A natural idea would be to use as an order

parameter the probability measure µ = µx.

However this represents an infinite-dimensional

state variable at each point x, and if we use as

an approximation an order parameter consist-

ing of a finite number of moments of µ then

we have instead a finite-dimensional state

variable.
234



Because µ(E) = µ(−E) the first moment



S2
p dµ(p) = 0.
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The second moment tensor of the isotropic

distribution µ0, dµ0 = 1
4πdp, is

M0 =
1

4π




S2
p⊗ p dS =

1

3
1

(since
�
S2 p1p2 dS = 0,

�
S2 p21 dS =

�
S2 p22 dS etc

and trM0 = 1.)
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Since Q is symmetric and trQ = 0,

Q = λ1n1 ⊗ n1 + λ2n2 ⊗ n2 + λ3n3 ⊗ n3,

where {ni} is an orthonormal basis of eigen-

vectors of Q with corresponding eigenvalues

λi = λi(Q) satisfying λ1 + λ2 + λ3 = 0.

Since Q ≥ −1
31, each λi ≥ −1

3 and hence

−1
3 ≤ λi ≤ 2

3.

Conversely, if each λi ≥ −1
3 then M is the

second moment tensor for some µ, e.g. for

µ =
3�

i=1

(λi +
1

3
)
1

2
(δni + δ−ni). 237



If λmax(Q) = 2
3 then for the corresponding

eigenvector emax we have

Memax · emax =




S2
(p · emax)

2dp = 1,

and hence



S2
|p⊗ p− emax ⊗ emax|2dµ = 0,

and so µ = 1
2(δemax + δ−emax).
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Remark. Q = 0 does not imply µ = µ0.

For example we can take

µ =
1

6

3�

i=1

(δei + δ−ei).

If λmin(Q) = −1
3 then for the corresponding

eigenvector emin we have Qemin · emin = −1
3,

and hence



S2
(p · emin)

2dµ(p) = 0,

and so µ is supported on the great circle of S2

perpendicular to emin.
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In fact it is extremely difficult to find Q that

are not very close to uniaxial with a constant

value of s (typically 0.6-0.7). We will see why

this is to be expected later.
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Note that

Qn · n =
2s

3

= !(p · n)2 − 1

3
"

= !cos2 θ − 1

3
",

where θ is the angle between p and n. Hence

s =
3

2
!cos2 θ − 1

3
".
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If Q = s(n⊗ n− 1
31) is uniaxial then

|Q|2 =
2s2

3
, detQ =

2s3

27
.

If Q is uniaxial and s > 0 then λmax(Q) = 2
3s

and n = nmax(Q), the corresponding eigenvec-

tor of Q. For general biaxial Q the director is

often identified with nmax(Q).
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Proof. The characteristic equation of Q is

det(Q− λ1) = detQ− λtr cof Q + 0λ2 − λ3.

But 2tr cof Q = 2(λ2λ3+λ3λ1+λ1λ2) = (λ1+

λ2 + λ3)
2− (λ2

1 + λ2
2 + λ2

3) = −|Q|2. Hence the

characteristic equation is

λ3 − 1

2
|Q|2λ− detQ = 0,

and the condition that λ3− pλ+ q = 0 has two

equal roots is that p ≥ 0 and 4p3 = 27q2.

Proposition.

Given Q = QT , trQ = 0, Q is uniaxial iff

|Q|6 = 54(detQ)2.
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Thus for nematic liquid crystals we have

various choices for the order parameter:

244

the probability density function ρ (∞-dimensional,

Onsager-type theories)

Q (5-dimensional, Landau - de Gennes theory)

(s, n) (3-dimensional, Ericksen theory)

n (2-dimensional, Oseen-Frank theory)
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The Landau – de Gennes and Oseen – Frank theories



Landau – de Gennes theory

246

For simplicity we work at a constant temper-

ature θ. Let Ω be a bounded domain in R
3.

At each point x ∈ Ω, we have a corresponding

order parameter tensor Q(x). We suppose that

the material is described by a free-energy den-

sity ψ(Q,∇Q, θ), so that the total free energy

is given by

Iθ(Q) =



Ω
ψ(Q(x),∇Q(x), θ) dx.

We write ψ = ψ(Q,D, θ), where D is a third

order tensor.



Frame-indifference
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Thus, for every R ∈ SO(3),

ψ(Q∗, D∗, θ) = ψ(Q,D, θ),

where Q∗ = RQRT , D∗ijk = RilRjmRkpDlmp.

Such ψ are called hemitropic. 249



Material symmetry

250



Since any R ∈ O(3) can be written as R̂R̃,

where R̃ ∈ SO(3) and R̂ is a reflection, for a

nematic

ψ(Q∗, D∗, θ) = ψ(Q,D, θ)

where Q∗ = RQRT , D∗ijk = RilRjmRkpDlmp and

R ∈ O(3). Such ψ are called isotropic.
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Bulk and elastic energies

252



The domain of ψ





Following de Gennes, Schophol & Sluckin PRL

59(1987), Mottram & Newton, Introduction

to Q-tensor theory arXiv:1409.3542, we con-

sider the special quartic bulk energy

ψB(Q, θ) = a(θ)trQ2 − 2b

3
trQ3 +

c

2
trQ4,

where b > 0, c > 0, a = α(θ − θ∗), α > 0.

255

Q-tensor description of the isotropic

to nematic phase transformation



Then

ψB = a
3�

i=1

λ2
i −

2b

3

3�

i=1

λ3
i +

c

2

3�

i=1

λ4
i .

ψB attains a minimum subject to
�3

i=1 λi = 0.

A calculation shows that the critical points

have two λi equal, so that λ1 = λ2 = λ, λ3 =

−2λ say, and that

λ(a + bλ + 3cλ2) = 0.

Hence λ = 0 or λ = λ±, and

λ± =
−b±

�
b2 − 12ac

6c
. 256



For such a critical point we have that

ψB = 4aλ2 + 4bλ3 + 9cλ4,

which is negative when

4a + 4bλ + 9cλ2 = a + bλ < 0.

A short calculation then shows that a+bλ− < 0

if and only if a < 2b2

27c.
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Hence we find that there is a phase trans-

formation from an isotropic fluid to a uniax-

ial nematic phase at the critical temperature

θNI = θ∗ + 2b2

27αc. If θ > θNI then the unique

minimizer of ψB is Q = 0.

If θ < θNI then the minimizers are

Q = smin(n⊗ n− 1

3
1) for n ∈ S2,

where smin = b+
√

b2−12ac
2c > 0.
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Form of the elastic energy.



For the elastic energy we take

ψE(Q,∇Q, θ) =
4 or 5�

i=1

LiIi,

where the Li = Li(θ) are material

constants, with L5 = 0 for nematics.

An example of a hemitropic, but not isotropic,

function is

I5 = εijkQilQjl,k.
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The constrained theory
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Oseen-Frank energy

Formally calculating ψE in terms of n,∇n we

obtain the Oseen-Frank energy functional
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Boundary conditions

(a) Constrained LdG/Oseen-Frank theory.

(i) Strong anchoring

n(x) = ±n̄(x), x ∈ ∂Ω.

Special cases:

1. (Homeotropic) n̄(x) = ν(x),

ν(x) = unit outward normal

2. (Planar) n̄(x) · ν(x) = 0.
264



Special cases:

1. α(x) = 1 homeotropic .

2. α(x) = 0 planar degenerate (or tangent),

director parallel to boundary but preferred

direction not prescribed.

(ii) Conical anchoring:

|n(x) · ν(x)| = α(x) ∈ [0,1], x ∈ ∂Ω,

where ν(x) is the unit outward normal.

(iii) No anchoring: no condition on n on ∂Ω.

This is natural mathematically but seems dif-

ficult to realize in practice.
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(iv) Weak anchoring. No boundary condition

is explicitly imposed, but a surface energy term

is added, of the form



∂Ω
w(x, n) dS

where w(x, n) = w(x,−n).
For example, corresponding to strong

anchoring we can choose

w(x, n) = −K(n(x) · n̄(x))2,

formally recovering the strong anchoring

condition in the limit K →∞. 266



(b) Landau - de Gennes

(i) Strong anchoring:

Q(x) = Q̄(x), x ∈ ∂Ω.

(ii) Weak anchoring: add surface energy term



∂Ω
w(x,Q) dS.
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But is the derivation of the Oseen-Frank the-

ory from Landau - de Gennes correct? The

constrained Landau - de Gennes theory is in-

variant to changing n to −n, but is Oseen-

Frank?

The issue here is whether a line field can be

oriented, i.e. turned into a vector field by as-

signing an orientation at each point. If we

don’t care about the regularity of the vector

field this can always be done by choosing an

arbitrary orientation at each point.
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Relating the Q and n descriptions
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A smooth nonorientable line field 
in a non simply connected region.

274



Thus in a simply-connected region the uniaxial de 
Gennes and Oseen-Frank theories are equivalent.

275

(There is a related topologically more general

lifting result of Bethuel and Chiron 2007.)



Ingredients of proof

276



Tangent boundary conditions 
on outer boundary. No (free) 
boundary conditions on inner 
circles.

277

Non-equivalence of Oseen-Frank and constrained LdG in 

non simply-connected 2D domain



278



For M large enough the 

minimum energy 

configuration is 

unoriented, even though 

there is a minimizer 

among oriented maps.

(In fact this is true 

whatever M is.)

If the boundary 

conditions correspond to 

the Q-field shown, then 

there is no orientable Q 

that satisfies them.
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Existence in Landau – de Gennes theory

280



Proof

By the direct method of the calculus of vari-

ations. Let Q(j) be a minimizing sequence in

A. the inequalities on the Li imply that

3�

i=1

LiIi(∇Q) ≥ µ|∇Q|2

for all Q (in particular
�3

i=1 Ii(∇Q) is convex in

∇Q). By the Poincaré inequality we have that

Q(j) is bounded in W1,2

so that for a subsequence (not relabelled)

Q(j) ⇀ Q∗ in W1,2

for some Q∗ ∈ A.
281



We may also assume, by the compactness of

the embedding of W1,2 in L2, that Q(j) → Q

a.e. in Ω. But

I(Q∗) ≤ lim inf
j→∞

I(Q(j))

by Fatou’s lemma and the convexity in ∇Q.

Hence Q∗ is a minimizer.

In the quartic case we can use elliptic regularity

(Davis & Gartland) to show that any minimizer

Q∗ is smooth.
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Proposition (JB/Majumdar) For any bound-

ary conditions, if L4 �= 0 then

Iθ(Q) =




Ω
[ψB(Q, θ) +

4�

i=1

LiIi] dx

is unbounded below.

But what if L4 �= 0?

283



Proof. Choose any Q satisfying the boundary

conditions, and multiply it by a smooth func-

tion ϕ(x) which equals one in a neighbourhood

of ∂Ω and is zero in some ball B ⊂ Ω, which

we can take to be B(0,1). We will alter Q in

B so that

J(Q) =



B
[ψB(Q, θ) +

4�

i=1

LiIi] dx

is unbounded below subject to Q|∂B = 0.
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Choose

Q(x) = h(r)

 
x

|x| ⊗
x

|x| −
1

3
1

!

, h(1) = 0,

where r = |x|. Then

|∇Q|2 =
2

3
h′2 +

4

r2
h2,

and

I4 = QklQij,kQij,l =
4

9
h(h′2 − 3

r2
h2).
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Hence

J(Q) ≤ 4π

 1

0
r2



ψB(Q) + C

�
2

3
h′2 +

4

r2
h2

�
+

L4
4

9
h

�
h′2 − 3

r2
h2

��
dr,

where C is a constant.

Provided h is bounded, all the terms are bounded

except

4π

 1

0
r2

�
2

3
C +

4

9
L4h

�
h′2 dr.
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Choose

h(r) =

�
h0(2 + sin kr) 0 < r < 1

2
2h0(2 + sin k

2)(1− r) 1
2 < r < 1

The integrand is then bounded on (1
2,1) and

we need to look at

4π

 1

2

0
r2

�
2

3
C +

4

9
L4h0(2 + sin kr)

�
h2
0k

2 cos2 kr dr,

which tends to −∞ if L4h0 is sufficiently neg-

ative.
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Analogy with nonlinear elasticity



To help ensure this we assumed that

W (A)→∞ as detA→ 0+



Correspondingly, it is natural to suppose that

ψB(Q, θ)→∞ as λmin(Q)→ −1

3
+ .

Such a suggestion was made by Ericksen in the

context of his model of nematic liquid crystals.

We show how such an ψB can be constructed

on the basis of a microscopic model, the

interpretation being that perfectly aligned states

have entropy −∞.
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3. Onsager theory.



In the Onsager model the probability measure

µ is assumed to be continuous with density ρ =

ρ(p), and the bulk free-energy at temperature

θ > 0 has the form

Iθ(ρ) = U(ρ)− θη(ρ),

where the entropy is given by

η(ρ) = −kB



S2
ρ(p) ln ρ(p) dp,

where kB is Boltzmann’s constant.
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We suppose that U is given by

U(ρ) =



S2




S2
K(p, q)ρ(p)ρ(q) dp dq.

We assume that K is frame-indifferent, so that

K(Rp,Rq) = K(p, q) for all R ∈ SO(3),

which holds iff

K(p, q) = k(p · q)

for some k : [−1,1]→ R.
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We will assume that κ is independent of θ. If

κ depends on θ (due to steric effects) then the

analysis is similar.
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Denoting by

Q(ρ) =




S2
(p⊗ p− 1

3
1)ρ(p) dp

the corresponding Q-tensor, we have that

|Q(ρ)|2 =



S2




S2
(p⊗ p− 1

3
1) · (q ⊗ q − 1

3
1)ρ(p)ρ(q)dp dq

=




S2




S2
[(p · q)2 − 1

3
]ρ(p)ρ(q) dp dq.
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Theorem (Fatkullin & Slastikov 2005, Liu,

Zhang & Zhang 2005)

For the Maier-Saupe potential all critical points

of ρ can be explicitly determined and are uni-

axial. The isotropic state ρ̄ = 1
4π is a critical

point for all θ. At the largest bifurcation point

θc there is a transcritical bifurcation, so that ρ̄

is stable for θ > θc, and unstable for θ < θc.

Using equivariant bifurcation theory and an anal-

ysis involving spherical harmonics, Michaela Vollmer

(2015) has established a similar bifurcation pic-

ture for a class of potentials k including the

Onsager potential. 296



Thus we just need to understand how

to minimize

I(ρ) =



S2
ρ(p) ln ρ(p) dp

subject to Q(ρ) = Q.
297

(cf. Katriel, J., Kventsel, G. F., Luckhurst, G.

R. and Sluckin, T. J.(1986))



Given Q with Q = QT , trQ = 0 and satisfying

λi(Q) > −1/3 we seek to minimize

I(ρ) =
�
S2 ρ(p) ln ρ(p) dp on

AQ = {ρ ∈ L1(S2) : ρ ≥ 0, Q(ρ) = Q}.

Remarks: Note that for ρ ∈ AQ the constraint




S2
ρ(p) dp = 1

follows from trQ(ρ) = 0. Also we do not

impose the condition ρ(p) = ρ(−p), since it

turns out that the minimizer in AQ satisfies

this condition automatically.
298
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The Euler-Lagrange equation for I

Theorem. Let Q = diag (λ1, λ2, λ3). Then

ρQ(p) =
exp(µ1p

2
1 + µ2p

2
2 + µ3p

2
3)

Z(µ1, µ2, µ3)
,

where

Z(µ1, µ2, µ3) =




S2
exp(µ1p

2
1 + µ2p

2
2 + µ3p

2
3) dp.

The µi (unique up to adding a constant to

each) solve the equations

∂ lnZ

∂µi
= λi +

1

3
, i = 1,2,3.
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Write γi = λi +
1
3, so that γi > 0,

�3
j=1 γj = 1,

and γ = (γ1, γ2, γ3). For ν ∈ R3 let

J(ν) = γ · ν − lnZ(ν).

Note that if m = (1,1,1) then for any τ ∈ R

J(ν + τm) = γ · ν + τ − ln



S2
exp




3�

i=1

νip
2
i + τ



 dp

= γ · ν − lnZ(ν) = J(ν),

so that it is sufficient to consider J(ν) for ν

with ν ·m = 0.
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Consider the problem

maxµ∈R3 J(µ),

or equivalently

maxν∈m⊥ J(ν),

where m⊥ = {ν ∈ R3 : ν ·m = 0}.

Lemma. J(ν) is a strictly concave function

on m⊥ with J(ν)→ −∞ as |ν| → ∞, and hence

attains a unique maximum on m⊥.
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Proof. If a · m = 0 then a calculation shows

that

∂2 lnZ(µ)

∂µi∂µj
aiaj =

1

2Z(µ)2




S2




S2




3�

i=1

ai(p
2
i − q2i )




2

exp




3�

k=1

µk(p
2
k + q2k)



 dp dq.
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To prove that J(ν)→ −∞ as |ν| → ∞ it suffices

to prove that exp(−J(ν))→∞. But

exp(−J(ν)) =



S2
exp




3�

i=1

νi(p
2
i − γi)



 dp

and

3�

i=1

νi(p
2
i − γi) = ν1(2p

2
1 + p22 − 2γ1 − γ2)

+ν2(2p
2
2 + p21 − 2γ2 − γ1).

The result follows by examining the sets of

p ∈ S2 where the two quantities in brackets are

positive and negative.
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Now let ρ ∈ AQ, ρ �= ρQ. Then by the strict

convexity of ρ ln ρ we have that

I(ρ) =



S2
ρ ln ρ dp

>



S2
[ρQ ln ρQ +

(ρ− ρQ)(1 +
3�

i=1

µip
2
i − lnZ(µ))] dp

= I(ρQ),

so that ρQ is the unique global minimizer.
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Note that we have the dual extremum result

min
ρ∈AQ

I(ρ) = max
R3

J(µ),

whereas the usual Lagrange duality principle

(cf Borwein & Lewis 1991) is

min
ρ∈AQ

I(ρ) = max
R3

Ĵ(µ),

where

Ĵ(µ) = γ · µ−



S2
exp(

3�

i=1

µip
2
i − 1) dp ≤ J(µ).
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Asymptotics

Theorem

C1−
1

2
ln(λmin(Q)+

1

3
) ≤ f(Q) ≤ C2−ln(λmin(Q)+

1

3
)

for constants C1, C2.

The proof uses our initial construction of a

function ρ ∈ AQ to get the upper bound, and

the dual variational principle to get the lower

bound.
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Other predictions
1. All stationary points uniaxial and phase

transition predicted from isotropic to uniaxial

nematic phase just as in the quartic model.

3. Existence when L4 �= 0 under suitable

inequalities on the Li, because

I4 = QlkQij,lQij,k ≥ −1
3|∇Q|2. 314



The ratio of the coefficients of the last two

terms gives b
c = 2, while experimental values

reported in the literature are for MBBA 1.19,

and for 5CB 0.82.

315



If not, this would mean that a minimizer of I

would have an unbounded integrand. Surely

this is inconsistent with being a minimizer ....

316



This seems to be very difficult.

317



One might think that for a minimizer to have

the integrand infinite somewhere is some kind

of contradiction, but in fact this is a common

phenomenon in the calculus of variations, even

in one dimension.
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Open problem. Prove this for the case of

three or more elastic constants. The above

method does not work. In the three elastic

constant case Evans & Tran prove partial reg-

ularity, but not λmin(Q(x)) > −1
3 + ε.
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Developments.
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4. The description of defects



Summary of LC models
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Defects

Schlieren texture of a nematic film 
with surface point defects (boojums). 
Oleg Lavrentovich (Kent State)

Zhang/Kumar 2007
Carbon nano-tubes as liquid crystals
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Point defects
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Description of defects in the Landau – de 

Gennes theory
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Line defects

337



Index one half defects

Zhang/Kumar 2007
Carbon nano-tubes
as liquid crystals
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The index one half singularities are non-orientable
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Lessons from solid mechanics

341



But is W1,2 the largest such function space?

342



NiMn,   Baele, van Tenderloo, 
Amelinckx
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Director modeling of line defects with 

finite energy



346



347



348



349



350



351



352



Planar defects (JB/Bedford)

353



Admissible interfacial energies

354

Suppose that f : S2 × S2 × S2 → [0,∞) is

continuous and frame-indifferent, i.e.

f(Rn+, Rn−, Rν) = f(n+, n−, ν) (1)

for all R ∈ SO(3), n+, n−, ν ∈ S2, and that f

is invariant to reversing the signs of n+, n−,

reflecting the statistical head-to-tail symmetry

of nematic and cholesteric molecules, so that

f(−n+, n−, ν) = f(n+,−n−, ν) = f(n+, n−, ν).
(2)
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Theorem. A necessary and sufficient condi-

tion that a continuous f : S2×S2×S2 → [0,∞)

satisfies (1) and (2) is that

f(n+, n−, ν) =

g((n+ · n−)2, (n+ · ν)2, (n− · ν)2, (n+ · n−)(n+ · ν)(n− · ν))

for a continuous function g : D → [0,∞), where

D = {(α, β, γ, δ) : α, β, γ ∈ [0,1], δ2 = αβγ, α+β+γ−2δ ≤ 1}.
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361



A. Pizzirusso, R. Berardi, L. Muccioli, M. Riccia, and C. Zannoni. Predicting
surface anchoring: molecular organization across a thin film of 5CB
liquid crystal on silicon. Chem. Sci., 3:573–579, 2012.
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