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1 Introduction

1.1 Motivation for this work

In a Calabi–Yau manifold M with holomorphic volume form Ω there is a distin-
guished class of submanifolds called special Lagrangian submanifolds. These are
oriented Lagrangian submanifolds which are calibrated with respect to Re Ω.
There has been growing interest in special Lagrangian submanifolds in the past
decade since these are the key ingredient in the Strominger–Yau–Zaslow con-
jecture [53] which states mirror symmetry in terms of special Lagrangian torus
fibrations.

Proving the existence of special Lagrangian submanifolds in a Calabi–Yau
manifold is a hard problem. For instance Wolfson proved in [60] the existence
of a K3-surface which has no special Lagrangian submanifolds. This shows how
subtle the issue is. However, since special Lagrangian submanifolds are cali-
brated submanifolds, they are volume minimizers in their homology class. One
possible approach to the study of the existence of special Lagrangian subman-
ifolds is therefore through mean curvature flow, which is the negative gradient
flow of the volume functional. The key observation here is due to Smoczyk [50]
who proves that a compact Lagrangian submanifold in a Calabi–Yau manifold
(or even in a Kähler–Einstein manifold) remains Lagrangian under the mean
curvature flow. The näıve idea is therefore to take a Lagrangian submanifold
in a Calabi–Yau manifold and to deform it under Lagrangian mean curvature
flow to a special Lagrangian submanifold. The long-time convergence of the
Lagrangian mean curvature flow to a special Lagrangian submanifold has so
far only been verified in several special cases, see for instance Smoczyk, Wang
[52] and Wang [59]. Also in [55] Thomas and Yau conjecture that for a given
Lagrangian submanifold in a Calabi–Yau manifold, which satisfies a certain sta-
bility condition, the Lagrangian mean curvature flow exists for all time and
converges to a special Lagrangian submanifold. In general however one ex-
pects that a Lagrangian submanifold will form a finite time singularity under
the mean curvature flow. In fact, recently Neves [44] constructed examples of
Lagrangian surfaces in two dimensional Calabi–Yau manifolds which develop a
finite time singularity under the mean curvature flow. The appearance of finite
time singularities in the Lagrangian mean curvature flow therefore seems to be
unavoidable in general.

When a finite time singularity occurs there are two possibilities, depending
on the kind of singularity, how the flow can be continued. The first possibility is
as in Perelman’s work [47] on the Ricci flow of three manifolds, where a surgery
is performed before the singularity occurs and the flow is then continued. The
other possibility to continue the Lagrangian mean curvature flow when a finite
time singularity occurs is to evolve the singular Lagrangian submanifold by
mean curvature flow in a specific class of singular Lagrangian submanifolds. In
this work we study the latter possibility in the special case of isolated conical
singularities.

The goal of this thesis is to study the (generalized) Lagrangian mean curva-
ture flow of Lagrangian submanifolds in (almost) Calabi–Yau manifolds which
have isolated conical singularities modelled on stable special Lagrangian cones.
We show that for a given Lagrangian submanifold F0 : L → M with isolated
conical singularities modelled on stable special Lagrangian cones one can find
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for a short-time a solution F (t, ·) : L → M , 0 ≤ t < T , to the (generalized)
Lagrangian mean curvature flow with initial condition F0 : L → M , by letting
the conical singularities move around in M . The Lagrangian mean curvature
flow of F0 : L→M (here on the left) therefore looks after a short time like the
surface on the right.

x(0)

C(0)

x(0)

C(0)

F0 : L −→ M F (t, ·) : L −→ M

x(t)

C(t)

1.2 Summary of the thesis

This work is split into four parts and we give a short overview over each of these
parts and also point out the new results we obtain.

The first part of this thesis consists of §2 and §3, where we discuss some stan-
dard theory of linear parabolic equations on domains of Rm and on compact
Riemannian manifolds. We first introduce Hölder and Sobolev spaces on Rie-
mannian manifolds and also the notion of parabolic Hölder and Sobolev spaces.
Then we review some standard regularity theory for linear parabolic equations
on domains. In §3.1 we explain the construction of the Friedrichs heat kernel
on an arbitrary Riemannian manifold and then study existence and regular-
ity of solutions to the Cauchy problem for the inhomogeneous heat equation
on compact Riemannian manifolds. The material discussed in this first part is
standard in geometric analysis and lays the foundation for the study of linear
and nonlinear parabolic equations on Riemannian manifolds.

The second part is §4 and §5. In §4 we first review the necessary back-
ground material from Riemannian geometry and symplectic geometry. We then
introduce almost Calabi–Yau manifolds, the generalized mean curvature vector,
and discuss Lagrangian submanifold in almost Calabi–Yau manifolds. In §4.4
we study the deformation of Lagrangian submanifolds in cotangent bundles. In
§5 we then introduce the generalized Lagrangian mean curvature flow in al-
most Calabi–Yau manifolds and present a new short time existence proof for
the generalized Lagrangian mean curvature flow, when the initial Lagrangian
submanifold is compact. Most of the material covered in §4 and §5 is well known
and can be found in the literature. The definition of the generalized mean cur-
vature vector field, however, and the method of proof of the short time existence
of the generalized Lagrangian mean curvature flow appear to be new.

In the third part of this thesis, §6 and §7, we study the Laplace operator
and the heat equation on Riemannian manifolds with conical singularities. We
begin by introducing weighted Hölder and Sobolev spaces on Riemannian man-
ifolds with conical singularities and by reviewing some standard results about
the Laplace operator acting on weighted spaces. In §6.3 we then introduce the
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notion of discrete asymptotics on Riemannian manifolds with conical singular-
ities and we define weighted spaces with discrete asymptotics. We then study
the Laplace operator acting on weighted spaces with discrete asymptotics. In
§7 we begin with the definition of weighted parabolic Hölder and Sobolev spaces
with discrete asymptotics and then proceed to prove weighted Schauder and Lp-
estimates for solutions of the inhomogeneous heat equation. We then discuss
the asymptotics of the Friedrichs heat kernel on Riemannian manifolds with
conical singularities following Mooers [41]. Finally in §7.4 and §7.5 we prove
existence and maximal regularity of solutions to the Cauchy problem for the
inhomogeneous heat equation, when the free term lies in a weighted parabolic
Hölder or Sobolev space with discrete asymptotics. Our existence and regularity
results generalize a result previously obtained by Coriasco, Schrohe, and Seiler
[13, Thm. 6]. The results of this part of the thesis can also be found in the
author’s paper [7].

The fourth and final part of this work consists of §8 and §9, where we study
the short time existence problem for the generalized Lagrangian mean curvature
flow, when the initial Lagrangian submanifold has isolated conical singularities.
In §8 we first introduce special Lagrangian cones and the notion of stability for
special Lagrangian cones. Then we define Lagrangian submanifolds with isolated
conical singularities and discuss several Lagrangian neighbourhood theorems
for Lagrangian submanifolds with isolated conical singularities. In §9 we then
study the generalized Lagrangian mean curvature flow with isolated conical
singularities. The analysis of this problem turns out to be involved and very
difficult from a technical point of view. The idea, however, is essentially the
same as in the short time existence proof for the generalized Lagrangian mean
curvature flow of compact Lagrangian submanifolds presented in §5. In §9.1
and §9.2 we first set up the short time existence problem and then in §9.3-§9.5
we prove short time existence of solutions. Finally in §9.6 we discuss some
regularity theory of the flow. The results from §8 were already known through
previous work of Joyce on special Lagrangian submanifolds with isolated conical
singularities, see [24] and [25]. The material covered in §9 is new and the results
of this section will also appear in the author’s paper [6].

In §10, the final section of this thesis, we discuss in a purely formal way some
open problems that are related to the material presented in this work. In §10.1
we first discuss differential operators of Laplace type and parabolic equations
of Laplace type on compact Riemannian manifolds with conical singularities.
The discussion essentially generalizes the results for the Laplace operator and
the heat equation on compact Riemannian manifolds with conical singularities
discussed in §6 and §7. Then in §10.2 and §10.3 we speculate about some further
existence and regularity results for the generalized Lagrangian mean curvature
flow with isolated conical singularities.
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2 Regularity theory for linear parabolic equa-

tions on domains

2.1 Hölder and Sobolev spaces on Riemannian manifolds

In this subsection we introduce Hölder and Sobolev spaces on Riemannian
manifolds and also discuss the Sobolev Embedding Theorem and the Rellich–
Kondrakov Theorem. Good references for the material presented in this section
are Adams [1], Aubin [4, Ch. 2], Gilbarg and Trudinger [27, Ch. 7], and also
Tartar [54].

We begin by introducing Ck-spaces and Hölder spaces. Let (M, g) be a
Riemannian manifold. Throughout this thesis the term manifold means smooth
manifold without boundary. For k ∈ N we denote by Ckloc(M) the space of
k-times continuously differentiable functions u : M → R and we set C∞(M) =
⋂

k∈N
Ckloc(M), which is the space of smooth functions on M . We define the

Ck-norm by

‖u‖Ck =

k
∑

j=0

sup
x∈M

|∇ju(x)| for u ∈ Ckloc(M),

whenever it is finite, and we define the space Ck(M) by

Ck(M) = {u ∈ Ckloc(M) : ‖u‖Ck <∞}.

Then Ck(M) is a Banach space.
In the regularity theory for elliptic and parabolic partial differential equa-

tions it is more convenient to work with Hölder spaces than with Ck-spaces,
since these turn out to have better regularity properties. Next we introduce
Hölder spaces. Let α ∈ (0, 1) and T be a tensor field over M . Then we define a
seminorm

[T ]α = sup
x 6=y∈M

dg(x,y)<δg(x)

|T (x)− T (y)|
dg(x, y)α

,

whenever it is finite. Here dg(x, y) denotes the Riemannian distance of x and y
with respect to g, and δg(x) denotes the injectivity radius of g at x. Moreover,
|T (x)−T (y)| is understood in the sense that we first take the parallel transport
of T (x) along the unique minimizing geodesic connecting x and y, and then
compute the norm at the point y. We define the Ck,α-norm by

‖u‖Ck,α = ‖u‖Ck + [∇ku]α for u ∈ Ckloc(M),

whenever it is finite. The number α is called the Hölder exponent. We denote by
Ck,αloc (M) the space of functions in u ∈ Ckloc(M) with finite Ck,α-norm on every
N ⊂⊂ M . Here N ⊂⊂ M means that N is a smoothly embedded and open
submanifold of M whose closure is compact in M , see §4.1 for the definition of
embedded submanifold. We define the Hölder space Ck,α(M) by

Ck,α(M) =
{

u ∈ Ck,αloc (M) : ‖u‖Ck,α <∞
}

.

Then Ck,α(M) is a Banach space.
The next class of function spaces we introduce are Sobolev spaces. In the

definition of Sobolev spaces we will use of the notion of weak derivatives, which
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can be found in Gilbarg and Trudinger [27, Ch. 7, §3]. Let k ∈ N and p ∈ [1,∞).
For a k-times weakly differentiable function u :M → R we define theW k,p-norm
by

‖u‖Wk,p =





k
∑

j=0

∫

M

|∇ju|p dVg





1/p

,

whenever it is finite. We denote by W k,p
loc (M) the space of k-times weakly dif-

ferentiable functions on M that have finite W k,p-norm on every N ⊂⊂M . The
Sobolev space W k,p(M) is defined by

W k,p(M) =
{

u ∈W k,p
loc (M) : ‖u‖Wk,p <∞

}

.

Then W k,p(M) is a Banach space. If k = 0, then we write Lploc(M) and Lp(M)

instead of W 0,p
loc (M) and W 0,p(M), respectively. Moreover, if p = 2 we can

define a scalar product on W k,2(M) by

〈u, v〉Wk,2 =

k
∑

j=0

∫

M

g(∇ju,∇jv) dVg for u, v ∈W k,2(M). (1)

Thus W k,2(M) is a Hilbert space.
An important tool in the existence and regularity theory for linear and non-

linear partial differential equations are the Sobolev Embedding Theorem and
the Rellich–Kondrakov Theorem. The Sobolev Embedding Theorem gives em-
beddings between different Sobolev spaces and embeddings of Sobolev spaces
into Hölder spaces.

Theorem 2.1 (Sobolev Embedding Theorem). Let (M, g) be a compact m-

dimensional Riemannian manifold. Let k, l ∈ N, p, q ∈ [1,∞), and α ∈ (0, 1).
Then the following hold.

(i) If 1
p ≤ 1

q + k−l
m , then W k,p(M) embeds continuously into W l,q(M) by

inclusion.

(ii) If k − m
p ≥ l + α, then W k,p(M) embeds continuously into Cl,α(M) by

inclusion.

Moreover (i) and (ii) continue to hold when M = Ω, where Ω is an open and

bounded domain in R
m.

The proof of the Sobolev Embedding Theorem can be found in Gilbarg and
Trudinger [27, Thm. 7.10] for domains in R

m and in Aubin [4, Thm. 2.20] for
compact Riemannian manifolds.

The next theorem is the Rellich–Kondrakov Theorem, which states under
what conditions the embeddings given by Sobolev Embedding Theorem are
compact.

Theorem 2.2 (Rellich–Kondrakov Theorem). Let (M, g) be a compact m-

dimensional Riemannian manifold. Let k, l ∈ N, p, q ∈ [1,∞), and α ∈ (0, 1).
Then the following hold.

(i) If 1
p <

1
q +

k−l
m , then the inclusion of W k,p(M) into W l,q(M) is compact.

(ii) If k− m
p > l+α, then the inclusion of W k,p(M) into Cl,α(M) is compact.
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Moreover (i) and (ii) continue to hold when M = Ω, where Ω is an open and

bounded domain in R
m.

A proof of the Rellich–Kondrakov Theorem for domains in R
m can be found in

Gilbarg and Trudinger [27, Thm. 7.22] and for compact Riemannian manifolds
in Aubin [4, Thm. 2.34].

2.2 Parabolic Hölder and Sobolev spaces

In this subsection we introduce parabolic Hölder and Sobolev spaces. These are
Hölder and Sobolev spaces on (0, T ) ×M , T > 0, where one derivative in the
time direction compares to two derivatives in the spatial directions. By the time
direction of (0, T ) ×M we mean the first variable while the spatial directions
are in M . The reason for introducing these spaces is the heat operator maps
between parabolic Hölder and Sobolev spaces. Good references on parabolic
Hölder and Sobolev spaces are Krylov [30, Ch. 2, §2] and [31, Ch. 8, §5].

We first define Ck-spaces, Hölder spaces, and Sobolev spaces of maps u :
I → X, where I ⊂ R is an open and bounded interval and X is a Banach
space. For k ∈ N we define Ckloc(I;X) to be the space of k-times continuously
differentiable maps u : I → X. We define the Ck-norm by

‖u‖Ck =
k
∑

j=0

sup
t∈I

‖∂jt u(t)‖X for u ∈ Ckloc(I;X),

whenever it is finite, and we define

Ck(I;X) =
{

u ∈ Ckloc(I;X) : ‖u‖Ck <∞
}

.

Moreover for α ∈ (0, 1) we define the Ck,α-norm by

‖u‖Ck,α = ‖u‖Ck + sup
t 6=s∈I

‖∂kt u(t)− ∂kt u(s)‖X
|t− s|α for u ∈ Ckloc(I;X),

whenever it is finite. By Ck,αloc (I;X) we denote the space of maps u ∈ Ckloc(I;X)
with finite Ck,α-norm on every J ⊂⊂ I, and we define

Ck,α(I;X) =
{

u ∈ Ck,αloc (I;X) : ‖u‖Ck,α <∞
}

.

Then Ck(I;X) and Ck,α(I;X) are both Banach spaces.
Next we define Sobolev spaces of maps u : I → X. Let k ∈ N and p ∈ [1,∞).

For a k-times weakly differentiable map u : I → X we define the W k,p-norm by

‖u‖Wk,p =





k
∑

j=0

∫

I

‖∂jt u(t)‖pX dt





1/p

,

whenever it is finite. The notion of weak derivatives of maps u : I → X with
values in a Banach space can be found in Amann [2, Ch. III, §1.1]. We denote

by W k,p
loc (I;X) the space of k-times weakly differentiable maps u : I → X with

finite W k,p-norm on every J ⊂⊂ I, and we define

W k,p(I;X) =
{

u ∈W k,p
loc (I;X) : ‖u‖Wk,p <∞

}

.
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Then W k,p(I;X) is a Banach space. If k = 0, then we write Lploc(I;X) and

Lp(I;X) instead of W 0,p
loc (I;X) and W 0,p(I;X), respectively.

An important result in the theory of linear and nonlinear parabolic equations
is the so called Aubin–Dubinskĭı Lemma. We will use the Aubin–Dubinskĭı
Lemma below in order to prove embedding results for parabolic Sobolev spaces.

Lemma 2.3 (Aubin–Dubinskĭı Lemma). Let I ⊂ R be an open and bounded

interval, X,Y, Z Banach spaces, and p ∈ (1,∞). Assume that X embeds con-

tinuously into Y by inclusion, that the inclusion is compact, and that Y embeds

continuously into Z by inclusion. Then the inclusion of Lp(I;X) ∩W 1,p(I;Z)
into Lp(I;Y ) is compact.

The proof of the Aubin–Dubinskĭı Lemma can be found in J.-P. Aubin [3] for
the case when X and Z are reflexive and Dubinskĭı [17] without the reflexivity
assumption.

The next proposition is an important interpolation result for maps into Ba-
nach spaces. We will apply this result below in order to prove an interpolation
result for parabolic Sobolev spaces.

Proposition 2.4. Let I ⊂ R be an open and bounded interval, X,Y Banach

spaces, and p ∈ (1,∞). Assume that X embeds continuously into Y by inclu-

sion. Then Lp(I;X) ∩W 1,p(I;Y ) embeds continuously into C0(I; (X,Y )1/p,p)
by inclusion. Here (·, ·)θ,p denotes the real interpolation method, see Amann [2,
Ch. I, §2.4].
The proof of Proposition 2.4 can be found in Amann [2, Ch. III, Thm. 4.10.2].

Next we define parabolic Ck-spaces and parabolic Hölder spaces. Let (M, g)
be a Riemannian manifold and k, l ∈ N with 2k ≤ l. We define

Ck,l(I ×M) =

k
⋂

j=0

Cj(I;Cl−2j(M)).

Then Ck,l(I ×M) is a Banach space with norm given by

‖u‖Ck,l =
∑

i,j

sup
(t,x)∈I×M

|∂it∇ju(t, x)| for u ∈ Ck,l(I ×M),

where the sum is taken over i = 1, . . . , k and j = 1, . . . , l with 2i + j ≤ l. If
α ∈ (0, 1), then we define the parabolic Hölder space Ck,l,α(I ×M) by

Ck,l,α(I ×M) =

k
⋂

j=0

Cj,α/2(I;Cl−2j(M)) ∩ Cj(I;Cl−2j,α(M)).

Then Ck,l,α(I ×M) is a Banach spaces with norm given by

‖u‖Ck,l,α =
∑

i,j

{

sup
(t,x)∈I×M

|∂it∇ju(t, x)|+ sup
x∈M

[∂it∇ju(·, x)]α/2

+sup
t∈I

[∂it∇ju(t, ·)]α
}

for u ∈ Ck,l,α(I ×M),

where the sum is taken over i = 1, . . . , k and j = 1, . . . , l with 2i+ j ≤ l. Thus a
function u : I ×M → R lies in Ck,l,α(I ×M) if and only if all derivatives of the
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form ∂it∇ju with i ≤ k, j ≤ l, and 2i + j ≤ l exist and are Hölder continuous
in time with Hölder exponent α/2 and Hölder continuous on M with Hölder
exponent α.

Finally we define parabolic Sobolev spaces. Let k, l ∈ N with 2k ≤ l, and
p ∈ [1,∞). Then we define the parabolic Sobolev space W k,l,p(I ×M) by

W k,l,p(I ×M) =
k
⋂

j=0

W j,p(I;W l−2j,p(M)).

Then W k,l,p(I ×M) is a Banach space with norm given by

‖u‖Wk,l,p =





∑

i,j

∫

I

∫

M

|∂it∇ju(t, ·)|p dVg dt





1/p

for u ∈W k,l,p(I ×M),

where the sum is taken over i = 1, . . . , k and j = 1, . . . , l with 2i + j ≤ l.
Thus W k,l,p(I ×M) is the space of functions u : (0, T ) ×M → R, such that
all weak derivatives of the form ∂it∇ju with i ≤ k, j ≤ l, and 2i + j ≤ l lie in
W 0,0,p(I ×M). Note that W 0,0,p(I ×M) = Lp(I ×M).

When defining parabolic Hölder and Sobolev spaces we assumed that 2k ≤
l, where k is the number of time derivatives and l is the number of spatial
derivatives. These spaces can also be defined for arbitrary k, l ∈ N, so the
restriction is not necessary. We feel, however, that this restriction makes the
definition of the spaces simpler and in our later applications we are allowed to
choose l arbitrarily large anyway.

As a consequence of the Rellich–Kondrakov Theorem and the Aubin–Dubinskĭı
Lemma we obtain the following important embedding result for parabolic Sobolev
spaces.

Proposition 2.5. Let (M, g) be a compact Riemannian manifold, I ⊂ R an

open and bounded interval, k ∈ N with k ≥ 2, and p ∈ (1,∞). Then the

inclusion of W 1,k,p(I ×M) into W 0,k−1,p(I ×M) is compact. The same result

continues to hold if M = Ω is an open and bounded domain in R
m.

The next proposition gives an interpolation result for parabolic Sobolev
spaces.

Proposition 2.6. Let (M, g) be a compact m-dimensional Riemannian mani-

fold, I ⊂ R an open and bounded interval, k ∈ N with k ≥ 2, and p ∈ (1,∞).
If kp > 2 +m, then W 1,k,p(I ×M) embeds continuously into C0,0(I ×M) by

inclusion. The same result continues to hold if M = Ω is an open and bounded

domain in R
m.

Proof. From Proposition 2.4 it follows that W 1,k,p(I×M) embeds continuously
into C0(I; (W k,p(M),W k−2,p(M))1/p,p), where (·, ·)1/p,p is the real interpolation
method. It can be shown that (W k,p(M),W k−2,p(M))1/p,p = W s,p(M) with

s = k − 2
p , see for instance Tartar [54, Ch. 34]. Here W s,p(M) is a Sobolev

space of fractional order, see Adams [1, Ch. VII, 7.36] and Tartar [54, Ch.
34]. The Sobolev Embedding Theorem continues to hold for Sobolev spaces of
fractional order [1, Ch. VII, Thm 7.57], so W s,p(M) embeds continuously into
C0(M) by inclusion provided s−m

p > 0, from which the proposition follows.
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2.3 Linear parabolic equations on domains in R
m

In this subsection we discuss a standard interior regularity result for weak so-
lutions of linear parabolic equations on domains in R

m and also Schauder and
Lp-estimates for solutions of linear parabolic equations. Useful reference about
linear parabolic equations on domains in R

m are Friedman [18], Ladyžhenskaja,
Solonnikov, and Ural’ceva [32], and Krylov [30] and [31].

Our discussion of weak solutions to linear parabolic equations follows Lady-
žhenskaja et al. [32, Ch. III, §1]. Let Ω ⊂ R

m be an open and bounded domain
and T > 0. Let aij , bi, c : (0, T ) × Ω → R be continuous with aij = aji for
i, j = 1, . . . ,m, and define a linear differential operator L acting on functions
u ∈ C1,2((0, T )× Ω) by

Lu =
∂u

∂t
− ∂

∂xi

(

aij(t, x)
∂u

∂xj

)

− bi(t, x)
∂u

∂xi
− c(t, x)u. (2)

The functions aij , bi, and c are called the coefficients of L. We assume that
(2) is parabolic. This means that there exists a constant λ > 0, such that
λ−1|ξ|2 ≤ aij(t, x)ξiξj ≤ λ|ξ|2 for (t, x) ∈ (0, T )×Ω and ξ = (ξ1, . . . , ξm) ∈ R

m.
Next we define the notion of a weak solution to a linear parabolic differential

equation of second order.

Definition 2.7. Let f : (0, T ) × Ω → R. A weak solution of Lu = f is a

function u ∈ L2((0, T );W 1,2(Ω)) ∩ C0((0, T );L2(Ω)) that satisfies

−
T
∫

0

∫

Ω

u
∂ϕ

∂t
dx dt = −

T
∫

0

∫

Ω

aij
∂u

∂xj
∂ϕ

∂xi
+ bi

∂u

∂xi
+ cu dx dt+

T
∫

0

∫

Ω

fϕ dx dt

for every ϕ ∈ W 1,2((0, T );L2(Ω)) ∩ L2((0, T );W 1,2(Ω)) that vanishes on ∂Ω ×
(0, T ) and {0, T} × Ω. In Lu = f the function f is called the free term.

In the next theorem the Hölder continuity of weak solutions to linear parabolic
equations of second order is established, provided the coefficients and the free
term are Hölder continuous. The theorem can be found in Ladyžhenskaja et al.
[32, III, Thm. 12.1].

Theorem 2.8. Let u be a weak solution of Lu = f . Let k, l ∈ N with 2k ≤ l
and α ∈ (0, 1). If the coefficients of L and f lie in Ck,l,α((0, T ) × Ω), then

u ∈ Ck+1,l+2,α(I × Ω′) for every I ⊂⊂ (0, T ) and Ω′ ⊂⊂ Ω. In particular, if

the coefficients of L and f are smooth, then every weak solution of Lu = f is

smooth.

The importance of Theorem 2.8 lies in the following fact. Often when
one studies existence of solutions to a nonlinear parabolic differential equation
P (u) = 0 one can apriori only show that solutions with low regularity exist.
For instance one may find a function u ∈ W 1,k,p((0, T ) × Ω) for some k ∈ N

with k ≥ 2 and p ∈ (1,∞) that satisfies P (u) = 0. If u has sufficiently much
regularity, then one can differentiate the equation P (u) = 0 and deduce that the
derivatives of u are weak solutions to a linear parabolic differential equations
with Hölder continuous coefficients and free term. But then Theorem 2.8 implies
that the derivatives of u are Hölder continuous, so u itself is Hölder continuous
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as well. Often one is able to iterate this argument and to show that a solution to
a nonlinear parabolic differential equation that has apriori only low regularity
is in fact smooth. This procedure is often referred to as bootstrapping.

From now on let us assume that the coefficients of L are smooth on (0, T )×Ω.
Then we have the following Schauder estimates for solutions of Lu = f .

Theorem 2.9. Let k ∈ N with k ≥ 2 and α ∈ (0, 1). Let u ∈ C1,k,α((0, T )×Ω),
f ∈ C0,k−2,α((0, T ) × Ω), and assume that Lu = f . Then for every Ω′ ⊂⊂ Ω
there exists a constant c > 0 depending only on Ω′, k, α, λ, and the C0,k-norm

of the coefficients of L on (0, T )× Ω, such that

‖u‖C1,k,α ≤ c (‖f‖C0,k−2,α + ‖u‖C0,0) ,

where the norm on the left side is on (0, T )×Ω′ and the norm on the right side

is on (0, T )× Ω.

The proof of the Schauder estimates can be found in Friedman [18, Ch. 3, §2]
for instance.

Finally we state the Lp-estimates for second order linear parabolic equations,
which can be found in Krylov [30, Ch. 5, §2, Thm. 5].

Theorem 2.10. Let k ∈ N with k ≥ 2 and p ∈ (1,∞). Let u ∈W 1,2,p((0, T )×
Ω), f ∈W 0,k−2,p((0, T )×Ω), and assume that Lu = f . Then u ∈W 1,k,p((0, T )×
Ω′) for every Ω′ ⊂⊂ Ω. Moreover for every Ω′ ⊂⊂ Ω there exists a constant

c > 0 depending only on Ω′, k, p, λ, and the C0,k-norm of the coefficients of L
on (0, T )× Ω, such that

‖u‖W 1,k,p ≤ c (‖f‖W 0,k−2,p + ‖u‖W 0,0,p) ,

where the norm on the left side is on (0, T )×Ω′ and the norm on the right side

is on (0, T )× Ω.
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3 The heat equation on compact Riemannian

manifolds

3.1 The Friedrichs heat kernel on Riemannian manifolds

In this subsection we study the Friedrichs heat kernel on arbitrary Riemannian
manifolds. The existence of the Friedrichs heat kernel follows from the spectral
theorem for self-adjoint operators. Further we discuss the parametrix construc-
tion of Minakshisundaram and Pleijel [40] for the Friedrichs heat kernel. The
construction of the Friedrichs heat kernel can be found in Davies [15, Ch. 5, §2].
This construction involves some advanced techniques from functional analysis
including the Friedrichs extension, the spectral theorem for self-adjoint opera-
tors, and the functional calculus for self-adjoint operators, which can be found
in Yosida [62, Ch. XI].

Let (M, g) be a Riemannian manifold and consider the Laplace operator
acting as an unbounded operator

∆g : C
∞
cs (M) ⊂ L2(M) → L2(M), (3)

where C∞
cs (M) is the space of smooth functions on M with compact support.

Then (3) is symmetric and nonpositive, i.e. 〈∆gu, v〉L2 = 〈u,∆gv〉L2 and
〈∆gu, u〉L2 ≤ 0 for u, v ∈ C∞

cs (M). By Friedrichs’ theorem [62, Ch. XI, §7,
Thm. 2] there exists a closed and self-adjoint extension

∆g : dom(∆g) ⊂ L2(M) → L2(M), (4)

called the Friedrichs extension. Since (4) is self-adjoint, the spectral theorem
for self-adjoint operators [62, Ch. XI, §6, Thm. 1] shows that there exists a
unique resolution of the identity {Eλ}λ∈R such that

∆g =

∫ ∞

−∞

λ dEλ. (5)

Using the functional calculus for self-adjoint operators [62, Ch XI, §12] we can
then define the Friedrichs heat semigroup {exp(t∆g)}t>0 by

exp(t∆g) =

∫ ∞

−∞

exp(tλ) dEλ. (6)

Then {exp(t∆g)}t>0 is a semigroup of bounded operators on L2(M) that maps

exp(t∆g) : L
2(M) →

∞
⋂

j=0

dom(∆j
g) (7)

for every t > 0. Moreover, if ϕ ∈ L2(M), then u(t, ·) = exp(t∆g)ϕ is the unique
solution to the Cauchy problem

∂u

∂t
(t, x) = ∆gu(t, x) for (t, x) ∈ (0, T )×M,

u(0, x) = ϕ(x) for x ∈M

with u(t, ·) ∈ dom(∆g) for t > 0.
The next proposition shows that the action of the Friedrichs heat semigroup

on L2(M) is given by an integral operator with a positive and symmetric integral
kernel.
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Proposition 3.1. Let (M, g) be a Riemannian manifold and {exp(t∆g)}t>0

the Friedrichs heat semigroup on (M, g). Then there exists a positive function

H ∈ C∞((0,∞)×M ×M), which is symmetric on M ×M , such that for every

ϕ ∈ L2(M)

(exp(t∆g)ϕ)(x) =

∫

M

H(t, x, y)ϕ(y) dVg(y). (8)

The function H is called the Friedrichs heat kernel on (M, g). In particular H
satisfies

∂H

∂t
(t, x, y) = ∆H(t, x, y) for (t, x, y) ∈ (0,∞)×M ×M,

H(0, x, y) = δx(y) for x, y ∈M,

where δx(y) is the delta distribution on (M, g).

The proof of Proposition 3.1 can be found in Cheeger and Yau [12, §1] and also
in Davies [15, Thm 5.2.1].

On R
m an explicit formula for the heat kernel is known. In fact the Euclidean

heat kernel is given by

H(t, x, y) =
1

(4πt)m/2
exp

(

−|x− y|2
4t

)

. (9)

This formula can be easily derived by solving the Cauchy problem

∂H

∂t
(t, x, y) = ∆H(t, x, y) for (t, x) ∈ (0,∞)× R

m,

H(0, x, y) = δ(x− y) for x ∈ R
m

and fixed y ∈ R
m using the Fourier transform. Now if (M, g) is anm-dimensional

Riemannian manifold and x ∈ M , then we can choose normal coordinates
(x1, . . . , xm) at x ∈ M . Then the Riemannian metric g at x is the Euclidean
metric on R

m and the Laplace operator ∆g at x is the Laplace operator on
R
m. This suggests that (9) is at least locally a good approximation for the heat

kernel onM . In fact, this is the statement of the theorem of Minakshisundaram
and Pleijel [40, §1].

Theorem 3.2. Let (M, g) be an m-dimensional Riemannian manifold and let

H be the Friedrichs heat kernel on (M, g). Then near the diagonal in M ×M ,

H has an asymptotic expansion as t→ 0 of the form

H(t, x, y) ∼ 1

(4πt)m/2
exp

(

−dg(x, y)
2

4t

) ∞
∑

j=0

aj(x, y)t
j , (10)

where aj ∈ C∞(M ×M) for j ∈ N and a0(x, x) = 1 for x ∈M .

A detailed discussion of Theorem 3.2 can also be found in Berger, Gauduchon,
and Mazet [9, Ch. III, §E].
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3.2 The Cauchy problem for the inhomogeneous heat equa-

tion

In this subsection we study the existence and regularity of solutions to the
Cauchy problem for the inhomogeneous heat equation on compact Riemannian
manifolds, i.e. for a given function f : (0, T )×M → R we search for a function
u : (0, T )×M → R that extends continuously to t = 0 and satisfies

∂u

∂t
(t, x) = ∆gu(t, x) + f(t, x) for (t, x) ∈ (0, T )×M,

u(0, x) = 0 for x ∈M.
(11)

Here T > 0, (M, g) is a compact Riemannian manifold, and the function f is an
element of a parabolic Hölder or Sobolev space. The results below follow from
Theorem 3.2 and the standard regularity theory for the heat equation on R

m

from Ladyžhenskaja et al. [32, IV,§1-§3]. Some results about linear parabolic
equations on compact Riemannian manifolds can also be found in Aubin [4, Ch.
4, §4.2].

The following theorem is the main result about the existence and regularity
of solutions to the Cauchy problem (11) in parabolic Hölder spaces.

Theorem 3.3. Let (M, g) be a compact Riemannian manifold, T > 0, k ∈ N

with k ≥ 2, and α ∈ (0, 1). Given f ∈ C0,k−2,α((0, T ) × M), there exists a

unique u ∈ C1,k,α((0, T )×M) solving the Cauchy problem (11).

We only sketch the proof of Theorem 3.3, which is proved using Theorem 3.2
and the regularity theory for the heat equation on R

m. Let H be the Friedrichs
heat kernel on (M, g). For a given function f : (0, T ) ×M → R we define the
convolution H ∗ f : (0, T )×M → R of H and f by

(H ∗ f)(t, x) =
∫ t

0

∫

M

H(t− s, x, y)f(s, y) dVg(y) ds, (12)

whenever it is well defined. Denote u = H ∗ f . Since H is a solution of the heat
equation with initial condition the delta distribution, we have at least formally

∂u

∂t
(t, x) =

(

∂H

∂t
∗ f
)

(t, x) +

∫

M

H(0, x, y)f(t, y) dVg(y)

= (∆gH ∗ f)(t, x) + f(t, x) = ∆gu(t, x) + f(t, x)

(13)

for (t, x) ∈ (0, T ) ×M . Moreover u(0, x) = 0 for x ∈ M , so at least formally
u is a solution of the Cauchy problem (11). The problem is now to show that
the computation in (13) is rigorous for certain functions f and that u possesses
certain regularity. Let us consider the case when f ∈ C0,0,α((0, T )×M). Then
we want to show that u ∈ C1,2,α((0, T )×M). Using Theorem 3.2 it is straight-
forward to check that u ∈ C0,0((0, T ) ×M). Now consider the expression ∂tu.
We would like to switch differentiation and integration and we would like to
write ∂tu = (∂tH) ∗ f . This, however, is not possible in general, since ∂tH is
not locally integrable as we can see from Theorem 3.2. The trick to compute
∂tu is to use the Hölder continuity of f . Using Theorem 3.2 and the Hölder con-
tinuity of f it follows that ∂tH(t− s, x, y)(f(s, y)− f(s, x)) is locally integrable.
Moreover, since H is a solution to the heat equation, we have

∫

M

∂H

∂t
(t, x, y) dVg(y) =

∫

M

∆gH(t, x, y) dVg(y) = 0
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and thus we can write

∂u

∂t
(t, x) =

∫ t

0

∫

M

∂H

∂t
(t− s, x, y)(f(s, y)− f(s, x)) dVg(y) ds+ f(t, x).

It follows that u is once continuously differentiable in the time direction. In
a similar way one can show that u is twice continuously differentiable in the
spatial directions and hence u ∈ C1,2((0, T ) × M). In particular the formal
computation in (13) is rigorous in this case and u is a solution of the Cauchy
problem (11). It is straightforward to estimate the C1,2,α-norm of u in terms of
H and the C0,0,α-norm of f , so that in fact u ∈ C1,2,α((0, T )×M).

The next theorem is an analogue of Theorem 3.3 for the case, when f lies
in a parabolic Sobolev space.

Theorem 3.4. Let (M, g) be a compact Riemannian manifold, T > 0, k ∈ N

with k ≥ 2, and p ∈ (1,∞). Given f ∈ W 0,k−2,p((0, T ) ×M), there exists a

unique u ∈W 1,k,p((0, T )×M) solving the Cauchy problem (11).

Theorem 3.4 is proved in a similar way as Theorem 3.3. For more details on the
regularity theory for u = H ∗ f we refer the interested reader to Ladyžhenskaja
et al. [32, IV,§1-§3].

For later applications we want to rephrase Theorem 3.4. Let (M, g) be
a compact Riemannian manifold and let T, k, l, and p be as in Theorem 3.4.
Denote

W̃ 1,k,p((0, T )×M) =
{

u ∈W 1,k,p((0, T )×M) : u(0, ·) = 0 on M
}

.

Note that if u ∈ W 1,k,p((0, T )×M), then u is uniformly Hölder continuous on
(0, T ) by the Sobolev Embedding Theorem, and hence u extends continuously
to t = 0. In particular u(0, ·) : M → R is well defined. Then the statement of
Theorem 3.4 is that

∂

∂t
−∆g : W̃

1,k,p((0, T )×M) −→W 0,k−2,p((0, T )×M) (14)

is a bijection. In particular the Open Mapping Theorem [33, XV, Thm. 1.3]
implies that (14) is an isomorphism of Banach spaces. Theorem 3.3 can be
rephrased in a similar way.
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4 Background from Riemannian and symplectic

geometry

4.1 Submanifolds in Riemannian manifolds

In this subsection we recall some standard notions from Riemannian subman-
ifold geometry and also introduce the notion of calibrated submanifolds. For
more on Riemannian submanifolds we refer the interested reader to Kobayashi
and Nomizu [28, Ch. I, §1] and for an introduction to calibrated submanifolds
to Harvey and Lawson [19] and Joyce [23, Ch. 4].

Let (M, g) be an m-dimensional Riemannian manifold and N a manifold of
dimension n with n ≤ m. An embedding of N into M is an injective C1-map
F : N → M , such that the differential dF (x) : TxN → TF (x)M is injective
for every x ∈ N . The image F (N) of an embedding F : N → M is then an
n-dimensional C1-submanifold of M . We say F : N →M is a Ck-embedding if
F : N → M is an embedding and a Ck-map from N into M , and we say that
F : N → M is a smooth embedding, if F : N → M is an embedding and a
smooth map from N into M . If F : N → M is a Ck-embedding, then F (N) is
a Ck-submanifold of M . If F : N → M is a smooth embedding, then F (N) is
a smooth submanifold of M . Often we will refer to the embedding F : N →M
as a submanifold of M .

A submanifold F : N → M defines an orthogonal decomposition of the
vector bundle F ∗(TM) into dF (TN) ⊕ νN . The vector bundle νN over N is
the normal bundle of F : N → M . By πνN we will denote the orthogonal
projection F ∗(TM) → νN onto the normal bundle of F : N →M .

The second fundamental form of a C2-submanifold F : N →M is a section
of the vector bundle ⊙2T ∗N ⊗ νN defined by II(X,Y ) = πνN (∇dF (X)dF (Y ))
for X,Y ∈ TN . Here ∇ is the Levi-Civita connection of g. The mean curvature
vector field of F : N → M is a section of νN defined by H = tr II, where
the trace is taken with respect to the Riemannian metric F ∗(g) on N . A C2-
submanifold F : N →M is a minimal submanifold if the mean curvature vector
field is zero. It can be shown that a compact C2-submanifold F : N → M is
minimal if and only if it is a critical point of the volume functional.

Next we define calibrated submanifolds. These are a special class of minimal
submanifolds, which were introduced by Harvey and Lawson [19].

Definition 4.1. Let (M, g) be a Riemannian manifold and let ϕ be a smooth

and closed n-form on M . Then ϕ is a calibration if for every x ∈ M and

every oriented subspace V ⊂ TxM with dimV = n we have ϕ(x)|V ≤ dVg(x)|V .
Here g(x)|V is the Riemannian metric in TxM restricted to the subspace V , and

dVg(x)|V is defined using the orientation on V .

If ϕ is a calibration on M , then an oriented n-dimensional submanifold

F : N →M is calibrated with respect to ϕ if F ∗(ϕ) = dVF∗(g).

It is not difficult to show that compact calibrated submanifolds minimize
volume among all submanifolds in their homology class, so that calibrated sub-
manifolds are minimal submanifolds, see for instance [23, Prop. 4.1.4]. We
will be interested in a particular class of calibrated submanifolds called special
Lagrangian submanifolds, which we define in §4.3.
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4.2 Symplectic manifolds and Lagrangian submanifolds

In this subsection we recall some basic definitions from symplectic geometry. A
standard reference for symplectic geometry is McDuff and Salamon [36].

We begin with the definition of symplectic manifolds and Lagrangian sub-
manifolds.

Definition 4.2. A 2m-dimensional symplectic manifold is a pair (M,ω), where
M is a 2m-dimensional manifold and ω is closed and non-degenerate two-form

on M , i.e. dω = 0 and ωm(x) 6= 0 for every x ∈M . Let L be an m-dimensional

manifold. A submanifold F : L → M of a symplectic manifold (M,ω) is a

Lagrangian submanifold if F ∗(ω) = 0.

The most elementary example of a symplectic manifold is (Cm, ω′), where
ω′ =

∑m
j=1 dxj ∧ dyj , and (x1, . . . , ym) are the usual real coordinates on C

m.
Denote by BR the open ball of radius R > 0 about the origin in C

m. Then in
fact every symplectic manifold is locally isomorphic to (BR, ω

′) for some small
R > 0. This is the statement of Darboux’ Theorem [36, Thm 3.15].

Theorem 4.3. Let (M,ω) be a 2m-dimensional symplectic manifold, x ∈ M ,

and let A : Cm → TxM be an isomorphism with A∗(ω) = ω′. Then there exists

R > 0 and a smooth embedding Υ : BR →M , such that Υ∗(ω) = ω′, Υ(0) = x,
and dΥ(0) = A.

An important example of a symplectic manifold is the cotangent bundle of a
manifold. If M is an m-dimensional manifold, then the cotangent bundle T ∗M
of M is a 2m-dimensional manifold and it has a canonical symplectic structure
ω̂ defined as follows. Denote by π : T ∗M → M the canonical projection and
let λ̂ be the one-form on T ∗M defined by λ̂(β) = (dπ)∗(β) for β ∈ T ∗M . Set

ω̂ = −dλ̂, then ω̂ is a symplectic structure on T ∗M . For computations it is
convenient to have an alternative description of ω̂ in local coordinates on T ∗M .
Let (x1, . . . , xm) be local coordinates onM and extend these to local coordinates
(x1, . . . , xm, y1, . . . , ym) on T ∗M , such that (x1, . . . , ym) represents the one-form
y1dx1+ · · ·+ ymdxm in T ∗

xM , where x = (x1, . . . , xm). Then one can show that
ω̂ =

∑m
j=1 dxj ∧ dyj .

Next we define the notion of a Lagrangian neighbourhood of a Lagrangian
submanifold in a symplectic manifold.

Definition 4.4. Let (M,ω) be a symplectic manifold and F : L → M a La-

grangian submanifold of M . A Lagrangian neighbourhood for F : L → M is

an embedding ΦL : UL → M of an open neighbourhood UL of the zero section

in T ∗L onto an open neighbourhood of F (L) in M , such that Φ∗
L(ω) = ω̂ and

ΦL(x, 0) = F (x) for x ∈ L.

Our later study of the generalized Lagrangian mean curvature flow of com-
pact Lagrangian submanifolds is based on the existence of a Lagrangian neigh-
bourhood for compact Lagrangian submanifolds, which is established in the next
theorem.

Theorem 4.5 (Lagrangian Neighbourhood Theorem). Let (M,ω) be a

symplectic manifold and F : L→M a Lagrangian submanifold with L compact.

Then there exists a Lagrangian neighbourhood ΦL : UL →M for F : L→M .

A proof of the Lagrangian Neighbourhood Theorem for compact Lagrangian
submanifolds can be found in McDuff and Salamon [36, Thm. 3.32].
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4.3 Almost Calabi–Yau manifolds and Lagrangian sub-

manifolds

In this subsection we introduce almost Calabi–Yau manifolds, which are the
ambient spaces for the generalized Lagrangian mean curvature flow. We also in-
troduce the generalized mean curvature vector field and discuss Lagrangian and
special Lagrangian submanifolds in almost Calabi–Yau manifolds. The general
theory about almost Calabi–Yau manifolds and special Lagrangian submani-
folds in almost Calabi–Yau manifolds can be found in Joyce [23, Ch. 7 and 8].
In the discussion of the generalized mean curvature vector field we follow the
author’s paper [8], where also some additional material can be found.

We begin with the definition of almost Calabi–Yau manifolds following Joyce
[23, Def. 8.4.3].

Definition 4.6. An m-dimensional almost Calabi–Yau manifold is a quadru-

ple (M,J, ω,Ω), where (M,J) is an m-dimensional complex manifold, ω is the

Kähler form of a Kähler metric g on M , and Ω is a holomorphic volume form

on M .

Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau manifold. The
Ricci-form is the complex (1, 1)-form given by ρ(X,Y ) = Ric(JX, Y ) for X,Y ∈
TM , where Ric is the Ricci-tensor of g. We define a function ψ ∈ C∞(M) by

e2mψ
ωm

m!
= (−1)

m(m−1)
2

(

i

2

)m

Ω ∧ Ω̄. (15)

Then |Ω| = 2m/2emψ, so that Ω is parallel if and only if ψ is constant. One
can show that the Ricci-form of an almost Calabi–Yau manifold satisfies ρ =
ddc log |Ω|, see for instance Kobayashi and Nomizu [29, Ch. IX, §5]. Thus we
find ρ = mddcψ and it follows that g is Ricci-flat if and only if ψ is constant. If
ψ ≡ 0, then (M,J, ω,Ω) is a Calabi–Yau manifold [23, Ch. 8, §4].

Our motivation to work with almost Calabi–Yau manifolds and not only
with Calabi–Yau manifolds is the following. The first nice feature of almost
Calabi–Yau manifolds is that explicit almost Calabi–Yau metrics on compact
manifolds are known, while there are no non-trivial Calabi–Yau metrics on com-
pact manifolds explicitly known. For instance a quintic in CP

4 equipped with
the restriction of the Fubini–Study metric is an almost Calabi–Yau manifold.
An even more important property of compact almost Calabi–Yau manifolds
is that they appear in infinite dimensional families, while compact Calabi–
Yau manifolds only appear in finite dimensional families due to the theorem
of Tian [56] and Todorov [57], and Yau’s proof of the Calabi conjecture [61]. In
fact, recall that by the theorem of Tian and Todorov the moduli space MCY

of Calabi–Yau structures on a compact Calabi–Yau manifold is of dimension
h1,1(M) + 2hn−1,1(M) + 1, where hi,j(M) are the Hodge numbers of M . In
particular MCY is finite dimensional. In the study of moduli spaces of J-
holomorphic curves in symplectic manifolds it turns out that for a generic al-
most complex structure J the moduli space MJ of embedded J-holomorphic
curves is a smooth manifold, while for a fixed almost complex structure J the
space MJ can have singularities, see McDuff and Salamon [37] for details. The
moduli space MACY of almost Calabi–Yau metrics is infinite dimensional and
choosing a generic almost Calabi–Yau metric is therefore a more powerful thing
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to do than choosing a generic Calabi–Yau metric. We explain why this is of
certain interest. It was proved by McLean [38] that if F : L → M is a special
Lagrangian submanifold in a Calabi–Yau manifold, then the moduli space of
compact special Lagrangian submanifolds MSL is a smooth manifold of dimen-
sion b1(L), the first Betti number of L (see Definition 4.9 below for the notion of
special Lagrangian submanifolds). An important question is whether it is pos-
sible to compactify MSL in order to define invariants of Calabi–Yau manifolds
by counting special Lagrangian submanifolds. One approach to this problem,
due to Joyce, is to study the moduli space of special Lagrangian submanifolds
with conical singularities in almost Calabi–Yau manifolds, see [26] for a survey
of his results. In particular Joyce conjectures that for generic almost Calabi–
Yau metrics the moduli space of special Lagrangian submanifolds with conical
singularities is a smooth finite dimensional manifold.

The most important example of an (almost) Calabi–Yau manifold is C
m

with its standard structure. Denote by (x1, . . . , xm, y1, . . . , ym) the usual real
coordinates on C

m. We define a complex structure J ′, a non-degenerate two
form ω′, and a holomorphic volume form Ω′ on C

m by

J ′

(

∂

∂xj

)

=
∂

∂yj
and J ′

(

∂

∂yj

)

= − ∂

∂xj
for j = 1, . . . ,m,

ω′ =

m
∑

j=1

dxj ∧ dyj , Ω′ = (dx1 + idy1) ∧ · · · ∧ (dxm + idym).

Then (Cm, J ′, ω′,Ω′) is an (almost) Calabi–Yau manifold and the corresponding
Riemannian metric is the Euclidean metric g′ = dx21 + · · ·+ dy2m.

Next we discuss Lagrangian submanifolds in almost Calabi–Yau manifolds.
Thus let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau manifold and
F : L → M a Lagrangian submanifold. We define a section α of the vector
bundle Hom(νL, T ∗L) by

α(ξ) = αξ = F ∗(ξ y ω) for ξ ∈ νL. (16)

Since F : L → M is Lagrangian, α is an isomorphism in each fibre over L.
Moreover, α−1(du) = −J(dF (∇u)) for every u ∈ C1(L).

Assume that F : L → M is a C2-Lagrangian submanifold and let H be the
mean curvature vector field of F : L→M . The one-form αH = F ∗(H y ω) on L
is the mean curvature form of F : L→M . It is true that dαH = F ∗(ρ), where
ρ is the Ricci-form, as first observed by Dazord [16]. Assume for the moment
that (M,J, ω,Ω) is Calabi–Yau. Then ρ ≡ 0, as g is Ricci-flat. In particular αH
is closed and it follows from Cartan’s formula that

F ∗(LHω) = F ∗(d(H y ω)) = dαH = 0.

Thus, if (M,J, ω,Ω) is Calabi–Yau, then the deformation of a Lagrangian sub-
manifold in direction of the mean curvature vector field is an infinitesimal sym-
plectic motion. Now if (M,J, ω,Ω) is an almost Calabi–Yau manifold, then
the Ricci-form is given by ρ = mddcψ. In particular F ∗(LHω) = mF ∗(ddcψ) is
nonzero in general. We therefore seek for a generalization of the mean curvature
vector field with the property that the deformation of a Lagrangian subman-
ifold in its direction is an infinitesimal symplectic motion. This leads to the
definition of the generalized mean curvature vector field, which was introduced
by the author in [8, §3].
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Definition 4.7. The generalized mean curvature vector field of F : L → M
is the normal vector field K = H − mπνL(∇ψ), where H denotes the mean

curvature vector field of F : L → M . The one-form αK = F ∗(K y ω) is the

generalized mean curvature form of F : L→M .

Note that if ψ is constant, then K ≡ H. Further observe that if F : L→M
is Lagrangian, then we have

F ∗(LKω) = mF ∗(ddcψ)−mF ∗(d(πνL(∇u)) y ω)
= mF ∗(ddcψ) +mF ∗(d(dψ ◦ J)) = 0.

Thus if F : L → M is a Lagrangian submanifold in an almost Calabi–Yau
manifold, then the deformation of F : L → M in direction of the generalized
mean curvature vector field is an infinitesimal symplectic motion.

Next we define the Lagrangian angle of a Lagrangian submanifold. When
F : L→M is a Lagrangian submanifold, then the Lagrangian angle is the map
θ(F ) : L→ R/πZ defined by

F ∗(Ω) = eiθ(F )+mF∗(ψ)dVF∗(g). (17)

Since F : L → M is a Lagrangian submanifold, θ(F ) is in fact well defined,
see for instance Harvey and Lawson [19, III.1]. In general θ(F ) : L → R/πZ
cannot be lifted to a continuous function θ(F ) : L → R. However, d[θ(F )]
is a well defined closed one form on L, so it represents a cohomology class
µF ∈ H1(L,R) in the first de Rham cohomology group of L. Thus if µF = 0,
then θ(F ) : L→ R/πZ can be lifted to a continuous function θ(F ) : L→ R and
vice versa. The cohomology class µF is called the Maslov class of F : L→M .

We now prove an important relation between the generalized mean curvature
form of a Lagrangian submanifold F : L→M and the Lagrangian angle.

Proposition 4.8. Let F : L → M be a Lagrangian submanifold in an almost

Calabi–Yau manifold. Then the generalized mean curvature form of F : L→M
satisfies αK = −d[θ(F )].

Proof. For every complex manifold (M,J) we have a natural decomposition of
the bundle of complex m-forms given by

ΛmT ∗M ⊗ C =
⊕

p+q=m

Λp,qT ∗M. (18)

See for instance [23, Ch. 5, §2] for a description of this decomposition. Since
g is a Kähler metric, the complex structure J is parallel and therefore the
decomposition (18) is invariant under the holonomy representation of g. Hence
there exists a complex one-form η onM satisfying ∇Ω = η⊗Ω. Moreover, since
Ω is holomorphic, η is in fact a one-form of type (1, 0). Using Ω∧ Ω̄ = e2mψdVg
we find by computing ∇

(

Ω ∧ Ω̄
)

that

(η + η̄)⊗ Ω ∧ Ω̄ = 2mdψ ⊗ Ω ∧ Ω̄.

It follows that η = 2m∂ψ and thus ∇Ω = 2m∂ψ⊗Ω. Following the computation
of Thomas and Yau [55, Lem. 2.1] we find that

∇Ω = (id[θ(F )] +mdψ + iαH)⊗ Ω
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and hence αH −mdcψ = −d[θ(F )]. By definition of the generalized mean cur-
vature vector field αH −mdcψ = αK , and hence it follows that αK = −d[θ(F )]
as we wanted to show.

Notice that as a consequence of Proposition 4.8, if F : L → M is a Lagrangian
submanifold with zero Maslov class, then αK is an exact one form and the
deformation of F : L → M in direction of the generalized mean curvature
vector field is an infinitesimal Hamiltonian motion.

Next we define a special class of Lagrangian submanifolds in almost Calabi–
Yau manifolds called special Lagrangian submanifolds.

Definition 4.9. Let F : L → M be a Lagrangian submanifold in an almost

Calabi–Yau manifold (M,J, ω,Ω). Then F : L → M is a special Lagrangian

submanifold with phase eiθ, θ ∈ R, if and only if

F ∗(cos θ Im Ω− sin θ Re Ω) = 0.

If F : L→M is a special Lagrangian submanifold with phase eiθ, then there is

a unique orientation on L in which F ∗(cos θ Re Ω + sin θ Im Ω) is positive.

Note that a special Lagrangian submanifold F : L→M has zero Maslov-class,
since θ(F ) is constant on L and d[θ(F )] represents µF by Proposition 4.8.

Definition 4.9 is not the usual definition of special Lagrangian submanifolds
in terms of calibrations. Our definition is, however, equivalent to the definition
of special Lagrangian submanifolds as a special class of calibrated submanifolds.
In fact, if we define g̃ to be the conformally rescaled Riemannian metric on M
given by g̃ = e2ψg, then Re Ω is a calibration on the Riemannian manifold (M, g̃)
and we have the following alternative characterization of special Lagrangian
submanifolds.

Proposition 4.10. Let F : L→M be a Lagrangian submanifold in an almost

Calabi–Yau manifold (M,J, ω,Ω). Then F : L → M is a special Lagrangian

submanifold with phase eiθ, θ ∈ R, if and only if F : L → M is calibrated with

respect to Re(e−iθΩ) for the metric g̃.

Finally we mention that the definition of the generalized mean curvature
vector field from Definition 4.7 can be extended to submanifolds in Kähler man-
ifolds that are almost Einstein. Indeed, if (M,J, ω) is an m-dimensional Kähler
manifold with Kähler metric g and ρ is the Ricci-form of g, then (M,J, ω) is
said to be almost Einstein if there exists λ ∈ R and a function ψ ∈ C∞(M)
with ρ = λω + mddcψ. Then if F : L → M is a C2-submanifold, then the
generalized mean curvature vector field of F : L→M is the normal vector field
K = H −mπνL(∇ψ). More about the generalized mean curvature vector field
can be found in the author’s paper [8].

4.4 Lagrangian submanifolds in cotangent bundles

In this subsection we discuss Lagrangian submanifolds in cotangent bundles and
their variations. This is of particular importance for the following reason. In
§5.1 we will define the generalized Lagrangian mean curvature flow, which is a
flow of Lagrangian submanifolds in an almost Calabi–Yau manifold. Later in
§5.2, however, we will show that the generalized Lagrangian mean curvature flow
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can be seen as a flow of functions rather than of submanifolds. The differential
of a function defines a Lagrangian submanifold of the cotangent bundle through
its graph and therefore we first need to understand variations of Lagrangian
submanifolds in cotangent bundles.

Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau manifold and L
an m-dimensional manifold. Let T ∗L be the cotangent bundle of L and β a
C1-one-form on L. The graph of β is the submanifold

F̂ : L −→ T ∗L, F̂ (x) = (x, β(x)) ∈ T ∗
xL for x ∈ L. (19)

We write Γβ for F̂ (L) = {(x, β(x)) : x ∈ L}. As explained in §4.2, T ∗L has a

canonical symplectic structure ω̂. Then F̂ ∗(ω̂) = −dβ, so that F̂ : L → T ∗L is
Lagrangian if and only if β is closed. In particular every function u ∈ C2(L)
defines a Lagrangian submanifold F̂ : L→ T ∗L by F̂ (x) = (x, du(x)) for x ∈ L.

Now let F : L → M be a Lagrangian submanifold and assume that we are
given a Lagrangian neighbourhood ΦL : UL → M for F : L → M . If β is a
closed C1-one-form on L with Γβ ⊂ UL, then we can define a submanifold by

ΦL ◦ β : L −→M, (ΦL ◦ β)(x) = ΦL(x, β(x)) for x ∈ L.

Since Φ∗
L(ω) = ω̂, ΦL ◦ β : L → M is a Lagrangian submanifold. Note that

if L is compact, then, after reparametrizing by a diffeomorphism on L, every
Lagrangian submanifold F̃ : L→M that is C1-close to F : L→M is given by
ΦL ◦ β : L→M for some closed one-form β on L.

When we study the generalized Lagrangian mean curvature flow as a flow of
functions, we will study deformations of Lagrangian submanifolds of the form
ΦL ◦ (β + sη) : L → M , for small s ∈ R and β, η are closed C1-one-forms on
L with Γβ ⊂ UL. The next important lemma gives a formula for the variation
vector field of ΦL ◦ (β + sη) : L→M along the submanifold ΦL ◦ β : L→M .

Lemma 4.11. Let β, η be closed C1-one-forms on L with Γβ ⊂ UL and ε > 0
sufficiently small such that Γβ+sη ⊂ UL for s ∈ (−ε, ε). Then for every s ∈
(−ε, ε), ΦL ◦ (β + sη) : L→M is a Lagrangian submanifold and

d

ds
ΦL ◦ (β + sη)

∣

∣

∣

s=0
= −α−1(η) + V (η),

where α is defined in §4.3 and V (η) = d(ΦL ◦ β)(V̂ (η)) is the tangential part of

the variation vector field.

Proof. We choose local coordinates (x1, . . . , xm) on L and extend these to local
coordinates (x1, . . . , xn, y1, . . . , ym) on T ∗L, such that (x1, . . . , ym) represents
the one-form y1dx1 + · · · + ymdxm in T ∗

xL, where x = (x1, . . . , xm). Denote
η = ηidxi, where we sum over repeated indices. Then

d

ds
ΦL(x, β(x) + sη(x))

∣

∣

∣

s=0
= ηi(x)

∂ΦL
∂yi

(x, β(x)).

Here ∂ΦL

∂yi is a section of the vector bundle (ΦL ◦β)∗(TM). We need to compute

the normal part of ∂ΦL

∂yi . Let F = ΦL ◦ β : L→M , then we have that

πνL

(

∂ΦL
∂yi

)

= gabg

(

∂ΦL
∂yi

, J

(

∂F

∂xa

))

J

(

∂F

∂xb

)

= gabω

(

∂F

∂xa
,
∂ΦL
∂yi

)

J

(

∂F

∂xb

)

.

25



By definition F = ΦL ◦ F̂ , where F̂ : L → T ∗L, F̂ (x) = (x, β(x)) for x ∈ L is
the graph of β. Denote by (F̂1, . . . , F̂2m) the components of F̂ : L → T ∗L in
the coordinates (x1, . . . , ym) on T ∗L. Then

∂F

∂xa
=
∂ΦL
∂xa

+
∂F̂c
∂xa

∂ΦL
∂yc

.

Since Φ∗
L(ω) = ω̂ and ω̂ =

∑m
j=1 dxj ∧ dyj , we find that

ω

(

∂ΦL
∂xa

,
∂ΦL
∂yi

)

= ω̂

(

∂

∂xa
,
∂

∂yi

)

= δai,

and similarly

ω

(

∂ΦL
∂yc

,
∂ΦL
∂yi

)

= ω̂

(

∂

∂yc
,
∂

∂yi

)

= 0.

It follows that

πνL

(

∂ΦL
∂yi

)

= gabδaiJ

(

∂F

∂xb

)

= gibJ

(

∂F

∂xb

)

,

and hence

πνL

(

d

ds
ΦL ◦ (β + sη)

∣

∣

s=0

)

= gibηiJ

(

∂F

∂xb

)

= −α−1(η).
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5 Generalized Lagrangian mean curvature flow

of compact Lagrangian submanifolds

5.1 Generalized Lagrangian mean curvature flow

In this subsection we introduce the generalized Lagrangian mean curvature
flow in almost Calabi–Yau manifolds. For the definition of the generalized La-
grangian mean curvature flow we follow the author’s paper [8]. General texts on
the Lagrangian mean curvature flow are given by Wang [58] and with a special
emphasis on the regularity theory of the Lagrangian mean curvature flow by
Neves [43].

Throughout this subsection (M,J, ω,Ω) will be an m-dimensional almost
Calabi–Yau manifold. We begin with the definition of the generalized La-
grangian mean curvature flow in almost Calabi–Yau manifolds.

Definition 5.1. Let F0 : L→M be a smooth Lagrangian submanifold in M . A

smooth one-parameter family {F (t, ·)}t∈(0,T ) of smooth Lagrangian submanifolds

F (t, ·) : L → M , which is continuous up to t = 0, is evolving by generalized

Lagrangian mean curvature flow with initial condition F0 : L→M if

πνL

(

∂F

∂t

)

(t, x) = K(t, x) for (t, x) ∈ (0, T )× L,

F (0, x) = F0(x) for x ∈ L.

(20)

Here K(t, ·) is the generalized mean curvature vector field of F (t, ·) : L → M
for t ∈ (0, T ) as in Definition 4.7. If M is Calabi–Yau, then ψ ≡ 0 and K ≡ H.

Then we say that {F (t, ·)}t∈(0,T ) evolves by Lagrangian mean curvature flow.

The next theorem, proved in §5.2-§5.4, establishes the short time existence
of the generalized Lagrangian mean curvature flow when L is compact.

Theorem 5.2. Let F0 : L → M be a smooth Lagrangian submanifold of an

almost Calabi–Yau manifold with L compact. Then there exists T > 0 and a

smooth one-parameter family {F (t, ·)}t∈(0,T ) of smooth Lagrangian submanifolds

F (t, ·) : L → M , which is continuous up to t = 0 and evolves by generalized

Lagrangian mean curvature flow with initial condition F0 : L→M .

The system of partial differential equations (20) is, after reparametrizing
by a family of diffeomorphisms on L, a quasilinear parabolic system. Hence,
if L is compact, then it follows from the standard theory for parabolic equa-
tions on compact manifolds, see for instance Aubin [4, §4.2], that for every
smooth submanifold F0 : L → M there exists a smooth one-parameter family
{F (t, ·)}t∈(0,T ) of smooth submanifolds F (t, ·) : L→M , which is continuous up
to t = 0 and satisfies (20). Less obvious, however, is the fact that if F0 : L→M
is a Lagrangian submanifold, then F (t, ·) : L→M is a Lagrangian submanifold
for every t ∈ (0, T ). The original proof of the fact that F (t, ·) : L→M is a La-
grangian submanifold for t ∈ (0, T ) uses long computations in local coordinates
and the parabolic maximum principle. In §5.2 we will show how the generalized
Lagrangian mean curvature flow can be integrated to a flow of functions on L
rather than of embeddings of L into M . Using this interpretation of the gener-
alized Lagrangian mean curvature flow we then present in §5.2-§5.4 a new proof
of Theorem 5.2.
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The idea of the Lagrangian mean curvature flow goes already back to Oh
[45] in the early nineties. The existence of the Lagrangian mean curvature flow,
however, was first proved by Smoczyk [50, Thm. 1.9] for the case when M is
a Kähler–Einstein manifold. Recently there has been interest in generalizing
the idea of the Lagrangian mean curvature flow. This led to the notion of
generalized Lagrangian mean curvature flows first introduced by the author in
[8], when M is a Kähler manifold that is almost Einstein, and later by Smoczyk
and Wang [51], when M is an almost Kähler manifold that admits an Einstein
connection.

The next proposition discusses another definition of the generalized La-
grangian mean curvature flow, which at least in the case when F : L → M
is a compact Lagrangian submanifold, is equivalent to the previous one.

Proposition 5.3. Let L be a compact manifold, F0 : L → M a smooth La-

grangian submanifold, and {F (t, ·)}(0,T ) a smooth one-parameter family of La-

grangian submanifolds F (t, ·) : L → M , which is continuous up to t = 0 and

evolves by generalized Lagrangian mean curvature flow with initial condition

F0 : L → M . Then there exists a smooth one-parameter family {ϕ(t, ·)}t∈(0,T )

of smooth diffeomorphisms of L, which is continuous up to t = 0, such that

the following holds. The map ϕ(0, ·) : L → L is the identity on L and, if

we define a one-parameter family {F̃ (t, ·)}t∈(0,T ) of Lagrangian submanifolds

F̃ (t, ·) : L→M by

F̃ (t, x) = F (t, ϕ(t, x)) for (t, x) ∈ (0, T )× L, (21)

then {F̃ (t, ·)}t∈(0,T ) is continuous up to t = 0 and satisfies

∂F̃

∂t
(t, x) = K(t, x) for (t, x) ∈ (0, T )× L,

F̃ (0, x) = F0(x) for x ∈ L.

(22)

Proof. We define {ϕ(t, ·)}t∈[0,T ), such that ϕ(0, ·) : L → L is the identity on L
and

d[F (t, ·)]
(

dϕ

dt
(t, ·)

)

= −πdF (t,·)(TL)

(

∂F

∂t
(t, ·)

)

for t ∈ (0, T ). (23)

The existence of {ϕ(t, ·)}t∈[0,T ) is guaranteed by the Picard-Lindelöf Theorem

[33, XIV, §3] and the compactness of L. It is then easy to see that {F̃ (t, ·)}t∈(0,T )

as defined in (21) is a solution of the Cauchy problem (22).

Often (22) is used for the definition of the generalized Lagrangian mean
curvature flow. Proposition 5.3 shows that (20) and (22) are equivalent up to
tangential diffeomorphisms, provided L is compact. It is important to note,
however, that in general (20) and (22) are not equivalent. For instance in the
generalized Lagrangian mean curvature flow with isolated conical singularities,
which we study in §9, we will find a solution to (20). The solution will then
consist of Lagrangian submanifolds with isolated conical singularities and the
singularities move around in the ambient space. In this case it is in general
not possible to find a solution of (23) for a short time. Note anyway that if we
are given solutions {F (t, ·)}(0,T ) to the generalized Lagrangian mean curvature

flow (20) and {F̃ (t, ·)}t∈(0,T ) to (22), then F (t, L) = F̃ (t, L) for t ∈ (0, T ). So

F (t, ·) : L→M and F̃ (t, ·) : L→M have the same image for each t ∈ (0, T ).
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5.2 Integrating the generalized Lagrangian mean curva-

ture flow

In this subsection we will show how the generalized Lagrangian mean curvature
flow (20) can be integrated to a nonlinear differential equation on functions. In
this way we get rid of the quasilinear system of parabolic differential equations
given in (20). The price we have to pay, however, is that the new equation does
depend in a nonlinear way on the second spatial derivatives of the function, i.e.
is not quasilinear anymore.

Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau manifold, L a com-
pact m-dimensional manifold, and F0 : L → M a Lagrangian submanifold.
Then by the Lagrangian Neighbourhood Theorem, Theorem 4.5, there exists
a Lagrangian neighbourhood ΦL : UL → M for F0 : L → M . The main idea
for integrating the generalized Lagrangian mean curvature flow lies in the ob-
servation that every Lagrangian submanifold F : L → M that is C1-close to
F0 : L → M can be written as F = ΦL ◦ β : L → M for a closed one-form
β on L. Therefore if {F (t, ·)}t∈(0,T ) evolves by generalized Lagrangian mean
curvature flow with initial condition F0 : L → M , then F (t, ·) = ΦL ◦ β(t) for
some smooth family {β(t)}t∈(0,T ) of closed one-forms on L, that extends contin-
uously to t = 0 with β(0) = 0. By Proposition 4.8, αK(t,·) = −d[θ(F (t, ·))] for
t ∈ (0, T ). Therefore we expect that β(t) = d[u(t, ·)] + tβ0 for t ∈ (0, T ), some
function u : (0, T )×L→ R, that extends continuously to t = 0 with u(0, ·) = 0,
and some representative β0 ∈ µF0

.
We now carry out these ideas in detail. Let F0 : L → M be a Lagrangian

submanifold with L compact and let ΦL : UL →M be a Lagrangian neighbour-
hood for F0 : L → M , which exists by Theorem 4.5. Let µF0

be the Maslov
class of F0 : L→M , and choose a smooth map α0 : L→ R/πZ with dα0 ∈ µF0

.
Denote β0 = dα0. Then there exists a smooth lift Θ(F0) : L → R of the map
θ(F0)−α0 : L→ R/πZ, and Θ(F0) satisfies d[Θ(F0)] = d[θ(F0)]−β0. Moreover,
if {η(s)}s∈(−ε,ε), ε > 0, is a continuous family of closed one-forms defined on L
with Γη(s) ⊂ UL for s ∈ (−ε, ε) and η(0) = 0, then we can choose Θ(ΦL ◦ η(s))
to depend continuously on s ∈ (−ε, ε).

We define a nonlinear differential operator P now as follows. Define a smooth
one-parameter family {β(t)}t∈(0,T ) of closed one-forms on L by β(t) = tβ0 for
t ∈ (0, T ). Then {β(t)}t∈(0,T ) extends continuously to t = 0 with β(0) = 0.
Choose T > 0 small enough so that Γβ(t) ⊂ UL for (0, T ). Then the domain of
P is given by

D =
{

u ∈ C∞((0, T )× L) : u extends continuously to t = 0

and Γu(t,·)+β(t) ⊂ UL for t ∈ (0, T )
}

and we define

P : D → C∞((0, T )× L), P (u) =
∂u

∂t
−Θ(ΦL ◦ (du+ β)).

If u ∈ D, then Γu(t,·)+β(t) ⊂ UL for every t ∈ (0, T ), and therefore the La-
grangian submanifold ΦL ◦ (d[u(t, ·)] + β(t)) : L → M is well defined for every
t ∈ (0, T ). Hence Θ(ΦL ◦ (d[u(t, ·)] + β(t))) is well defined for every t ∈ (0, T ).
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We consider the Cauchy problem

P (u)(t, x) = 0 for (t, x) ∈ (0, T )× L,

u(0, x) = 0 for x ∈ L.
(24)

If we are given a solution u ∈ D of the Cauchy problem (24), then we obtain a
solution to the generalized Lagrangian mean curvature flow.

Proposition 5.4. Let u ∈ D be a solution of (24). Define a one-parameter

family {F (t, ·)}t∈(0,T ) of submanifolds by

F (t, ·) : L −→M, F (t, ·) = ΦL ◦ (d[u(t, ·)] + β(t)). (25)

Then {F (t, ·)}t∈(0,T ) is a smooth one-parameter family of smooth Lagrangian

submanifolds, continuous up to t = 0, which evolves by generalized Lagrangian

mean curvature flow with initial condition F0 : L→M .

Proof. Since u(0, x) = 0 for every x ∈ L and β(0) = 0, it follows that F (0, x) =
F0(x) for every x ∈ L. To show that {F (t, ·)}t∈(0,T ) evolves by generalized
Lagrangian mean curvature flow it suffices to show that α ∂F

∂t
= αK . DenoteX =

d
dtΦL ◦(du+β). Then X is a section of the vector bundle (ΦL ◦(du+β))∗(TM).
By Lemma 4.11 the normal part of X is equal to −α−1(d[∂tu] + β0) and the
tangential part is equal to V (d[∂tu] + β0). Thus

∂F

∂t
= −α−1

(

d

[

∂u

∂t

]

+ β0

)

+ V

(

d

[

∂u

∂t

]

+ β0

)

.

Since ΦL ◦ (du+ β) : L→M is a family of Lagrangian submanifolds,

(ΦL ◦ (du+ β))∗
(

V

(

d

[

∂u

∂t

]

+ β0

)

y ω

)

= 0.

Thus we obtain

α ∂F
∂t

= −(ΦL ◦ (du+ β))∗
(

α−1

(

d

[

∂u

∂t

]

+ β0

)

y ω

)

= −d

[

∂u

∂t

]

− β0.

Since P (u) = 0, ∂tu = Θ(ΦL ◦ (du+ β)) and hence

−d

[

∂u

∂t

]

− β0 = −d[Θ(F )]− β0 = −d[θ(F )]

with F = ΦL ◦ (du + β). Thus α ∂F
∂t

= −d[θ(F )]. By Proposition 4.8 we have

αK = −d[θ(F )] and hence α ∂F
∂t

= αK , as we wanted to show.

We come to the important conclusion that the short time existence for the
generalized Lagrangian mean curvature flow is equivalent to the short time
existence of solutions to the Cauchy problem (24). Note that if F0 : L → M
has zero Maslov class, then we can choose β = 0 in Proposition 5.4.

30



5.3 Smoothness of P as a map between Banach manifolds

In this subsection we will show that P : D → C∞((0, T ) × L) extends to a
smooth map of certain Banach manifolds.

We first need to introduce some notation. For k ∈ N and p ∈ (1,∞) with
k − m

p > 2 we define

Dk,p =
{

u ∈W 1,k,p((0, T )× L) : Γd[u(t,·)]+β(t) ⊂ UL for t ∈ (0, T )
}

.

If u ∈ Dk,p, then u(t, ·) ∈ C2(L) for almost every t ∈ (0, T ) by the Sobolev
Embedding Theorem as k − m

p > 2. In particular for almost every t ∈ (0, T ),

P (u)(t, ·) : L→ R is well defined.
The goal of this section is to prove that P : Dk,p → W 0,k−2,p((0, T ) × L)

is smooth provided k ∈ N and p ∈ (1,∞) are sufficiently large. Note that if
u ∈ Dk,p, then only the first time derivative of u is guaranteed to be in Lp,
whereas the spatial derivative of u up to order k lie in Lp. In order to prove
that P : Dk,p →W 0,k−2,p((0, T )×L) is smooth we make use of the fact that we
can take k to be arbitrarily large. On the other hand, when we prove short time
existence of solutions of the Cauchy problem (24) in Proposition 5.8 below, we
make use of the fact that u is only in W 1,p in the time direction.

Let η be smooth and closed one-form on L with small C0-norm. We define
a function Fη(x, du(x),∇du(x)) = Θ(ΦL ◦ (η + du))(x), where

Fη :
{

(x, y, z) : x ∈ L, y ∈ T ∗
xL with y + η ∈ UL, z ∈ ⊗2T ∗

xL
}

−→ R.

Then Fη is a smooth and nonlinear function on its domain, since Ω, g, ψ, and
ΦL are smooth. Furthermore we define a function Qη on the domain of Fη by

Qη(x, y, z) = Fη(x, y, z)− Fη(x, 0, 0)− (∂yFη)(x, 0, 0) · y − (∂zFη)(x, 0, 0) · z,

so Qη is the remainder in the Taylor expansion of Fη to first order. In particular,
by Taylor’s Theorem [33, XIII, §6] we have for a, b, c ≥ 0 and small |y|, |z|

(∇x)
a(∂y)

b(∂z)
cQη(x, y, z) = O

(

|y|max{0,2−b} + |z|max{0,2−c}
)

(26)

uniformly for x ∈ L, since L is compact. We begin by computing the linear
terms in the Taylor expansion of Fη.

Lemma 5.5. Let u ∈ C2(L) with Γdu+η ⊂ UL. Denote ψη = (ΦL ◦ η)∗(ψ) and
θη = θ(ΦL ◦ η), which are smooth functions on L. Then

(∂yFη)(·, 0, 0) · du+ (∂zFη)(·, 0, 0) · ∇du = ∆u−mdψη(∇du)− dθη(V̂ (du)).

Here the Laplace operator and ∇ are computed using the Riemannian metric

(ΦL ◦ η)∗(g) on L, and V̂ (du) is defined as in Lemma 4.11.

Proof. DefineX = d
dsΦL◦(η+sdu)|s=0. ThenX is a section of the vector bundle

(ΦL ◦ η)∗(TM). By Lemma 4.11 the normal part of X is equal to −α−1(du) =
J(d(ΦL ◦η)(∇u)) and the tangential part is equal to V (du) = d(ΦL ◦η)(V̂ (du))
with V̂ (du) ∈ TL. Denote by θs the Lagrangian angle of ΦL◦(η+sdu) : L→M .
Further denote ψs = (ΦL ◦ (η + sdu))∗(ψ) and gs = (ΦL ◦ (η + sdu))∗(g). By
definition of the Lagrangian angle of ΦL ◦ (η + sdu) : L→M we then have

(ΦL ◦ (η + sdu))∗(Ω) = eiθs+mψsdVgs . (27)
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Differentiating (27) on the left side with respect to s at s = 0 gives

d

ds
(ΦL ◦ (η + sdu))∗(Ω)

∣

∣

∣

s=0
= (ΦL ◦ η)∗(LXΩ) = (ΦL ◦ η)∗(d(X y Ω))

by Cartan’s formula, since Ω is closed. Now we decompose X into its tangential
and normal part and we compute for the normal part

(ΦL ◦ η)∗(d(J(d(ΦL ◦ η)(∇u)) y Ω))

= i · d((ΦL ◦ η)∗(d(ΦL ◦ η)(∇u) y Ω)) = i · d(eiθη+mψη∇u y dVgη )

= eiθη+mψη
{

id(∇u y dVgη )− dθη ∧ (∇u y dVgη ) + imdψη ∧ (∇u y dVgη )
}

= eiθη+mψη
{

i∆u− imdψη(∇u) + dθη(∇u)
}

dVgη ,

where we use that Ω is holomorphic and (27). In a similar way we compute for
the tangential part of X

(ΦL ◦ η)∗(d(d(ΦL ◦ η)(V̂ (du)) y Ω)) = d(eiθη+mψη V̂ (du) y dVgη )

= eiθη+mψη
{

idθη ∧ (V̂ (du) y dVgη ) +mdψη ∧ (V̂ (du) y dVgη ) + d(V̂ (du) y dVgη )
}

= eiθη+mψη
{

−idθη(V̂ (du))−mdψη(V̂ (du))
}

dVgη + eiθη+mψηd(V̂ (du) y dVgη ).

Thus we obtain

d

ds
(ΦL ◦ (η + sdu))∗(Ω)

∣

∣

∣

s=0
= eiθη+mψη

{

i∆u− imdψη(∇u)

+dθη(∇u)− idθη(V̂ (du))−mdψη(V̂ (du))
}

dVgη

+eiθη+mψηd(V̂ (du) y dVgη ).

(28)

Differentiating the left side in (27) with respect to s at s = 0 we find that

d

ds
eiθs+mψsdVgs

∣

∣

∣

s=0
=

eiθη+mψη

{

i
dθs
ds

∣

∣

∣

s=0
+mdψη(V̂ (du))− g(Hη, X)

}

dVgη ,

(29)

whereHη denotes the mean curvature vector field of ΦL◦η : L→M . Comparing
(28) and (29) we conclude that

dθs
ds

∣

∣

∣

s=0
= ∆u−mdψη(∇u)− dθη(V̂ (du)),

from which the lemma follows.

We can now prove the smoothness of P : Dk,p → W 0,k−2,p((0, T ) × L) for
sufficiently large k ∈ N and p ∈ (1,∞).

Proposition 5.6. Let k ∈ N, p ∈ (1,∞) such that k ≥ 6 and p > max{1, 4+2m
k−2 }.

Then P : Dk,p →W 0,k−2,p((0, T )× L) is a smooth map of Banach manifolds.

Proof. The first step is to show that P : Dk,p → W 0,k−2,p((0, T ) × L) is well
defined. Let u ∈ Dk,p. Using Lemma 5.5 we can write

P (u) =
∂u

∂t
− θβ −∆u+mdψβ(∇u) + dθβ(V̂ (du))−Qβ(·, du,∇du), (30)
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with ψβ = (ΦL ◦ β)∗(ψ) and θβ = θ(ΦL ◦ β). We show that each of the terms
on the right side of (30) lies in W 0,k−2,p((0, T ) × L). Recall that β(t) = tβ0
for t ∈ (0, T ). Since θβ is a smooth function on (0, T ) × L, we have θβ ∈
W 0,k−2,p((0, T ) × L). Moreover, from the definition of Dk,p it immediately
follows that

∂tu,∆u, dψβ(∇u), dθβ(V̂ (du)) ∈W 0,k−2,p((0, T )× L).

It remains to show that Qβ(·, du,∇du) lies in W 0,k−2,p((0, T ) × L). We first
show that Qβ(·, du,∇du) lies in W 0,0,p((0, T )× L). By (26) we have

Qβ(·, du,∇du) = O
(

|du|2 + |∇du|2
)

.

Let us show that |∇du|2 lies inW 0,0,p((0, T )×L). In a similar way one can show
that |du|2 lies in W 0,0,p((0, T )×L). Since k ≥ 4, |∇du| lies in W 1,k−2,p((0, T )×
L). Since p > max{1, 2+mk−2 }, Proposition 2.6 implies that W 1,k−2,p((0, T ) × L)

embeds continuously into C0,0((0, T ) × L) by inclusion and hence |∇du|2 ∈
W 0,0,p((0, T ) × L). This shows that Qβ(·, du,∇du) ∈ W 0,0,p((0, T ) × L). For
the derivatives of Qβ we have by the chain rule

∣

∣∇jQβ(x, du,∇du)
∣

∣ ≤ j!
∑

a,b,c≥0
a+b+c≤j

∣

∣(∇x)
a(∂y)

b(∂z)
cQβ(x, du,∇du)

∣

∣

×
∑

m1,...,mb,n1,...,nc≥1
a+m1+···+mm+n1+···+nc=j

b
∏

l=1

|∇ml+1u(x)|
c
∏

l=1

|∇nl+2u(x)|
(31)

for j = 0, . . . , k−2. Using Proposition 2.6, the estimate (26), and the conditions
on k ∈ N and p ∈ (1,∞) it is straightforward to show that each of the terms
on the right side of (31) lies in W 0,0,p((0, T )× L) for j = 0, . . . , k − 2. Thus we
finally obtain that Qβ(·, du,∇du) ∈W 0,k−2,p((0, T )×L) and hence P : Dk,p →
W 0,k−2,p((0, T )× L) is well defined.

Next we show that P : Dk,p → W 0,k−2,p((0, T )× L) is a continuous map of
Banach manifolds. Let u, v ∈ Dk,p. Writing P (u) and P (v) as in (30) we find

‖P (u)− P (v)‖W 0,k−2,p = ‖∆(u− v) +Qβ(·, du,∇du)−Qβ(·, dv,∇dv)‖W 0,k−2,p

≤ ‖∆(u− v)‖W 0,k−2,p + ‖Qβ(·, du,∇du)−Qβ(·, dv,∇dv)‖W 0,k−2,p

Clearly ‖∆(u−v)‖W 0,k−2,p ≤ c‖u−v‖W 1,k,p for some constant c > 0. Moreover,
since Qβ is a smooth function on its domain, the second term can be estimated
by the derivatives of Qβ and ‖u− v‖W 1,k,p using the Mean Value Theorem [33,
XIII, §4]. It follows that P : Dk,p → W 0,k−2,p((0, T ) × L) is continuous. In
a similar way one can show that P : Dk,p → W 0,k−2,p((0, T ) × L) is in fact
smooth. This completes the proof.

5.4 Short time existence and regularity of solutions

In this subsection we first show that the Cauchy problem (24) has a solution
u ∈ Dk,p for k ∈ N and p ∈ (1,∞) that satisfy the conditions of Proposition 5.6.
We then improve the regularity of u and show that u is in fact smooth. Finally
we give a proof of Theorem 5.2.
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The first step in the short time existence proof is to show that the lineariza-
tion of P at the initial condition is an isomorphism. From now on we assume
that k ∈ N and p ∈ (1,∞) satisfy the conditions of Proposition 5.6, so that
P : Dk,p →W 0,k−2,p((0, T )× L) is smooth by Proposition 5.6. Denote

D̃k,p = {u ∈ Dk,p : u(0, x) = 0 for x ∈ L}.
If u ∈ Dk,p, then u is uniformly Hölder continuous on (0, T ) and therefore
extends continuously to t = 0. Thus if u ∈ Dk,p, then u(0, ·) : L → R is well
defined. Then a solution u ∈ Dk,p to the Cauchy problem (24) is the same as a
function u ∈ D̃k,p that solves the equation P (u) = 0.

Next we study the linearization of the operator P : Dk,p →W 0,k−2,p((0, T )×
L) at the initial condition.

Proposition 5.7. After making T > 0 smaller if necessary, the linearization

of P : D̃k,p →W 0,k−2,p((0, T )× L) at the initial condition

dP (0) : W̃ 1,k,p((0, T )× L) −→W 0,k−2,p((0, T )× L) (32)

is an isomorphism of Banach spaces.

Proof. From Lemma 5.5 it follows that

dP (0)(u) =
∂u

∂t
−∆u+mdψβ(∇u) + dθβ(V̂ (du)),

for u ∈ W̃ 1,k,p((0, T ) × L), where ψβ = (ΦL ◦ β)∗(ψ), θβ = θ(ΦL ◦ β), and the
Laplace operator and ∇ are computed using the time dependent Riemannian
metric (ΦL ◦ β)∗(g) on L. Define Ku = mdψβ(∇u) + dθβ(V̂ (du)) for u ∈
W̃ 1,k,p((0, T ) × L), so that dP (0) = ∂t − ∆ + K. Clearly K is a bounded
operator from W̃ 1,k,p((0, T )×L) into W 1,k−1,p((0, T )×L). By Proposition 2.5,
the inclusion of W̃ 1,k−1,p((0, T )× L) into W 0,k−2,p((0, T ) × L) is compact and
it follows that

K : W̃ 1,k,p((0, T )× L) →W 0,k−2,p((0, T )× L) (33)

is a compact operator, as it is the composition of a bounded linear operator and
a compact operator.

Let gβ be the time dependent Riemannian metric (ΦL◦β)∗(g) on L and g0 =
F ∗
0 (g). Let ∆0 be the Laplace operator on L computed using the Riemannian

metric g0. Then by Theorem 3.4 and the discussion following that theorem,

∂

∂t
−∆0 : W̃ 1,k,p((0, T )× L) →W 0,k−2,p((0, T )× L) (34)

is an isomorphism. We show that

∂

∂t
−∆ : W̃ 1,k,p((0, T )× L) →W 0,k−2,p((0, T )× L) (35)

is also an isomorphism, where the Laplace operator is computed using gβ . Let

u ∈ W̃ 1,k,p((0, T )× L). Then

‖∆0u−∆u‖p
W 0,k−2,p =

∫ T

0

‖∆0u(t, ·)−∆u(t, ·)‖p
Wk−2,p dt

≤ sup
t∈(0,T )

‖g0 − gβ(t)‖Ck−1

∫ t

0

‖∇2u‖p
Wk−2,p dt ≤ ‖g0 − gβ‖C0,k−1‖u‖W 1,k,p .
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Since β(t) = tβ0 for t ∈ (0, T ), we can make ‖g0 − gβ‖C0,k−1 arbitrarily small
by making T > 0 small. Hence (34) and (35) are arbitrarily close as bounded
operators from W̃ 1,k,p((0, T ) × L) into W 0,k−2,p((0, T ) × L). Since (34) is an
isomorphism, it follows that for sufficiently small T > 0, (35) is an isomorphism.
Since (35) is an isomorphism, it is a Fredholm operator of index zero. In par-
ticular, as (33) is a compact operator, it follows from the Fredholm alternative
[33, XVII, §2] that (32) is a Fredholm operator of index zero. Thus in order to
show that (32) is an isomorphism it suffices to show that (32) is injective.

Let u ∈ W̃ 1,k,p((0, T )× L) be a solution of the Cauchy problem

dP (0)(u)(t, x) = 0 for (t, x) ∈ (0, T )× L,

u(0, x) = 0 for x ∈ L.

Then u is a solution of a linear parabolic equation with smooth coefficients,
and therefore u is smooth by Theorem 2.8. Moreover u extends continuously
to t = 0. Denote ϕ = 1

2 |u|2. Then ϕ(0, ·) = 0 on L and a short computation
shows that dP (0)(ϕ) ≤ 0. The parabolic maximum principle, see for instance
Friedman [18, Ch. 2, Thm. 1], implies that ϕ ≡ 0 and hence u ≡ 0. It follows
that (32) is injective and therefore an isomorphism.

We can now prove short time existence of solutions of the Cauchy problem
(24). The strategy of the proof follows Aubin [4, Ch. 4, §4.2].

Proposition 5.8. There exists τ > 0 and u ∈ D̃k,p, such that P (u) = 0 on

(0, τ)× L.

Proof. By Proposition 5.7 the linearization of P : D̃k,p → W 0,k−2,p((0, T )× L)
at 0 is an isomorphism. Since P : D̃k,p → W 0,k−2,p((0, T ) × L) is smooth by
Proposition 5.6, the Inverse Function Theorem for Banach manifolds [33, XIV,
Thm. 1.2] shows that there exist open neighbourhoods V of 0 in D̃k,p and W of
P (0) inW 0,k−2,p((0, T )×L), such that P : V →W is a smooth diffeomorphism.
For τ ∈ (0, T ) we define a function wτ : (0, T )× L→ R by

wτ (t, x) =

{

0 for t < τ, x ∈ L,
P (0)(t, x) for t ≥ τ, x ∈ L.

Then wτ ∈ W 0,k−2,p((0, T ) × L) for every τ > 0 and we can make wτ − P (0)
arbitrarily small in W 0,k−2,p((0, T ) × L) by making τ > 0 small. In particular
for sufficiently small τ > 0, wτ lies in W and there exists a unique u ∈ V with
P (u) = wτ . But then P (u) = 0 on (0, τ)×L and u(0, ·) = 0 on L as we wanted
to show.

Since P is a nonlinear parabolic differential operator of second order, we can
use the local regularity theory from §2.3 to show that a solution u ∈ Dk,p to
P (u) = 0 is in fact smooth on (0, T )× L.

Proposition 5.9. Let u ∈ Dk,p with P (u) = 0. Then u ∈ C∞((0, T )× L).

Proof. The proof follows from the local regularity theory for linear parabolic
equations on domains and the bootstrapping method. We choose local coordi-
nates (x1, . . . , xm) ∈ Ω on L with Ω ⊂ R

m. Denote uj =
∂u
∂xj for j = 1, . . . ,m.

Differentiating P (u) = 0 with respect to xj we find that uj is a solution of a
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linear parabolic differential equation of second order, with coefficients and free
term being functions that depend smoothly on du and ∇du. Since k ≥ 6 and
p ∈ (1,∞) is sufficiently large, the Sobolev Embedding Theorem implies that the
coefficients and the free term are Hölder continuous and lie in C0,0,α((0, T )×Ω)
for some α ∈ (0, 1). But then Theorem 2.8 implies uj ∈ C1,2,α(I ×Ω′) for every
I ⊂⊂ (0, T ), Ω′ ⊂⊂ Ω, and j = 1, . . . ,m. Hence u ∈ C1,3,α(I × L) for every
I ⊂⊂ (0, T ). Iterating this procedure then shows that u ∈ C∞((0, T )× L).

We can now prove Theorem 5.2.

Proof of Theorem 5.2. We choose a Lagrangian neighbourhood ΦL : UL → M
for F0 : L → M . Let k ∈ N and p ∈ (1,∞) satisfy the assumptions from
Proposition 5.6. Then by Proposition 5.8 there exists a solution u ∈ D̃k,p of
the Cauchy problem (24) on a short time interval (0, T ). Moreover, by Propo-
sition 5.9, u is smooth on (0, T )×L. We define a smooth one-parameter family
{F (t, ·)}t∈(0,T ) of smooth Lagrangian submanifolds F (t, ·) : L → M , t ∈ (0, T ),
by F (t, ·) = ΦL ◦ (d[u(t, ·)] + β(t)) for t ∈ (0, T ). Then by Proposition 5.4,
{F (t, ·)}t∈(0,T ) evolves by generalized Lagrangian mean curvature flow with ini-
tial condition F0 : L→M , as we wanted to show.
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6 The Laplace operator on Riemannian mani-

folds with conical singularities

6.1 Weighted Hölder and Sobolev spaces

We begin this subsection with the definition of Riemannian manifolds with
conical singularities. We then proceed to define weighted Hölder and Sobolev
spaces on Riemannian manifolds with conical singularities. Manifolds with ends
and differential operators on manifolds with ends are extensively discussed in
the literature, and we would like to mention the works of Lockhart and McOwen
[34], Melrose [39], and Schulze [48] in particular.

We begin with the definition of manifolds with ends.

Definition 6.1. Let M be an open and connected m-dimensional manifold with

m ≥ 1. Assume that we are given a compact m-dimensional submanifold K ⊂
M with boundary, such that M\K has a finite number of pairwise disjoint,

open, and connected components S1, . . . , Sn. Then M is a manifold with ends

S1, . . . , Sn if the following holds. There exist compact and connected (m − 1)-
dimensional manifolds Σ1, . . . ,Σn, a constant R > 0, and diffeomorphisms φi :
Σi × (0, R) → Si for i = 1, . . . , n. We say that S1, . . . , Sn are the ends of M
and that Σi is the link of Si. Note that the boundary of K is diffeomorphic to
⊔n
i=1 Σi.

Next we define Riemannian cones.

Definition 6.2. Let (Σ, h) be an (m − 1)-dimensional compact and connected

Riemannian manifold, m ≥ 1. Let C = (Σ× (0,∞))⊔ {0} and C ′ = Σ× (0,∞)
and write a general point in C and C ′ as (σ, r). Define a Riemannian metric

g = dr2 + r2h on C ′. Then we say that (C, g) is the Riemannian cone over

(Σ, h) with Riemannian cone metric g.

Using the definition of manifolds with ends and of Riemannian cones we can
now define compact Riemannian manifolds with conical singularities.

Definition 6.3. Let (M,d) be a compact metric space, x1, . . . , xn distinct points

in M , and denote M ′ = M\{x1, . . . , xn}. Suppose that M ′ is a smooth m-

dimensional manifold, and assume that we are given R > 0, such that if we

denote Si = {x ∈ M : 0 < d(x, xi) < R} for i = 1, . . . , n, then M ′ is

a manifold with ends S1, . . . , Sn as in Definition 6.1. Let Σi be the link of

Si for i = 1, . . . , n. Assume that we are given a Riemannian metric g on

M ′ that induces the metric d on M ′. Let hi be a Riemannian metric on Σi
for i = 1, . . . , n, and denote by (Ci, gi) the Riemannian cone over (Σi, hi) for

i = 1, . . . , n.
Then we say that (M, g) is a compact m-dimensional Riemannian manifold

with conical singularities at x1, . . . , xn modelled on (C1, g1), . . . , (Cn, gn), if there
exist diffeomorphisms φi : Σi × (0, R) → Si for i = 1, . . . , n, and µi ∈ R with

µi > 0 for i = 1, . . . , n, such that

∣

∣∇k(φ∗i (g)− gi)
∣

∣ = O(rµi−k) as r −→ 0 for k ∈ N (36)

and i = 1, . . . , n. Here ∇ and | · | are computed using the Riemannian cone

metric gi on Σi × (0, R) for i = 1, . . . , n.
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In Definition 6.3 we have chosen µi > 0 for i = 1, . . . , n, since (36) then
implies that the Riemannian metric φ∗i (g) on Σi × (0, R) converges to the Rie-
mannian cone metric gi as r → 0 for i = 1, . . . , n. Thus on each end of M ′ the
Riemannian metric g is in fact asymptotic to a Riemannian cone metric. Note
in particular that if (M, g) is a compact Riemannian manifold and x1, . . . , xn
are distinct points in M , then (M, g) is a compact Riemannian manifold with
conical singularities at x1, . . . , xn with each singularity modelled on R

m with
the Euclidean metric in polar coordinates.

Before we can define weighted function spaces on Riemannian manifolds with
conical singularities we need to introduce the notion of a radius function.

Definition 6.4. Let (M, g) be a compact Riemannian manifold with conical sin-

gularities as in Definition 6.3 and denote K = M ′\⋃ni=1 Si. A radius function

on M ′ is a smooth function ρ :M ′ → (0, 1], such that ρ ≡ 1 on K and

|φ∗i (ρ)− r| = O(r1+ε) as r −→ 0 (37)

for some ε > 0. Here | · | is computed using the Riemannian cone metric gi on
Σi × (0, R) for i = 1, . . . , n. A radius function always exists.

From now on let us fix a compact Riemannian manifold (M, g) with conical
singularities as in Definition 6.3, and let us choose a radius function ρ on M ′.
If γ = (γ1, . . . , γn) ∈ R

n, then we define a function ργ on M ′ as follows. On
Si we set ργ = ργi for i = 1, . . . , n and ργ ≡ 1 on K. If γ,µ ∈ R

n, then we
write γ ≤ µ if γi ≤ µi for i = 1, . . . , n, and γ < µ if γi < µi for i = 1, . . . , n. If
γ ∈ R

n and a ∈ R, then we denote γ + a = (γ1 + a, . . . , γn + a) ∈ R
n.

We can now define weighted Ck-spaces on (M, g). Let k ∈ N and γ ∈ R
n.

Then the Ckγ -norm is defined by

‖u‖Ck
γ
=

k
∑

j=0

sup
x∈M ′

|ρ(x)−γ+j∇ju(x)| for u ∈ Ckloc(M
′),

whenever it is finite. A different choice of radius function defines an equivalent
norm. Note that a function u ∈ Ckloc(M

′) has finite Ckγ -norm if and only if ∇ju

grows at most like ργ−j for j = 0, . . . , k as ρ → 0. We define the weighted
Ck-space Ckγ(M

′) by

Ckγ(M
′) =

{

u ∈ Ckloc(M
′) : ‖u‖Ck

γ
<∞

}

.

Then Ckγ(M
′) is a Banach space. We set C∞

γ (M ′) =
⋂

k∈N
Ckγ(M

′). The space
C∞

γ (M ′) is in general not a Banach space.
Next we define weighted Hölder spaces on (M, g). Let α ∈ (0, 1) and T be a

tensor field over M ′. Then we define a seminorm by

[T ]α,γ = sup
x 6=y∈M ′

dg(x,y)<δg(x)

{

min
{

ρ(x)−γ , ρ(y)−γ
} |T (x)− T (y)|

dg(x, y)α

}

,

whenever it is finite, and we define the Ck,αγ -norm by

‖u‖Ck,α
γ

= ‖u‖Ck
γ
+ [∇ku]α,γ−k for u ∈ Ck,αloc (M

′),
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whenever it is finite. A different choice of radius function defines an equivalent
norm. The weighted Hölder space Ck,αγ (M ′) is defined by

Ck,αγ (M ′) =
{

u ∈ Ck,αloc (M
′) : ‖u‖Ck,α

γ
<∞

}

.

Then Ck,αγ (M ′) is a Banach space.
The next proposition gives embeddings between different weighted Hölder

spaces and states under which conditions these embeddings are compact.

Proposition 6.5. Let (M, g) be a compact Riemannian manifold with conical

singularities. Let k, l ∈ N, α, β ∈ (0, 1), and γ, δ ∈ R
n. Then the following

hold.

(i) If l + β ≤ k + α and δ ≤ γ, then Ck,αγ (M ′) embeds continuously into

Cl,βδ (M ′) by inclusion.

(ii) If l+ β < k+α and δ < γ, then the inclusion of Ck,αγ (M ′) into Cl,βδ (M ′)
is compact.

A proof of Proposition 6.5 can be found in Chaljub-Simon and Choquet-Bruhat
[10, Lem. 2 and 3] for weighted Hölder spaces on asymptotically Euclidean
manifolds. The proof for weighted Hölder spaces on compact Riemannian man-
ifolds with conical singularities is a simple modification of the proof given by
Chaljub-Simon and Choquet-Bruhat.

Finally we define weighted Sobolev spaces. Let k ∈ N, p ∈ [1,∞), and
γ ∈ R

n. Then we define the W k,p
γ -norm by

‖u‖Wk,p
γ

=





k
∑

j=0

∫

M ′

|ρ−γ+j∇ju|pρ−m dVg





1/p

for u ∈W k,p
loc (M

′),

whenever it is finite. A different choice of radius function defines an equivalent
norm. We define the weighted Sobolev space W k,p

γ (M ′) by

W k,p
γ (M ′) =

{

u ∈W k,p
loc (M

′) : ‖u‖Wk,p
γ

<∞
}

.

Then W k,p
γ (M ′) is a Banach space. If k = 0, then we write Lpγ(M

′) instead of
W 0,p

γ (M ′). Note that Lp(M ′) = Lp−m/p(M
′) and that C∞

cs (M
′), the space of

smooth functions on M ′ with compact support, is dense in W k,p
γ (M ′) for every

k ∈ N, p ∈ [1,∞), and γ ∈ R
n. Moreover if p = 2, then we can define a scalar

product by

〈u, v〉Wk,2
γ

=
k
∑

j=0

∫

M ′

ρ−2γ+2jg(∇ju,∇jv)ρ−m dVg for u, v ∈W k,2
γ (M ′).

Thus W k,2
γ (M ′) is a Hilbert space.

The following proposition is easily verified using Hölder’s inequality.

Proposition 6.6. Let p, q ∈ (1,∞) with 1
p+

1
q = 1 and γ ∈ R

n. Then the scalar

product on L2(M ′) given in (1) defines a dual pairing Lpγ(M
′)×Lq−m−γ(M

′) −→
R. Thus Lpγ(M

′) and Lq−m−γ(M
′) are Banach space duals of each other.
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The next theorem is a version of the Sobolev Embedding Theorem for
weighted Hölder and Sobolev spaces.

Theorem 6.7. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities as in Definition 6.3. Let k, l ∈ N, p, q ∈ [1,∞),
α ∈ (0, 1), and γ, δ ∈ R

n. Then the following hold.

(i) If 1
p ≤ 1

q + k−l
m and γ ≥ δ then W k,p

γ (M ′) embeds continuously into

W l,q
δ (M ′) by inclusion.

(ii) If k − m
p ≥ l + α and γ ≥ δ, then W k,p

γ (M ′) embeds continuously into

Cl,αδ (M ′) by inclusion.

The proof of the Sobolev Embedding Theorem for weighted spaces can be found
in Bartnik [5, Thm. 1.2] for the case of asymptotically Euclidean manifolds.
The proof of the Sobolev Embedding Theorem for weighted spaces on compact
Riemannian manifolds with conical singularities is then a simple modification
of Bartnik’s proof.

The next theorem is the Rellich–Kondrakov Theorem for weighted Hölder
and Sobolev spaces on compact Riemannian manifolds with conical singularities.
For a proof of the Rellich–Kondrakov Theorem we again refer to Bartnik [5,
Thm. 1.2, Lem 1.4].

Theorem 6.8. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities as in Definition 6.3. Let k, l ∈ N, p, q ∈ [1,∞),
α ∈ (0, 1), and let γ, δ ∈ R

n. Then the following hold.

(i) If 1
p <

1
q +

k−l
m and γ > δ, then the inclusion of W k,p

γ (M ′) into W l,q
δ (M ′)

is compact.

(ii) If k− m
p > l+α and γ > δ, then the inclusion of W k,p

γ (M ′) into Cl,αδ (M ′)
is compact.

6.2 The Laplace operator on weighted spaces

In this subsection we discuss the Laplace operator on compact Riemannian man-
ifolds with conical singularities acting on weighted Hölder and Sobolev spaces.
There is a more general theory of elliptic cone differential operators, which
generalizes the discussion of this subsection. The interested reader is referred
to Lockhart and McOwen [34], Melrose [39], and Schulze [48]. Our discussion
follows Lockhart and McOwen [34] and the presentation given by Joyce [24, §2].

Before we discuss the Laplace operator on compact Riemannian manifolds
with conical singularities we recall the following standard theorem from geomet-
ric analysis.

Theorem 6.9. Let (Σ, h) be a compact and connected Riemannian manifold.

Then the spectrum σ(∆h) of the Laplace operator on Σ consists of eigenvalues

only. The eigenvalues {λj}j∈N form a decreasing sequence 0 = λ0 > λ1 ≥
. . . → −∞ and every eigenspace is finite dimensional. Moreover there exists a

complete orthonormal basis {ϕj}j∈N of L2(Σ) consisting of smooth functions,

such that ∆hϕj = λjϕj for j ∈ N.

The proof of Theorem 6.9 can be found in Aubin [4, Thm. 4.2] or in Shubin
[49, Ch. 1, Thm. 8.3] using pseudodifferential techniques.
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Let (Σ, h) be a compact and connected (m − 1)-dimensional Riemannian
manifold, m ≥ 1, and let (C, g) be the Riemannian cone over (Σ, h). A function
u : C ′ → R is said to be homogeneous of order α, if there exists a function
ϕ : Σ → R, such that u(σ, r) = rαϕ(σ) for (σ, r) ∈ C ′. The Laplace operator on
C ′ is given by

∆gu(σ, r) =
∂2u

∂r2
(σ, r) +

m− 1

r

∂u

∂r
(σ, r) +

1

r2
∆hu(σ, r) (38)

for u ∈ C2
loc(C

′) and (σ, r) ∈ C ′. Using (38) the following lemma is easily
verified.

Lemma 6.10. A homogeneous function u(σ, r) = rαϕ(σ) of order α ∈ R on C ′

with ϕ ∈ C2(Σ) is harmonic if and only if ∆hϕ = −α(α+m− 2)ϕ.

Define
DΣ = {α ∈ R : −α(α+m− 2) ∈ σ(∆h)}. (39)

Then by Theorem 6.9, DΣ is a discrete subset of R with no other accumulation
points than ±∞. Moreover DΣ∩(2−m, 0) = ∅, since ∆h is non-positive. Finally
from Lemma 6.10 it follows that DΣ is the set of all α ∈ R for which there exists
a nonzero homogeneous harmonic function of order α on C. Define a function

mΣ : R −→ N, mΣ(α) = dimker(∆h + α(α+m− 2)).

Then mΣ(α) is the multiplicity of the eigenvalue −α(α + m − 2). Note that
dimker(∆h + α(α+m− 2)) is finite for every α ∈ R by Theorem 6.9 and that
mΣ(α) 6= 0 if and only if α ∈ DΣ. Finally we define a function MΣ : R → Z by

MΣ(δ) = −
∑

α∈DΣ∩(δ,0)

mΣ(α) if δ < 0, MΣ(δ) =
∑

α∈DΣ∩[0,δ)

mΣ(α) if δ ≥ 0.

Then MΣ is a monotone increasing function that is discontinuous exactly on
DΣ. As DΣ ∩ (2 − m, 0) = ∅, we see that MΣ ≡ 0 on (2 − m, 0). The set
DΣ and the function MΣ play an important rôle in the Fredholm theory of the
Laplace operator on compact Riemannian manifolds with conical singularities,
see Theorem 6.12 below.

The next proposition gives the weighted Schauder and Lp-estimates for the
Laplace operator on compact Riemannian manifolds with conical singularities.

Proposition 6.11. Let (M, g) be a compact Riemannian manifold with conical

singularities as in Definition 6.3 and γ ∈ R
n. Let u, f ∈ L1

loc(M
′) and assume

that ∆gu = f holds in the weak sense. Then the following hold.

(i) Let k ∈ N with k ≥ 2 and α ∈ (0, 1). If f ∈ Ck−2,α
γ−2 (M ′) and u ∈ C0

γ(M
′),

then u ∈ Ck,αγ (M ′). Moreover there exists a constant c > 0 independent

of u and f , such that

‖u‖Ck,α
γ

≤ c
(

‖f‖Ck−2,α
γ−2

+ ‖u‖C0
γ

)

. (40)

(ii) Let k ∈ N with k ≥ 2 and p ∈ (1,∞). If f ∈W k−2,p
γ−2 (M ′) and u ∈ Lpγ(M

′),

then u ∈ W k,p
γ (M ′). Moreover there exists a constant c > 0 independent

of u and f , such that

‖u‖Wk,p
γ

≤ c
(

‖f‖Wk−2,p
γ−2

+ ‖u‖Lp
γ

)

. (41)
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The proof of Proposition 6.11 can be found in Marshall [35, Thm. 4.21].
Recall that a bounded linear operator A : X → Y between Banach spaces X

and Y is a Fredholm operator, if it has finite dimensional kernel and its image is a
closed subspace of Y of finite codimension. If A : X → Y is a Fredholm operator,
then the Fredholm index of A is the integer index A = dimkerA− dim coker A.
The next theorem is the main Fredholm theorem for the Laplace operator on
compact Riemannian manifolds with conical singularities.

Theorem 6.12. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities as in Definition 6.3, m ≥ 3, and γ ∈ R
n. Then the

following hold.

(i) Let k ∈ N with k ≥ 2 and α ∈ (0, 1). Then

∆g : C
k,α
γ (M ′) → Ck−2,α

γ−2 (M ′) (42)

is a Fredholm operator if and only if γi /∈ DΣi
for i = 1, . . . , n. If

γi /∈ DΣi
for i = 1, . . . , n, then the Fredholm index of (42) is equal to

−∑n
i=1MΣi

(γi).
(ii) Let k ∈ N with k ≥ 2 and p ∈ (1,∞). Then

∆g :W
k,p
γ (M ′) →W k−2,p

γ−2 (M ′) (43)

is a Fredholm operator if and only if γi /∈ DΣi
for i = 1, . . . , n. If

γi /∈ DΣi
for i = 1, . . . , n, then the Fredholm index of (43) is equal to

−∑n
i=1MΣi

(γi).

Furthermore the kernel of the operators (42) and (43) is constant in γ ∈ R
n on

the connected components of (R\DΣ1
)× · · · × (R\DΣn

).

The proof of Theorem 6.12 can be found in Lockhart and McOwen [34, Thm.
6.1] and in Marshall [35, Thm. 6.9]. In fact, Lockhart and McOwen prove
the second part of Theorem 6.12 for the Laplace operator acting on weighted
Sobolev spaces and Marshall deduces the first part of Theorem 6.12 for the
Laplace operator acting on weighted Hölder spaces from the results of Lockhart
and McOwen.

The following proposition is a simple consequence of Proposition 6.6 and
Theorem 6.12.

Proposition 6.13. Let (M, g) be a compact m-dimensional Riemannian mani-

fold with conical singularities as in Definition 6.3, m ≥ 3. Let k ∈ N with k ≥ 2,
p, q ∈ (1,∞) with 1

p + 1
q = 1, and γ ∈ R

n with γi /∈ DΣi
for i = 1, . . . , n. Then

(43) is a Fredholm operator and its cokernel is isomorphic to the kernel of the

operator ∆g :W
k,q
2−m−γ(M

′) →W k−2,q
−m−γ(M

′).

As before let (Σ, h) be a compact and connected (m − 1)-dimensional Rie-
mannian manifold, m ≥ 1, and let (C, g) be the Riemannian cone over (Σ, h).
Define

EΣ = DΣ ∪ {β ∈ R : β = α+ 2k for α ∈ DΣ, k ∈ N with α ≥ 0 and k ≥ 1}

and a function nΣ : R −→ N by

nΣ(β) = mΣ(β) +
∑

k≥1, 2k≤β

mΣ(β − 2k).
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Clearly if β /∈ EΣ, then nΣ(β) = 0. Also note that if β < 2, then nΣ(β) = mΣ(β).
Finally, if β ∈ EΣ, then nΣ counts the multiplicity of the eigenvalues

−β(β +m− 2),−(β − 2)((β − 2) +m− 2), . . . ,−(β − 2k)((β − 2k) +m− 2)

for 2k ≤ β. Finally we define a function NΣ : R −→ N by

NΣ(δ) = −
∑

β∈DΣ∩(δ,0)

nΣ(β) if δ < 0, NΣ(δ) =
∑

β∈DΣ∩[0,δ)

nΣ(β) if δ ≥ 0. (44)

Then NΣ(δ) =MΣ(δ) for δ ≤ 2 and

MΣ(δ) = NΣ(δ)−NΣ(δ − 2) for δ ∈ R with δ > 2. (45)

The set EΣ and the function NΣ play a similar rôle in the study of the heat
equation on compact Riemannian manifolds with conical singularities as DΣ

and MΣ do in the study of the Laplace operator, see Theorem 7.10 and 7.13
below.

6.3 Weighted Hölder and Sobolev spaces with discrete

asymptotics

In this subsection we first explain the construction of discrete asymptotics on
Riemannian manifolds with conical singularities and then define weighted Hölder
and Sobolev spaces with discrete asymptotics. The notion of discrete asymp-
totics in our specific setting appears to be new. There is however a strong
similarity between our definition of discrete asymptotics and the index sets for
polyhomogeneous conormal distributions considered by Melrose [39, Ch. 5, §10]
and especially with the asymptotic types considered by Schulze [48, Ch. 2, §3].

We first explain our motivation for the introduction of discrete asymptotics.
If (M, g) is a compact m-dimensional Riemannian manifold with conical singu-
larities as in Definition 6.3, m ≥ 3, and γ ∈ R

n with γi /∈ DΣi
for i = 1, . . . , n,

then for every k ∈ N with k ≥ 2 and p ∈ (1,∞), ∆g :W
k,p
γ (M ′) →W k−2,p

γ−2 (M ′)
is a Fredholm operator by Theorem 6.12. If γ > 0, then it follows from Theorem
6.12 that the Fredholm index of ∆g : W k,p

γ (M ′) → W k−2,p
γ−2 (M ′) is negative, so

∆g :W
k,p
γ (M ′) →W k−2,p

γ−2 (M ′) has a cokernel. The main idea behind our defini-

tion of discrete asymptotics is to enlarge the spaces W k,p
γ (M ′) and W k−2,p

γ−2 (M ′)

by finite dimensional spaces of functions that decay slower than ργ and ργ−2,
respectively, and that cancel the cokernel of ∆g : W k,p

γ (M ′) → W k−2,p
γ−2 (M ′).

More precisely our goal is to construct two finite dimensional spaces of func-
tions V1 and V2 with V2 ⊂ V1 consisting of functions that decay slower than
ργ and ργ−2, respectively, such that the Laplace operator maps W k,p

γ (M ′)⊕ V1

into W k−2,p
γ−2 (M ′)⊕ V2 and

index
{

∆g :W
k,p
γ (M ′)⊕ V1 −→W k−2,p

γ−2 (M ′)⊕ V2

}

= 0 (46)

We begin with the construction of the model space for the discrete asymp-
totics. Let (Σ, h) be a compact and connected (m−1)-dimensional Riemannian
manifold, m ≥ 1, and let (C, g) be the Riemannian cone over (Σ, h). For γ ∈ R

we denote

Hγ(C
′) = span {u = rαϕ : 0 ≤ α < γ, ϕ ∈ C∞(Σ), u is harmonic} ,
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which is the space of homogeneous harmonic functions of order α with 0 ≤
α < γ. Then dimHγ(C

′) = MΣ(γ) for γ ≥ 2 − m, so Hγ(C
′) is at least one

dimensional for γ > 0. We define a finite dimensional vector space VPγ
(C ′) by

VPγ
(C ′) = span

{

v = r2ku : k ∈ N, u = rαϕ ∈ Hγ(C
′) and α+ 2k < γ

}

.

Note that the Laplace operator on C ′ maps VPγ
(C ′) → VPγ−2

(C ′) for every
γ ∈ R as a consequence of (38). In particular the Laplace operator is nilpo-
tent as a map VPγ

(C ′) → VPγ
(C ′). Also note that dimVPγ

(C ′) = NΣ(γ) and
VPγ

(C ′) = Hγ(C
′) for γ ≤ 2. The space VPγ

(C ′) serves as the model space
in the definition of discrete asymptotics on general Riemannian manifolds with
conical singularities.

The definition of discrete asymptotics on general compact Riemannian man-
ifolds with conical singularities is based on the following proposition.

Proposition 6.14. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities as in Definition 6.3, m ≥ 3, and γ ∈ R
n. Then

for every ε > 0 there exists a linear map

Ψγ :

n
⊕

i=1

VPγi
(C ′

i) −→ C∞(M ′),

such that the following hold.

(i) For every v ∈ ⊕n
i=1 VPγi

(C ′
i) with v = (v1, . . . , vn) and vi = rβiϕi where

ϕi ∈ C∞(Σi) for i = 1, . . . , n we have

|∇k(φ∗i (Ψγ(v))− vi)| = O(rµi+βi−ε−k) as r −→ 0 for k ∈ N

and i = 1, . . . , n.
(ii) For every v ∈⊕n

i=1 VPγi
(C ′

i) with v = (v1, . . . , vn) we have

∆g(Ψγ(v))−
n
∑

i=0

Ψγ(∆givi) ∈ C∞
cs (M

′).

Proof. Let ε > 0 be arbitrary. We define linear maps Ψγi : VPγi
(C ′

i) → C∞(M ′)
for i = 1, . . . , n, such that Ψγi ≡ 0 on M ′\Si and the following hold.

(a) For v ∈ VPγi
(C ′

i) with v = rβiϕ where ϕ ∈ C∞(Σ) we have

|∇k(φ∗i (Ψγi(v))− v)| = O(rµi+βi−ε−k) as r −→ 0 for k ∈ N.

(b) For every v ∈ VPγi
(C ′

i) we have ∆g(Ψγi(v))−Ψγi(∆giv) ∈ C∞
cs (M

′).

The proposition then immediately follows by setting Ψγ = Ψγ1 ⊕ . . .⊕Ψγn .
Choose R′ > 0 with R

2 < R′ < R and denote S′
i = φi(Σi × (0, R′)) for i =

1, . . . , n. Pick any i = 1 . . . , n and choose a function χi ∈ C∞(M ′) with χi ≡ 1
on S′

i and χi ≡ 0 on M ′\Si. We first define Ψγi : VPγi
(C ′

i) → C∞(M ′) for v ∈
VPγi

(C ′
i) with ∆giv = 0 and then proceed iteratively. Thus let v ∈ VPγi

(C ′
i) such

that ∆giv = 0 and v = rβiϕ with ϕ ∈ C∞(Σ). Denote u = χi∆g((φ
−1
i )∗(v)).

Then u is a smooth function on M ′, since v and χi are smooth, is supported on
Si, and

|∇kφ∗i (u)| = O(rβi+µi−2−k) as r −→ 0 for k ∈ N
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by (36). Choose arbitrary β1, . . . , βi−1, βi+1, . . . , βn ∈ R and let β = (β1, . . . , βn).
Since DΣj

⊂ R is discrete for j = 1, . . . , n we can choose some arbitrary small
ε1 > 0 with ε1 < ε, such that βj + µj − ε1 /∈ DΣj

for j = 1 . . . , n. Then by
Theorem 6.12

∆g :W
k,p
β+µ−ε1

(M ′) −→W k−2,p
β+µ−2−ε1

(M ′)

is a Fredholm operator for every k ∈ N with k ≥ 2 and p ∈ (1,∞). Since

C∞
cs (M

′) is dense in W k−2,p
β+µ−2−ε1

(M ′), we can choose a finite dimensional sub-
space W ⊂ C∞

cs (M
′) such that

W k−2,p
β+µ−2−ε1

(M ′) = im
{

∆g :W
k,p
β+µ−ε1

(M ′) −→W k−2,p
β+µ−2−ε1

(M ′)
}

⊕W

for some k ∈ N with k ≥ 2 and p ∈ (1,∞). Thus there exist unique ṽ ∈
W k,p

β+µ−ε1
(M ′) and w ∈ W , such that u = ∆g ṽ + w. Moreover, since u and

w are smooth, it follows from Theorem 6.7 and Proposition 6.11, (ii), that
ṽ ∈ C∞

β+µ−ε1
(M ′). We set Ψγi(v) = χi((φ

−1
i )∗(v) − ṽ). Then it immediately

follows from the construction of ṽ that Ψγi(v) satisfies (a) and (b). In this way
we define Ψγi(v) for a basis of the subspace of VPγi

(C ′
i) consisting of v ∈ VPγi

(C ′
i)

with ∆giv = 0, and then extend Ψγi linearly to the whole subspace. This defines
Ψγi(v) for every v ∈ VPγi

(C′

i)
with ∆giv = 0.

The next step is to define Ψγi(v
′) for v′ ∈ VPγi

(C ′
i) with ∆2

giv
′ = 0. Thus let

v′ ∈ VPγi
(C ′

i) with ∆2
giv

′ = 0, such that v′ = rβ
′

iϕ′ with ϕ′ ∈ C∞(Σ). Denote

v = ∆giv
′. Then v ∈ VPγi

(C ′
i), ∆giv = 0, and v = rβiϕ with βi = β′

i − 2 and

ϕ ∈ C∞(Σ). Furthermore Ψγi(v) = χi((φ
−1
i )∗(v)− ṽ), where ṽ is defined above.

Denote h = χi(∆g((φ
−1
i )∗(v′)) − (φ−1

i )∗(∆giv
′)), so that χi∆g((φ

−1
i )∗(v′)) =

χi(φ
−1
i )∗(v) + h. Then h is a smooth function on M ′ that is supported on Si

and satisfies

|∇k(φ−1
i )∗(h)| = O(rβ

′

i+µi−2−k) as r −→ 0 for k ∈ N.

Define f = χiṽ + h. Then f is a smooth function on M ′, since h, ṽ, and χi
are smooth. Furthermore χi∆gv

′ = Ψγi(v) + f . Since ṽ ∈ C∞
β+µ−ε1

(M ′) and
βi = β′

i − 2 we find that

|∇k(φ−1
i )∗(f)| = O(rβi+µi−ε1−k) as r −→ 0 for k ∈ N.

Now we proceed as before. Choose arbitrary β′
1, . . . , β

′
i−1, β

′
i+1, . . . , β

′
n ∈ R and

denote β′ = (β′
1, . . . , β

′
n). We can choose some arbitrary small ε2 > 0 with

ε1 < ε2 < ε, such that βj + µj − ε2 /∈ DΣj
for j = 1, . . . , n. Then by Theorem

6.12 the operator

∆g :W
k,p
β′+µ−ε2

(M ′) −→W k−2,p
β′+µ−2−ε2

(M ′)

is a Fredholm operator for every k ∈ N with k ≥ 2 and p ∈ (1,∞). Thus we can
choose a finite dimensional subspace W ⊂ C∞

cs (M), such that

W k−2,p
β′+µ−2−ε2

(M ′) = im
{

∆g :W
k,p
β+µ−ε2

(M ′) −→W k−2,p
β+µ−2−ε2

(M ′)
}

⊕W

for some k ∈ N with k ≥ 2 and p ∈ (1,∞). We choose unique ṽ′ ∈W k,p
β′+µ−ε2

(M ′)

and w ∈ W , such that f = ∆g ṽ
′ + w. Since f and w are smooth, Theo-

rem 6.7 and Proposition 6.11 then imply that ṽ′ ∈ C∞
β′+µ−ε2

(M ′). We define
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Ψγi(v
′) = χi((φ

−1
i )∗(v′)− ṽ′). Then it is straightforward to check that Ψγi(v

′)
satisfies (a) and (b).

Finally, since ∆gi : VPγi
(C ′

i) → VPγi
(C ′

i) is nilpotent, Ψγi can be defined for
every v ∈ VPγi

(C ′
i) by iteration. This completes the proof.

Let (M, g) be a compact m-dimensional Riemannian manifold with conical
singularities, m ≥ 3. Then using Proposition 6.14 we can define weighted Ck-
spaces, Hölder spaces, and Sobolev spaces with discrete asymptotics as follows.
For k ∈ N, α ∈ (0, 1), and γ ∈ R

n we define

Ckγ,Pγ
(M ′) = Ckγ(M

′)⊕ im Ψγ and Ck,αγ,Pγ
(M ′) = Ck,αγ (M ′)⊕ im Ψγ .

Both Ckγ,Pγ
(M ′) and Ck,αγ,Pγ

(M ′) are Banach spaces, where the norm on the

discrete asymptotics part is some finite dimensional norm. Finally if p ∈ [1,∞),

then we define the weighted Sobolev space with discrete asymptoticsW k,p
γ,Pγ

(M ′)
by

W k,p
γ,Pγ

(M ′) =W k,p
γ (M ′)⊕ im Ψγ .

Clearly W k,p
γ,Pγ

(M ′) is a Banach space, where the norm on the discrete asymp-
totics part is some finite dimensional norm. Note that the discrete asymptotics
are trivial if γ ≤ 0, so that in this case the weighted spaces with discrete asymp-
totics are simply weighted spaces as defined in §6.1.

6.4 The Laplace operator on weighted spaces with discrete

asymptotics

In this subsection we discuss the Laplace operator acting on weighted Hölder
and Sobolev spaces with discrete asymptotics and in particular we prove that
(46) holds with our definition of weighted spaces with discrete asymptotics.

If (M, g) is a compact Riemannian manifold, then the Laplace operator
defines an isomorphism of Banach spaces

∆g :
{

u ∈ Ck,α(M) :
∫

M
u dVg = 0

}

−→
{

u ∈ Ck−2,α(M) :
∫

M
u dVg = 0

}

for every k ∈ N with k ≥ 2 and α ∈ (0, 1). In a similar way

∆g :
{

u ∈W k,p(M) :
∫

M
u dVg = 0

}

−→
{

u ∈W k−2,p(M) :
∫

M
u dVg = 0

}

defines an isomorphism of Banach spaces for every k ∈ N with k ≥ 2 and
p ∈ (1,∞), see Aubin [4, Thm. 4.7]. Using the weighted Hölder and Sobolev
spaces with discrete asymptotics we can now state a similar result for the Laplace
operator on Riemannian manifolds with conical singularities.

Let (M, g) be a compact m-dimensional Riemannian manifold with conical
singularities as in Definition 6.3, m ≥ 3, and γ ∈ R

n with γ > 2 − m. For
k ∈ N, α ∈ (0, 1), and p ∈ [1,∞) we then define

Ck,αγ,Pγ
(M ′)0 =

{

u ∈ Ck,αγ,Pγ
(M ′) :

∫

M ′
u dVg = 0

}

,

and for p ∈ [1,∞)

W k,p
γ,Pγ

(M ′)0 =
{

u ∈W k,p
γ,Pγ

(M ′) :
∫

M ′
u dVg = 0

}

.
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From Proposition 6.14 it follows that for k ∈ N with k ≥ 2 and α ∈ (0, 1),

∆g : Ck,αγ,Pγ
(M ′)0 → Ck−2,α

γ−2,Pγ−2
(M ′)0 and for p ∈ [1,∞), ∆g : W k,p

γ,Pγ
(M ′)0 →

W k−2,p
γ−2,Pγ−2

(M ′)0 are well defined linear operators. We then have the following

result, which also verifies (46).

Proposition 6.15. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities, m ≥ 3, and γ ∈ R
n with γ > 2−m and γi /∈ EΣi

for i = 1, . . . , n. Then the following hold.

(i) Let k ∈ N with k ≥ 2 and α ∈ (0, 1). Then

∆g : C
k,α
γ,Pγ

(M ′)0 → Ck−2,α
γ−2,Pγ−2

(M ′)0 (47)

is an isomorphism of Banach spaces.

(ii) Let k ∈ N with k ≥ 2 and p ∈ (1,∞). Then

∆g :W
k,p
γ,Pγ

(M ′)0 →W k−2,p
γ−2,Pγ−2

(M ′)0 (48)

is an isomorphism of Banach spaces.

Proof. We demonstrate the proof of (i), the proof of (ii) goes similarly. Thus
let k ∈ N with k ≥ 2, α ∈ (0, 1), and γ ∈ R

n with γ > 2 − m and γi /∈ EΣi

for i = 1, . . . , n. Then by Theorem 6.12, ∆g : Ck,αγ (M ′)0 −→ Ck−2,α
γ−2 (M ′)0 is a

Fredholm operator and

index
{

∆g : C
k,α
γ (M ′)0 −→ Ck−2,α

γ−2 (M ′)0

}

= −
n
∑

i=1

MΣi
(γi). (49)

First we show that the operator ∆g : Ck+2,α
γ,Pγ

(M ′)0 → Ck,αγ−2,Pγ−2
(M ′)0 has

zero Fredholm index, i.e. that (46) holds. When we replace Ck,αγ−2(M
′)0 by

Ck,αγ−2,Pγ−2
(M ′)0 in (49), then we enlarge the cokernel of the operator ∆g :

Ck,αγ (M ′)0 −→ Ck−2,α
γ−2 (M ′)0 by a finite dimensional space with dimension

dim im Ψγ−2. Thus we have

index
{

∆g : C
k,α
γ (M ′)0 −→ Ck−2,α

γ−2,Pγ−2
(M ′)0

}

=

−
n
∑

i=1

MΣi
(γi)− dim im Ψγ−2.

(50)

Moreover, if we replace Ck,αγ (M ′)0 by the space Ck,αγ,Pγ
(M ′)0, then we enlarge the

kernel and reduce the cokernel of the operator ∆g : C
k,α
γ (M ′)0 −→ Ck−2,α

γ−2,Pγ−2
(M ′)0.

Thus it follows from (50) that

index
{

∆g : C
k,α
γ,Pγ

(M ′)0 → Ck−2,α
γ−2,Pγ−2

(M ′)0

}

=

−
n
∑

i=1

MΣi
(γi)− dim im Ψγ−2 + dim im Ψγ

(51)

By definition of Ψγ and Ψγ−2 we have that

dim im Ψγ =

n
∑

i=1

NΣi
(γi) and dim im Ψγ−2 =

n
∑

i=1

NΣi
(γi − 2),
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where NΣi
is defined in (44) for i = 1, . . . , n. Using (45) we then conclude from

(51) that

index
{

∆g : C
k,α
γ,Pγ

(M ′)0 → Ck−2,α
γ−2,Pγ−2

(M ′)0

}

= 0.

Thus (46) holds and in order to show that ∆g : C
k,α
γ,Pγ

(M ′)0 → Ck−2,α
γ−2,Pγ−2

(M ′)0
is a bijection it suffices to show that the kernel is trivial.

Let u ∈ Ck,αγ,Pγ
(M ′)0, such that ∆gu = 0, and let us first assume that γ >

1
2 (2−m). Then integration by parts gives

0 =

∫

M ′

u∆gu dVg = −
∫

M ′

|du|2 dVg

and hence du = 0. So u is constant on M ′, but
∫

M ′
u dVg = 0, and hence u ≡ 0.

Since (2 − m, 0)n is a connected subset of (Rn\DΣ1
) × · · · × (Rn\DΣn

) that
contains ( 12 (2−m), . . . , 12 (2−m)), it follows from Theorem 6.12 that the kernel

of ∆g : Ck,αγ,Pγ
(M ′)0 → Ck−2,α

γ−2,Pγ−2
(M ′)0 is trivial for every γ > 2 −m. Hence

∆g : Ck,αγ,Pγ
(M ′)0 → Ck−2,α

γ−2,Pγ−2
(M ′)0 is a bijection, and the Open Mapping

Theorem [33, XV, Thm. 1.3] implies that this operator is an isomorphism of
Banach spaces.

The next proposition is a version of the Schauder and Lp-estimates for the
Laplace operator acting on weighted spaces with discrete asymptotics.

Proposition 6.16. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities as in Definition 6.3, m ≥ 3, and γ ∈ R
n with

γi /∈ EΣi
for i = 1, . . . , n. Let u, f ∈ L1

loc(M
′) and assume that ∆gu = f holds

in the weak sense. Then the following hold.

(i) Let k ∈ N with k ≥ 2 and α ∈ (0, 1). If f ∈ Ck−2,α
γ−2,Pγ−2

(M ′) and u ∈
C0

γ,Pγ
(M ′), then u ∈ Ck,αγ,Pγ

(M ′). Moreover there exists a constant c > 0
independent of u and f , such that

‖u‖Ck,α
γ,Pγ

≤ c

(

‖f‖Ck−2,α
γ−2,Pγ−2

+ ‖u‖C0
γ,Pγ

)

. (52)

(ii) Let k ∈ N with k ≥ 2 and p ∈ (1,∞). If f ∈ W k−2,p
γ−2,Pγ−2

(M ′) and u ∈
Lpγ,Pγ

(M ′), then u ∈ W k,p
γ,Pγ

(M ′). Moreover there exists a constant c > 0
independent of u and f , such that

‖u‖Wk,p
γ,Pγ

≤ c

(

‖f‖Wk−2,p
γ−2,Pγ−2

+ ‖u‖Lp
γ,Pγ

)

. (53)

Proof. We demonstrate the proof of (i), the proof of (ii) works similarly. We can
assume that γ > 0, since otherwise the discrete asymptotics are trivial and we
are in the situation of Proposition 6.11. Let k ∈ N with k ≥ 2, α ∈ (0, 1), and

assume that f ∈ Ck−2,α
γ−2,Pγ−2

(M ′) and u ∈ C0
γ,Pγ

(M ′). Using that the discrete

asymptotics are bounded functions on M ′ and the weighted Schauder estimates
(40) we find that u ∈ Ck,α0 (M ′). Hence ∆gu = f and

∫

M ′
f dVg = 0. Choose

φ ∈ C∞
cs (M

′) with
∫

M ′
φ dVg = 1 and write u = u0 + λφ with u0 ∈ Ck,α0 (M ′)0

and λ ∈ R. Then Proposition 6.15, (i), implies u0 ∈ Ck,αγ,Pγ
(M ′)0 and thus

u ∈ Ck,αγ,Pγ
(M ′) as we wanted to show.
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It remains to prove the estimate (52). Write u = u1+u2 with u1 ∈ Ck,αγ (M ′),

u2 ∈ im Ψγ and f = f1 + f2 with f1 ∈ Ck−2,α
γ−2 (M ′) and f2 ∈ im Ψγ−2. Then

∆gu1 + πCk−2,α
γ−2

(∆gu2) = f1 and πim Ψγ−2
(∆gu2) = f2.

Using the weighted Schauder estimates and the continuity of the linear operator
πCk−2,α

γ−2
◦∆g : im Ψγ → Ck−2,α

γ−2 (M ′) we find

‖u1‖Ck,α
γ

≤ c
(

‖f1‖Ck−2,α
γ−2

+ ‖πCk−2,α
γ−2

(∆gu2)‖Ck−2,α
γ−2

+ ‖u1‖C0
γ

)

≤ c
(

‖f1‖Ck−2,α
γ−2

+ ‖u2‖im Ψγ
+ ‖u1‖C0

γ

)

= c
(

‖f1‖Ck−2,α
γ−2

+ ‖u‖C0
γ,Pγ

)

.

Lastly we estimate u2 in terms of f . Choose some small ε > 0 such that
[γi − ε, γi] ∩ DΣi

= ∅ for i = 1, . . . , n. Then by Theorem 6.12 and Proposition

6.13, ∆g : W k,2
γ−ε(M

′) → W k−2,2
γ−ε−2(M

′) is a Fredholm operator with cokernel

being isomorphic to the kernel of ∆g :W
k,2
2−m−γ+ε(M) →W k−2,2

−m−γ+ε(M
′). Since

u1 ∈ Ck,αγ (M ′), also u1 ∈ W k,p
γ−ε(M

′). Using integration by parts we therefore
find that

〈h, f1〉L2 = 〈h,∆gu1 + πCk−2,p
γ−2

(∆gu2)〉L2 = 〈h, πCk−2,p
γ−2

(∆gu2)〉L2

for h ∈ ker{∆g : W k,2
2−m−γ+ε(M

′) → W k−2,2
−m−γ+ε(M

′)}. Therefore f1 determines
∑n
i=1MΣi

(γi) components of u2. Moreover πim Ψγ−2
(∆gu2) = f2, and hence

f2 determines
∑n
i=1NΣi

(γi − 2) different components of u2. Thus by (45), f
determines

∑n
i=1NΣi

(γi) components of u2. Since dim im Ψγ =
∑n
i=1NΣi

(γi),
u2 is uniquely determined by f . Hence ‖u2‖im Ψγ

≤ c‖f‖Ck−2,α
γ−2,Pγ−2

.
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7 The heat equation on Riemannian manifolds

with conical singularities

7.1 Weighted parabolic Hölder and Sobolev spaces

In this subsection we define weighted parabolic Hölder and Sobolev spaces on
Riemannian manifolds with conical singularities. These are parabolic Hölder
and Sobolev spaces as defined in §2.2, with the only difference that we take the
rate of decay of the functions into account. In fact, as for parabolic function
spaces on general Riemannian manifolds in §2.2 we require in the definition
of weighted parabolic function spaces on Riemannian manifolds with conical
singularities that one spatial derivative compares to one time derivative. On a
Riemannian manifold with conical singularities two spatial derivatives decrease
the rate of decay of a function by two, and hence we need to require that each
time derivative has to decrease the rate of decay of a function by two as well.

We begin with the definition of weighted parabolic Ck-spaces and Hölder
spaces. Let (M, g) be a compact m-dimensional Riemannian manifold with
conical singularities as in Definition 6.3, ρ a radius function on M ′, and I ⊂ R

a bounded and open interval. For k, l ∈ N with 2k ≤ l and γ ∈ R
n we define

Ck,lγ (I ×M ′) =

k
⋂

j=0

Cj(I;Cl−2j
γ−2j(M

′)).

Then Ck,lγ (I ×M ′) is a Banach space with norm given by

‖u‖Ck,l
γ

=
∑

i,j

sup
(t,x)∈I×M ′

|ρ(x)−γ+2i+j∂it∇ju(t, x)| for u ∈ Ck,lγ (I ×M ′),

where the sum is taken over i = 1, . . . , k and j = 1, . . . , l with 2i + j ≤ l. For
α ∈ (0, 1) we define the weighted parabolic Hölder space Ck,l,αγ (I ×M ′) by

Ck,l,αγ (I ×M ′) =

k
⋂

j=0

Cj,α/2(I;Cl−2j
γ−2j(M

′)) ∩ Cj(I;Cl−2j,α
γ−2j (M ′)).

The norm on Ck,l,αγ (I ×M ′) is given by

‖u‖Ck,l,α
γ

=
∑

i,j

{

sup
(t,x)∈I×M ′

|ρ(x)−γ+2i+j∂it∇ju(t, x)|+ sup
t∈I

[∂it∇ju(t, ·)]α,γ−2i−j

+ sup
x∈M ′

[∂it∇ju(·, x)]α/2,γ−2i−j

}

for u ∈ Ck,l,αγ (I ×M ′),

where the sum is taken over i = 1, . . . , k and j = 1, . . . , l with 2i+ j ≤ l. Then
Ck,l,αγ (I ×M ′) is a Banach space.

Next we define weighted parabolic Sobolev spaces. Let k, l ∈ N with 2k ≤ l,
p ∈ [1,∞), and γ ∈ R

n. Then the weighted parabolic Sobolev space W k,l,p
γ (I ×

M ′) is given by

W k,l,p
γ (I ×M ′) =

k
⋂

j=0

W j,p(I;W l−2j,p
γ−2j (M ′)).
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Then W k,l,p
γ (I ×M ′) is a Banach space with norm given by

‖u‖Wk,l,p
γ

=





∑

i,j

∫

I

∫

M ′

|ρ−γ+2i+j∂it∇ju(t, ·)|pρ−m dVg dt





1/p

for u ∈W k,l,p
γ (I×M ′), where the sum is taken over i = 1, . . . , k and j = 1, . . . , l

with 2i+ j ≤ l.
Similar to Proposition 2.5 we have the following important embedding result

for weighted parabolic Sobolev spaces.

Proposition 7.1. Let (M, g) be a compact Riemannian manifold manifold with

conical singularities as in Definition 6.3, I ⊂ R an open and bounded interval,

k ∈ N with k ≥ 2, p ∈ (1,∞), and γ ∈ R
n. Then W 1,k,p

γ (I × M ′) embeds

continuously into W 0,k−1,p
γ−1 (I ×M ′) by inclusion and the inclusion is compact.

The proof of Proposition 7.1 follows immediately from the Aubin–Dubinskĭı
Lemma and Theorem 6.8.

The next proposition is an interpolation result for weighted parabolic Sobolev
spaces, which can be seen as a generalization of the interpolation result for
parabolic Sobolev spaces from Proposition 2.6.

Proposition 7.2. Let (M, g) be a compact m-dimensional Riemannian mani-

fold with conical singularities as in Definition 6.3, I ⊂ R an open and bounded

interval, k ∈ N with k ≥ 2, p ∈ (1,∞), and γ ∈ R
n. Let ε > 0 and assume

that p > 2
ε and kp > 2 + m. Then W 1,k,p

γ (I ×M ′) embeds continuously into

C0,0
γ−ε(I ×M ′) by inclusion.

Proof. From Proposition 2.4 it follows thatW 1,k,p(I×M ′) embeds continuously

into C0(I; (W k,p
γ (M ′),W k−2,p

γ−2 (M ′))1/p,p). From a result of Coriasco et al. [14,

Lem. 5.4] it follows that (W k,p
γ (M ′),W k−2,p

γ−2 (M ′))1/p,p embeds continuously

into W s,p
γ−ε(M

′) by inclusion for s < k − 2
p , where W s,p

γ−ε(M
′) is a weighted

Sobolev space of fractional order. Theorem 6.7 continues to hold for weighted
Sobolev spaces of fractional order and hence W s,p

γ−ε(M
′) embeds continuously

into C0
γ−ε(M

′), from which the claim follows.

Finally we define weighted parabolic spaces with discrete asymptotics. Thus
ifm ≥ 3, then for k, l ∈ N with 2k ≤ l we define the weighted parabolic Ck-space
Ck,lγ,Pγ

(I ×M ′) with discrete asymptotics by

Ck,lγ,Pγ
(I ×M ′) =

k
⋂

j=0

Cj(I;Cl−2j
γ−2j,Pγ−2j

(M ′)),

and if α ∈ (0, 1), then we define the weighted parabolic Hölder space Ck,l,αγ,Pγ
(I ×

M ′) with discrete asymptotics by

Ck,l,αγ,Pγ
(I ×M ′) =

k
⋂

j=0

Cj,α/2(I;Cl−2j
γ−2j,Pγ−2j

(M ′)) ∩ Cj(I;Cl−2j,α
γ−2j,Pγ−2j

(M ′)).
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Then both Ck,lγ,Pγ
(I ×M ′) and Ck,l,αγ,Pγ

(I ×M ′) are Banach spaces. If p ∈ [1,∞),

then we define the weighted parabolic Sobolev spaceW k,l,p
γ,Pγ

(I×M ′) with discrete
asymptotics by

W k,l,p
γ,Pγ

(I ×M ′) =
k
⋂

j=0

W j,p(I;W l−2j,p
γ−2j,Pγ−2j

(M ′)).

Clearly W k,l,p
γ,Pγ

(I ×M ′) is a Banach space.

7.2 Weighted Schauder and Lp-estimates

In this subsection we prove weighted Schauder and Lp-estimates for solutions
of the inhomogeneous heat equation on compact Riemannian manifolds with
conical singularities.

The following proposition is a version of the Schauder estimates for solutions
of the inhomogeneous heat equation on weighted parabolic Hölder spaces.

Proposition 7.3. Let (M, g) be a compact m-dimensional Riemannian mani-

fold with conical singularities as in Definition 6.3. Let T > 0, k ∈ N with k ≥ 2,
α ∈ (0, 1), and γ ∈ R

n. Let f ∈ C0,k−2,α
γ−2 ((0, T )×M ′) and u ∈ C0,0

γ ((0, T )×M ′).

Assume that u ∈ C1,k,α((0, T ) ×K) for every K ⊂⊂ M ′ and ∂tu = ∆gu + f .
Then u ∈ C1,k,α

γ ((0, T ) ×M ′) and there exists a constant c > 0 independent of

u and f , such that

‖u‖C1,k,α
γ

≤ c
(

‖f‖C0,k−2,α
γ−2

+ ‖u‖C0,0
γ

)

. (54)

Proof. Let f ∈ C0,k−2,α
γ−2 ((0, T ) ×M ′) and assume that u ∈ C0,0

γ ((0, T ) ×M ′)

with u ∈ C1,k,α((0, T ) × K) for every K ⊂⊂ M ′. Then it follows from the
Schauder estimates in Theorem 2.9 that for every K,K ′ ⊂⊂M ′ with K ′ ⊂⊂ K
there exists a constant c > 0, such that

‖u‖C1,k,α ≤ c (‖f‖C0,k−2,α + ‖u‖C0,0) , (55)

where the norm on the left side is over (0, T ) ×K ′ and the norm on the right
side is over (0, T )×K. Thus it remains to prove the Schauder estimate (54) on
each end of M . Without loss of generality we can assume that R ≤

√
T . Then

for s ∈ (0, R) and i = 1, . . . , n we define

δsi : (
1
2 , 1)× Σi × ( 12 , 1) −→ (0, T )× Σ× (0, R), δsi (t, σ, r) = (s2t, σ, sr).

Denote ui = φ∗i (u) and fi = φ∗i (f) for i = 1, . . . , n and define functions

usi : (
1
2 , 1)× Σ× ( 12 , 1) → R, usi = s−γi(δsi )

∗(ui) (56)

and functions

fsi : ( 12 , 1)× Σ× ( 12 , 1) → R, fsi = s2−γi(δsi )
∗(fi) (57)

for s ∈ (0, R) and i = 1, . . . , n. Then there exists a constant c > 0, such that

‖usi‖C0,0 , ‖fsi ‖C0,k−2,α ≤ c on ( 12 , 1)× Σ× ( 12 , 1) (58)
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for s ∈ (0, R) and i = 1, . . . , n. Using (38) and the definition of usi and fsi in
(56) and (57) we find that

∂usi
∂t

= ∆giu
s
i + Lsiu

s
i + fsi on ( 12 , 1)× Σ× ( 12 , 1)

for i = 1, . . . , n, where Lsi is a second order differential operator defined by

Lsiv = s2
{

∆φ∗

i (g)
((δ

1/s
i )∗(v))−∆gi((δ

1/s
i )∗(v))

}

◦ δsi .

From (36) it follows that the coefficients of Lsi and their derivatives converge to
zero uniformly on compact subsets of Σi× ( 12 , 1) as s→ 0. Using (58) and again
the Schauder estimates from Theorem 2.9 it follows that there exists a constant
c > 0, such that for every s ∈ (0, κ), where κ ∈ (0, R) is sufficiently small, and
i = 1, . . . , n we have

‖usi‖C1,k,α ≤ c (‖fsi ‖C0,k−2,α + ‖usi‖C0,0) , (59)

where the norm on the left side is on ( 12 , 1) × Σi × ( 23 ,
3
4 ) and the norm on the

right side is on ( 12 , 1)×Σi× ( 12 , 1). Then it follows that u ∈ C1,k,α
γ ((0, T )×M ′)

and (55) and (59) together imply (54).

The next proposition gives the Lp-estimates for solutions of the inhomoge-
neous heat equation on weighted parabolic Sobolev spaces.

Proposition 7.4. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities as in Definition 6.3. Let T > 0, k ∈ N with

k ≥ 2, p ∈ (1,∞), and γ ∈ R
n. Let f ∈ W 0,k−2,p

γ−2 ((0, T ) × M ′) and u ∈
W 0,0,p

γ ((0, T ) ×M ′). Assume that u ∈ W 1,2((0, T ) × K) for every K ⊂⊂ M ′

and ∂tu = ∆gu+ f . Then u ∈ W 1,k,p
γ ((0, T )×M ′) and there exists a constant

c > 0 independent of u and f , such that

‖u‖W 1,k,p
γ

≤ c
(

‖f‖W 0,k−2,p
γ−2

+ ‖u‖W 0,0,p
γ

)

. (60)

Proposition 7.4 is proved in exactly the same way as Proposition 7.3.

7.3 Asymptotics of the Friedrichs heat kernel

In this subsection we study the asymptotic behaviour of the Friedrichs heat
kernel on Riemannian manifolds with conical singularities. Our main reference is
Mooers [41]. The heat kernel on Riemannian cones is also study by Cheeger [11]
and on compact Riemannnian manifolds with conical singularities by Nagase [42]
under the assumption that the Riemannian metric is isometric to a Riemannian
cone metric near each singularity. Mooers’ arguments are in principle the same
as those given by Melrose in [39, Ch. 7], where the heat kernel on compact
Riemannian manifolds with boundary is studied.

Before we begin our discussion of the asymptotics of the Friedrichs heat
kernel on compact Riemannian manifolds with conical singularities let us con-
sider the heat kernel on R

m as a motivating example. By introducing polar
coordinates around the origin in R

m we can understand R
m as a Rieman-

nian manifold with conical singularities at the origin. If x, y ∈ R
m\{0} with

x = (σ, r), y = (σ′, r′) ∈ Sm−1× (0,∞), then the distance of x and y is given by

|x− y|2 ≈ |r − r′|2 + (r + r′)2dh(σ, σ
′)2.
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Here h is the standard Riemannian metric on Sm−1. On (0,∞) × (Rm\{0}) ×
(Rm\{0}) we then define functions ρbf , ρtf , ρlb, ρrb, and ρtb by

ρbf(t, x, y) =
√

t+ r2 + r′2, ρtf(t, x, y) =

√

t+ |x− y|2√
t+ r2 + r′2

,

ρlb(t, x, y) =
r√

t+ r2 + r′2
, ρrb(t, x, y) =

r′√
t+ r2 + r′2

,

ρtb(t, x, y) =

√
t

√

t+ |x− y|2
.

Then loosely speaking ρbf(t, x, y) = 0 if and only if t = 0 and r = r′ = 0,
ρtf(t, x, y) = 0 if and only if t = 0 and x = y, ρlb(t, x, y) = 0 if and only if r = 0,
ρrb(t, x, y) = 0 if and only if r′ = 0, and finally ρtb(t, x, y) = 0 if and only if
t = 0 and x 6= y. Now let us consider the Euclidean heat kernel H on R

m as
given in (9). Then

H ∼ ρ−mtf ρ−mbf ρ−mtb exp

(

−ρ
2
bfρ

2
tf − ρ2tbρ

2
bfρ

2
tf

4ρ2tbρ
2
bfρ

2
tf

)

= O
(

ρ−mtf ρ−mbf ρ∞tbρ
0
lbρ

0
rb

)

.

Here O(ρ∞tb) means O(ρktb) for every k ∈ N. It turns out that this is the leading
order asymptotic behaviour of the Friedrichs heat kernel on general compact
Riemannian manifolds with conical singularities.

Now let (M, g) be a compact m-dimensional Riemannian manifold with con-
ical singularities as in Definition 6.3, m ≥ 3, and H the Friedrichs heat kernel
on (M, g). The next proposition examines a simple property of the function
x 7→ H(t, x, y) for fixed t > 0 and y ∈M ′.

Proposition 7.5. Let t > 0 and y ∈M ′. Then the function x 7→ H(t, x, y) lies
in
⋂

γ∈Rn C∞
γ,Pγ

(M ′).

Proof. The Friedrichs heat semigroup {exp(t∆g)}t>0 as defined by (5) and (6)
is a semigroup of bounded operators on L2(M ′). Moreover for every t > 0,
exp(t∆g) maps L2(M ′) into

⋂∞
j=0 dom(∆j

g) as in (7). It follows that for fixed

t > 0 and y ∈ M ′ the function x 7→ H(t, x, y) lies in
⋂∞
j=0 dom(∆j

g). Using
Proposition 6.15 and Theorem 6.7 we find that

∞
⋂

j=0

dom(∆j
g) =

⋂

γ∈Rn

C∞
γ,Pγ

(M ′)

from which the claim follows.

Let Hi be the Friedrichs heat kernel on (Ci, gi) for i = 1, . . . , n, where
(C1, g1), . . . , (Cn, gn) are the model cones of (M, g) as in Definition 6.3. For
i = 1, . . . , n and s ∈ (0,∞) define

δsi : (0,∞)×Ci ×Ci −→ (0,∞)×Ci ×Ci, δ
s
i (t, σ, r, σ

′, r′) = (s2t, σ, sr, σ′, sr′).

Then
(δsi )

∗(t∆giϕ)(σ, r) = t∆gi(δ
s
i )

∗(ϕ)(σ, r) for (σ, r) ∈ Ci (61)
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and i = 1, . . . , n and ϕ ∈ dom(∆gi). Here dom(∆gi) is the domain of the
Friedrichs extension of the Laplace operator ∆gi : C

∞
cs (Ci) ⊂ L2(Ci) → L2(Ci).

Then (61) implies that

(δsi )
∗(exp(t∆gi)ϕ) = exp(t∆gi)(δ

s
i )

∗(ϕ) for ϕ ∈ dom(∆gi) (62)

and i = 1, . . . , n. From (62) and Proposition 3.1 we then conclude that

(δsi )
∗(Hi)(t, σ, r, σ

′, r′) = s−mHi(t, r, σ, r
′, σ′) for (t, σ, r, σ′, r′) ∈ (0,∞)×Ci×Ci

and i = 1, . . . , n.
The next proposition describes the homogeneity of the Friedrichs heat kernel

on (M, g) when g is isometric to the Riemannian cone metric gi on each end of
M ′ for i = 1, . . . , n.

Proposition 7.6. Let (M, g) be a Riemannian manifold with conical singulari-

ties as in Definition 6.3 and let g̃ be a Riemannian metric on M with φ∗i (g̃) = gi
for i = 1, . . . , n, i.e. the Riemannian metric is isometric to the Riemannian cone

metric on each end of M ′. Let H̃ be the Friedrichs heat kernel on (M, g̃). Then

(δsi )
∗(φ∗i (H̃))− s−mHi = O(s∞) as s→ 0

for i = 1, . . . , n.

The proof of Proposition 7.6 can be found in Nagase [42, §5].
We now discuss parts of Mooers’ parametrix construction for the Friedrichs

heat kernel [41]. We explain this construction only in an informal way and the
interested reader should consult Mooers’ paper for a detailed description. In
order to describe the asymptotics of the Friedrichs heat kernel it is convenient
to introduce functions ρbf , ρtf , ρlb, ρrb, and ρtb on (0,∞)×M ′ ×M ′ as follows.
Let ρ be a radius function on M ′ and define

ρbf(t, x, y) =
√

t+ ρ(x)2 + ρ(y)2, ρtf(t, x, y) =

√

t+ dg(x, y)2
√

t+ ρ(x)2 + ρ(y)2
,

ρlb(t, x, y) =
ρ(x)

√

t+ ρ(x)2 + ρ(y)2
, ρrb(t, x, y) =

ρ(y)
√

t+ ρ(x)2 + ρ(y)2
,

ρtb(t, x, y) =

√
t

√

t+ dg(x, y)2
.

Loosely speaking we have that ρbf(t, x, y) = 0 if and only if t = 0 and ρ(x) =
ρ(y) = 0, ρtf(t, x, y) = 0 if and only if t = 0 and x = y, ρlb(t, x, y) = 0 if and only
if ρ(x) = 0, ρrb(t, x, y) = 0 if and only if ρ(y) = 0, and finally ρtb(t, x, y) = 0
if and only if t = 0 and x 6= y. In fact the functions ρbf , ρtf , ρlb, ρrb, and ρtb
should be understood as boundary defining functions on the heat space of M ,
see Melrose [39, Ch. 7, §4].

From Theorem 3.2 we have a good understanding of the asymptotics of
H(t, x, y), when x and y lie in a compact region, so we only have to study the
asymptotics of the heat kernel, when x and/or y are close to a singularity. The
first step in the parametrix construction for the heat kernel is to find a rough
parametrix H0, i.e. a good first approximation, for H. The rough parametrix
H0 is constructed by gluing the heat kernels on the model cones of the conical
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singularities together with the heat kernel H. Since the Laplace operator on
M ′ near each conical singularity is asymptotic to the Laplace operator on the
model cone of the singularity, it follows that H0 is a good first approximation
for the heat kernel H and determines the leading order terms in the asymptotic
expansion of H in terms of ρbf , ρtf , ρlb, ρrb, and ρtb. Using the discussion from
above, we have a good understanding of the asymptotics of H0, and, in fact, one
can determine the expansion of H0 in terms of the functions ρbf , ρtf , ρlb, ρrb, and
ρtb and show that H0 ∼ ρ−mtf ρ−mbf ρ∞tbρ

0
lbρ

0
rb, see Mooers [41, Prop. 3.3]. (Note,

however, that due to a mistake in [41, Lem. 3.2] the power −1 of the function
ρbf in Mooers’ result should be replaced by −m). What is left, is to solve away
the error terms caused by the gluing procedure and the asymptoticness of the
Laplace operator on M ′ to the Laplace operators on the model cones. This is
done in Mooers [41, Prop. 3.4 – 3.8].

Of particular importance for us are the asymptotics of H when ρlb, ρrb → 0,
since this is where the discrete asymptotics come into play. Let γ ∈ R

n and
define γ+,γ− ∈ R

n by

γ+i = min {ε ∈ EΣi
: ε ≥ γi} and γ−i = max {ε ∈ EΣi

: ε < γi} (63)

for i = 1, . . . , n. For γ ∈ R
n we choose a basis ψ1

γ , . . . , ψ
N
γ for im Ψγ , where

N = dim im Ψγ . Recall from above that the function x 7→ H(t, x, y) lies in
⋂

γ∈Rn C∞
γ,Pγ

(M ′) for fixed t > 0 and y ∈ M ′. Now one can deduce from [41,

Prop. 3.5] that there exist functions H1
γ , . . . , H

N
γ ∈ C∞((0,∞)×M ′) that admit

an asymptotic expansion of the form

Hj
γ ∼ ρ−mtf ρ−mbf ρ∞tbρ

−γ−

rb for j = 1, . . . , N, (64)

and such that we have an asymptotic expansion of the form

H −
∑N

j=1
ψjγH

j
γ ∼ ρ−mtf ρ−mbf ρ∞tbρ

γ+

lb . (65)

The time derivatives of H then admit a similar expansion and from (64) and
(65) we then deduce the following result.

Theorem 7.7. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities as in Definition 6.3, m ≥ 3, H the Friedrichs heat

kernel on (M, g), and γ ∈ R
n. For l ∈ N choose a basis ψ1

γ−2l, . . . , ψ
Nl

γ−2l for

im Ψγ−2l, where Nl = dim im Ψγ−2l. Then the following holds.

For each l ∈ N there exist functions H1
γ−2l, . . . , H

Nl

γ−2l ∈ C∞((0,∞) ×M ′)
and constants cl > 0, such that for each l ∈ N

|Hj
γ−2l(t, y)| ≤ cl · (t+ ρ(y)2)−

m+(γ−2l)−

2 for t > 0, y ∈M ′

and j = 1, . . . , Nl, and

∣

∣

∣
∂ltH(t, x, y)−

∑Nl

j=1
ψjγ−2l(x)H

j
γ−2l(t, y))

∣

∣

∣

≤ cl · (t+ dg(x, y)
2)−

m+l
2

(

ρ(x)2

ρ(x)2 + ρ(y)2

)

(γ−2l)+

2

,

for t > 0, and x, y ∈M ′. Here γ+ and γ− are given in (63).
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We should remark at this point that the wrong asymptotics of the Friedrichs
heat kernel given by Mooers were also used by Jeffres and Loya in [22] in their
study of the regularity of solutions of the heat equation on Riemannian manifolds
with conical singularities.

7.4 The Cauchy problem for the inhomogeneous heat equa-

tion. I

In this subsection we prove existence and maximal regularity of solutions to the
Cauchy problem for the inhomogeneous heat equation, when the free term lies
in a weighted Hölder space with discrete asymptotics. There are only a few
papers known to the author where parabolic equations on compact Riemannian
manifolds with conical singularities are studied. We would like to mention
the papers by Coriasco, Schrohe, and Seiler [13] and [14] in particular, since
these initially motivated our study of the heat equation. Their approach to
the study of linear parabolic equations on compact Riemannian manifolds with
conical singularities is through semigroup theory, and therefore lasts heavily on
techniques from functional analysis, while our approach using the heat kernel is
more PDE style. In the special case of the heat equation our results, Theorems
7.10 and 7.13 below, generalize those obtained by Coriasco, Schrohe, and Seiler.
We point out, however, that their results also apply to more general linear
parabolic equations than just the heat equation.

Throughout this subsection (M, g) will be a compactm-dimensional Rieman-
nian manifold with conical singularities as in Definition 6.3, m ≥ 3, ρ a radius
function on M ′, and H will denote the Friedrichs heat kernel on (M, g). In the
next two propositions we prove two elementary, though important, estimates
for the convolution of H with powers of ρ.

Proposition 7.8. Let γ ∈ R
n with γ > 2 −m and γi /∈ EΣi

for i = 1, . . . , n.
Then there exist a constants cl > 0 for l ∈ N, such that

∣

∣

∣

∣

((

∂ltH −
∑Nl

j=1
ψjγ−2lH

j
γ−2l

)

∗ ργ−2

)

(t, x)

∣

∣

∣

∣

≤ cl · ρ(x)γ−2l

for every t ∈ (0,∞) and x ∈M ′. Here ψjγ−2l and H
j
γ−2l are given by Theorem

7.7 for j = 1, . . . , Nl.

Proof. We only consider the case l = 0, the general case is proved essentially in
the same way. Denote

I(t, x) =

((

H −
∑N0

j=1
ψjγH

j
γ

)

∗ ργ−2

)

(t, x)

for t ∈ (0,∞) and x ∈M ′. Using Theorem 7.7 we find that

|I(t, x)| ≤
∫ t

0

∫

M ′

∣

∣

∣

∣

H(s, x, y)−
∑N0

j=1
ψjγ(x)H

j
γ(s, y)

∣

∣

∣

∣

ρ(y)γ−2 dVg(y) ds

≤ c · ρ(x)γ+

∫

M ′

ρ(y)γ−2(ρ(x)2 + ρ(y)2)−
γ+

2

∫ t

0

(s+ dg(x, y)
2)−

m
2 ds dVg(y),
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where γ+ is as in (63). Since m ≥ 3, we can estimate the integral with respect
to s by

∫ t

0

(s+ dg(x, y)
2)−

m
2 ds ≤ c · dg(x, y)2−m

and thus obtain

|I(t, x)| ≤ c · ρ(x)γ+

∫

M ′

ρ(y)γ−2(ρ(x)2 + ρ(y)2)−
γ+

2 dg(x, y)
2−m dVg(y). (66)

For the sake of simplicity we assume from now on that φi(g) = gi for i =
1, . . . , n. The general case then follows in a similar way because the error terms
caused by the asymptotic condition (36) can be controlled by the estimates
which we now prove. Let R′ > 0 with R

2 < R′ < R and assume that x lies in
S′
i = φi(Σi× (0, R′)) for some i = 1, . . . , n. The case x ∈M ′\S′

i is dealt with in
a similar way. We now split the integral over M ′ in (66) into two integrals, one
over Si and the other one over M ′\Si. We first study the integral over Si.

If y ∈ Si, then dg(x, y)
2 ≥ c(r2 + r′2)dh(σ, σ

′)2 for every y ∈ Si where
x = φi(σ, r) and y = φi(σ

′, r′). In particular dg(x, y)
2 ≥ c(r2 + r′2)dh(σ, σ

′)2

for every y ∈ Si. Moreover we can assume that ρ(x) = r and ρ(y) = r′. Using
dVgi(σ

′, r′) = r′m−1dr′ dVhi
(σ′) we thus obtain

∫

Si

ρ(y)γ−2(ρ(x)2 + ρ(y)2)−
γ+

2 dg(x, y)
2−m dVg(y)

≤ c

∫ R

0

∫

Σi

r′γi+m−3(r2 + r′2)1−
m+γ

+
i

2 dh(σ, σ
′)2−m dVh(σ

′) dr′

≤ c

∫ R

0

r′γi+m−3(r2 + r′2)1−
m+γ

+
i

2 dr′,

where in the last estimate we use that the integral with respect to σ′ is finite,
since dimΣi = m− 1. With the change of variables r′ 7→ ̺ = ( r

′

r )
2 we find

∫ R

0

r′γi+m−3(r2 + r′2)1−
m+γ

+
i

2 dr′ ≤ c · rγi−γ+
i

∫ ∞

0

̺
γi+m−4

2 (1 + ̺)1−
m+γ

+
i

2 d̺.

Now the integral with respect to ̺ is finite if and only if γi+m−4
2 > −1 and

γi+m−4
2 + 1 − m+γ+

i

2 < −1, which holds if and only if 2 − m < γi < γ+i .
Therefore we obtain that

ρ(x)γ
+

∫

Si

ρ(y)γ−2(ρ(x)2 + ρ(y)2)−
γ+

2 dg(x, y)
2−m dVg(y) ≤ cρ(x)γ . (67)

Now assume that y ∈ M ′\Si. Then dg(x, y) is uniformly bounded from
below, as x ∈ S′

i. Hence we can estimate dg(x, y)
2 ≥ c(ρ(x)2 + ρ(y)2) uniformly

for y ∈M ′\Si. From (66) we thus obtain

∫

M ′\Si

ρ(y)γ−2(ρ(x)2 + ρ(y)2)−
γ+

2 dg(x, y)
2−m dVg(y)

≤ c

∫

M ′\Si

ρ(y)γ−2(ρ(x)2 + ρ(y)2)1−
m+γ+

2 dVg(y).

58



Using the same estimates as before it is now straightforward to check that

∫

M ′\Si

ρ(y)γ−2(ρ(x)2 + ρ(y)2)1−
m+γ+

2 dVg(y) ≤ c · ρ(x)γ−γ+

.

We find that

ρ(x)γ
+

∫

M ′\Si

ρ(y)γ−2(ρ(x)2 + ρ(y)2)−
γ+

2 dg(x, y)
2−m dVg(y) ≤ cρ(x)γ . (68)

Finally from (66), (67), and (68) we conclude that |I(t, x)| ≤ cρ(x)γ for
t ∈ (0,∞) and x ∈M ′, as we wanted to show.

Proposition 7.9. Let γ ∈ R
n with γi /∈ EΣi

for i = 1, . . . , n. Then there exists

a constant c > 0, such that
∣

∣(Hj
γ−2l ∗ ργ−2)(t)

∣

∣ ≤ c for every t ∈ (0,∞) and

j = 1, . . . , Nl, where H
j
γ−2l is as in Theorem 7.7.

Proof. Again we only consider the case l = 0. Fix some j = 1, . . . , N0 and
denote I(t) = (Hj

γ ∗ ργ−2)(t) for t ∈ (0,∞). Using the estimates from Theorem
7.7 we obtain that

|I(t)| ≤
∫

M ′

|Hj
γ(s, y)|ρ(y)γ−2 dVg(y)

≤ c

∫

M ′

ρ(y)γ−2

∫ t

0

(s+ ρ(y)2)−
m+γ−

2 ds dVg(y),

where γ− is as in (63). We can estimate the integral with respect to s by

∫ t

0

(s+ ρ(y)2)−
m+γ−

2 ds ≤ c · ρ(y)2−m−γ−

and hence we obtain

|I(t)| ≤ c

∫

M ′

ρ(y)γ−γ−−m dVg(y). (69)

Using that the Riemannian metric φ∗i (g) is asymptotic to the Riemannian cone
metric gi on Σi × (0, R) and using that dVgi(σ, r) = rm−1dr dVhi

(σ) it follows
that the integral in (69) is finite if and only if γ − γ− − m + (m − 1) > −1,
which holds if and only if γ > γ−.

For T > 0 and a given function f : (0, T ) ×M ′ → R we now consider the
following Cauchy problem

∂u

∂t
(t, x) = ∆gu(t, x) + f(t, x) for (t, x) ∈ (0, T )×M ′,

u(0, x) = 0 for x ∈M ′,
(70)

i.e. we look for a function u : (0, T ) ×M ′ → R that extends continuously to
t = 0 and satisfies (70). Using Propositions 7.8 and 7.9 we are now able to prove
existence and maximal regularity of solutions to (70), when f lies in a weighted
Hölder space with discrete asymptotics.
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Theorem 7.10. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities as in Definition 6.3, m ≥ 3. Let T > 0, k ∈ N with

k ≥ 2, α ∈ (0, 1), and γ ∈ R
n with γ > 2 −m and γi /∈ EΣi

for i = 1, . . . , n.

Given f ∈ C0,k−2,α
γ−2,Pγ−2

((0, T )×M ′), there exists a unique u ∈ C1,k,α
γ,Pγ

((0, T )×M ′)

solving the Cauchy problem (70).

Proof. Let f ∈ C0,k−2,α
γ−2,Pγ−2

((0, T )×M ′), then we can write f = f1 + f2 with

f1 ∈ C0,k−2,α
γ−2 ((0, T )×M ′) and f2 ∈ C0,α/2((0, T ); im Ψγ−2).

Define u = H ∗ f , u1 = H ∗ f1, and u2 = H ∗ f2, where H is the Friedrichs heat
kernel and convolution is defined as in (12). Using Theorem 7.7 we can write

u1(t, x) =

((

H −
∑N0

j=1
ψjγH

j
γ

)

∗ f1
)

(t, x) +
∑N0

j=1
ψjγ(x)(H

j
γ ∗ f1)(t)

for t ∈ (0, T ) and x ∈ M ′. Using f1 ∈ C0,k−2,α
γ−2 ((0, T ) ×M ′) and Proposition

7.8 we find that
∣

∣

∣

∣

((

H −
∑N0

j=1
ψjγH

j
γ

)

∗ f1
)

(t, x)

∣

∣

∣

∣

≤ c‖f1‖C0,0
γ−2

ρ(x)γ .

Moreover, from Proposition 7.9 it follows that

|(Hj
γ ∗ f1)(t)| ≤ c‖f1‖C0,0

γ−2

for j = 1, . . . , N0. Hence u1 ∈ C0,0
γ,Pγ

((0, T )×M ′). In a similar way one can now

show that in fact u1 ∈ C1,k,α
γ,Pγ

((0, T )×M ′).

Alternatively one can show that u1 ∈ C1,k,α((0, T )×K) for every K ⊂⊂M ′.
If γ < 0, then the discrete asymptotics are trivial and the weighted Schauder
estimates from Proposition 7.3 imply that u1 ∈ C1,k,α

γ,Pγ
((0, T ) × M ′). If γ >

0, then u1 ∈ C0,0
0 ((0, T ) × M ′), since the discrete asymptotics are bounded

functions on M ′. Therefore again the weighted Schauder estimates imply that
in fact u1 ∈ C1,k,α

0 ((0, T )×M ′). But then using Proposition 6.15 and a simple

iteration argument we conclude that u1 ∈ C1,k,α
γ,Pγ

((0, T )×M ′).

The same argument as before also shows that u2 = H∗f2 lies in C1,l,α
δ,Pδ

((0, T )×
M ′) for every l ∈ N and δ ∈ R

n. Hence u ∈ C1,k,α
γ,Pγ

((0, T ) ×M ′) and u solves

the Cauchy problem (70).
In order to show that u is the unique solution of the Cauchy problem (70) it

suffices to show that if u ∈ C1,k,α
γ,Pγ

((0, T )×M ′) solves the Cauchy problem (11)

with f ≡ 0, then u ≡ 0. Thus let u ∈ C1,k,α
γ,Pγ

((0, T ) ×M ′) be a solution of (11)

with f ≡ 0 and assume first that γ > 1− m
2 . Then for t ∈ (0, T )

d

dt
‖u(t, ·)‖2L2 = 2〈∆gu(t, ·), u(t, ·)〉L2 = −2‖∇u(t, ·)‖2L2 ≤ 0.

Since u(0, ·) ≡ 0, it follows that u ≡ 0. Now assume that γ ∈ R
n with 2−m <

γ ≤ 1 − m
2 . Then it easily follows that

∫

M ′
u(t, x) dVg(x) = 0 for t ∈ (0, T ).

Using Proposition 6.15 we can define u1 = ∆−1
g u. Then u1 ∈ C1,k+2,α

γ+2,Pγ+2
((0, T )×
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M ′) and u1 solves the Cauchy problem (11) with f ≡ 0. We can iterate this
argument and define ul = ∆−l

g u for l ∈ N with γ + 2l > 1 − m
2 . Then ul ∈

C1,k+2l,α
γ+2l,Pγ+2l

((0, T ) ×M ′) and ul solves the Cauchy problem (11) with f ≡ 0.
Then as above it follows that ul ≡ 0 and hence u ≡ 0. This completes the proof
of Theorem 7.10.

7.5 The Cauchy problem for the inhomogeneous heat equa-

tion. II

In this subsection we prove existence and maximal regularity of solutions to
the Cauchy problem for the inhomogeneous heat equation on compact Rieman-
nian manifolds with conical singularities, when the free term lies in a weighted
Sobolev space with discrete asymptotics.

We first recall Young’s inequality which can be found in Krylov [30, Ch. 1,
§8, Lem. 1] for instance. For G, f ∈ L1

loc(R
m) the convolution of G and f is

given by (G ∗ f)(x) =
∫

G(x − y)f(y) dy, whenever it is well defined. Then
Young’s inequality states that if G ∈ L1(Rm) and f ∈ Lp(Rm) for p ∈ [1,∞),
then the convolution G ∗ f lies in Lp(Rm) and ‖G ∗ f‖Lp ≤ ‖G‖L1‖f‖Lp .

We now prove a generalization of Young’s inequality to Riemannian mani-
folds with conical singularities and weighted Lp-norms.

Proposition 7.11. Let (M, g) be a compact m-dimensional Riemannian mani-

fold with conical singularities as in Definition 6.3, T > 0, p ∈ (1,∞), and δ, ε ∈
R
n. Let f ∈W 0,0,p

ε ((0, T )×M ′) and G ∈ C0
loc(((0, T )× (0, T )×M ′ ×M ′)\∆),

where ∆ = {(t, t, x, x) : t ∈ (0, T ), x ∈M ′}. Assume that

sup
t∈(0,T )
x∈M ′

ρ(x)α2‖G(t, ·, x, ·)‖W 0,0,1
−β2−m

, sup
s∈(0,T )
y∈M ′

ρ(y)β1‖G(·, s, ·, y)‖W 0,0,1
−α1+δp

<∞

for some α1,α2,β1,β2 ∈ R
n that satisfy

α1

p
+α2

(

1− 1

p

)

= 0 and
β1

p
+ β2

(

1− 1

p

)

= ε+
m

p
. (71)

Then G ∗ f ∈W 0,0,p
δ ((0, T )×M ′) and moreover

‖G ∗ f‖W 0,0,p
δ

≤ ‖f‖W 0,0,p
ε

sup
t∈(0,T )
x∈M ′

ρ(x)α2(1−
1
p
)‖G(t, ·, x, ·)‖1−

1
p

W 0,0,1
−β2−m

× sup
s∈(0,T )
y∈M ′

ρ(y)
β1
p ‖G(·, s, ·, y)‖

1
p

W 0,0,1
−α1+δp

.

Proof. Without loss of generality we can assume that f and G are non-negative.
We write

G(t, s, x, y)f(s, y) = (G(t, s, x, y)f(s, y)p)
1
p G(t, s, x, y)1−

1
p

= (G(t, s, x, y)fε(s, y)
p)

1
p G(t, s, x, y)1−

1
p ρ(y)ε+

m
p

=
(

ρ(x)α1ρ(y)β1G(t, s, x, y)fε(s, y)
p
)

1
p

×
(

ρ(x)α2ρ(y)β2G(t, s, x, y)
)1− 1

p ,
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where fε(s, y) = ρ(y)−ε−m
p f(s, y) and α1,α2,β1,β2 ∈ R

n satisfy (71). Using
Hölder’s inequality we find

|(G ∗ f)(t, x)| ≤
(

∫ T

0

∫

M ′

ρ(x)α1ρ(y)β1G(t, s, x, y)fε(s, y)
pdVg(y) ds

)
1
p

×
(

∫ T

0

∫

M ′

ρ(x)α2ρ(y)β2G(t, s, x, y) dVg(y) ds

)1− 1
p

.

It follows that

‖G ∗ f‖p
W 0,0,p

δ

≤
T
∫

0

∫

M ′







T
∫

0

∫

M ′

ρ(x)ζ1ρ(y)β1G(t, s, x, y)fε(s, y)
p dVg(y) ds

×





T
∫

0

∫

M ′

ρ(x)α2ρ(y)β2G(t, s, x, y) dVg(y) ds





p−1










dVg(x) dt

with ζ1 = α1 − δp−m. Observe that

∫ T

0

∫

M ′

ρ(x)α2ρ(y)β2G(t, s, x, y) dVg(y) ds = ρ(x)α2‖G(t, ·, x, ·)‖W 0,0,1
−β2−m

.

Hence

‖G ∗ f‖p
W 0,0,p

δ

≤






sup

t∈(0,T )
x∈M ′

ρ(x)α2‖G(t, ·, x, ·)‖W 0,0,1
−β2−m







p−1

×
T
∫

0

∫

M ′







T
∫

0

∫

M

ρ(x)ζ1ρ(y)β1G(t, s, x, y)fε(s, y)
p dVg(y) ds







dVg(x) dt.

Finally we have

T
∫

0

∫

M ′







T
∫

0

∫

M ′

ρ(x)ζ1ρ(y)β1G(t, s, x, y)fε(s, y)
p dVg(y) ds







dVg(x) dt

=

T
∫

0

∫

M ′







T
∫

0

∫

M ′

ρ(x)ζ1G(t, s, x, y) dVg(x) dt







ρ(y)β1fε(s, y)
p dVg(y) ds

=

T
∫

0

∫

M ′

‖G(·, s, ·, y)‖W 0,0,1
−α1+δp

ρ(y)β1fε(s, y)
p dVg(y) ds

≤ ‖f‖pε sup
s∈(0,T )
y∈M ′

ρ(y)β1‖G(·, s, ·, y)‖W 0,0,1
−α1+δp

from which the claim follows.

The next proposition is proved in a similar way to Proposition 7.11.
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Proposition 7.12. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities as in Definition 6.3, T > 0, p ∈ (1,∞), and

δ, ε ∈ R
n. Let f ∈W 0,0,p

ε ((0, T )×M ′) and G ∈ C0
loc(((0, T )× (0, T )×M ′)\∆),

where ∆ = {(t, t, x) : t ∈ (0, T ), x ∈M ′}. Assume that

sup
t∈(0,T )

‖G(t, ·, ·)‖W 0,0,1
−α2−m

, sup
s∈(0,T )
x∈M ′

ρ(x)α1‖G(·, s, y)‖L1 <∞

for some α1,α2 ∈ R
n that satisfy

α1

p
+α2

(

1− 1

p

)

= ε+
m

p
. (72)

Then G ∗ f ∈ Lp((0, T )) and moreover

‖G ∗ f‖Lp ≤ ‖f‖W 0,0,p
ε

sup
t∈(0,T )

‖G(t, ·, ·)‖1−
1
p

W 0,0,1
−α2−m

sup
s∈(0,T )
x∈M ′

ρ(x)
α1
p ‖G(·, s, x)‖

1
p

L1 .

For T > 0 and a given function f : (0, T )×M ′ → R we now again consider
the Cauchy problem (70). Using Propositions 7.11 and 7.12 we are now able
to prove existence and maximal regularity of solutions to (70), when f lies in a
weighted Sobolev space with discrete asymptotics.

Theorem 7.13. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities as in Definition 6.3, m ≥ 3. Let T > 0, k ∈ N with

k ≥ 2, p ∈ (1,∞), and γ ∈ R
n with γ > 2 −m and γi /∈ EΣi

for i = 1, . . . , n.

Given f ∈W 0,k−2,p
γ−2,Pγ−2

((0, T )×M ′), there exists a unique u ∈W 1,k,p
γ,Pγ

((0, T )×M ′)

solving the Cauchy problem (70).

Proof. Let f ∈W 0,k−2,p
γ−2,Pγ−2

((0, T )×M ′). Then we can write f = f1 + f2 with

f1 ∈W 0,k−2,p
γ−2 ((0, T )×M ′) and f2 ∈ Lp((0, T ); im Ψγ−2).

Let H be the Friedrichs heat kernel on (M, g) and define u = H ∗f , u1 = H ∗f1,
and u2 = H ∗ f2, where convolution is defined as in (12).

The first step is to show that u1 ∈ W 0,0,p
γ,Pγ

((0, T ) ×M). Using Theorem 7.7
we write

u1(t, x) =

((

H −
∑N0

j=1
ψjγH

j
γ

)

∗ f1
)

(t, x) +
∑N0

j=1
ψjγ(x)(H

j
γ ∗ f1)(t) (73)

for t ∈ (0, T ) and x ∈M ′. We begin by showing that the first term on the right
side of (73) lies in W 0,0,p

γ ((0, T )×M ′). Define G ∈ C0
loc(((0, T )× (0, T )×M ′ ×

M ′)\∆) by

G(t, s, x, y) = H(|t− s|, x, y)−
∑N0

j=1
ψjγ(x)H

j
γ(|t− s|, y).

Notice that
∣

∣

∣

∣

(

H −
∑N0

j=1
ψjγH

j
γ

)

∗ f1(t, x)
∣

∣

∣

∣

≤ (|G| ∗ |f1|)(t, x).
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We now apply Proposition 7.11 with δ = γ and ε = γ − 2. Then we have to
show that that

sup
t∈(0,T )
x∈M ′

ρ(x)α2‖G(t, ·, x, ·)‖W 0,0,1
−β2−m

, sup
s∈(0,T )
y∈M ′

ρ(y)β1‖G(·, s, ·, y)‖W 0,0,1
−α1+γp

<∞,

where α1,α2,β1,β2,∈ R
n satisfy (71). Since γ+ ≥ 0, where γ+ is as in (63),

and p > 1, it suffices to prove that

sup
t∈(0,T )
x∈M ′

ρ(x)α2‖G(t, ·, x, ·)‖W 0,0,1

−β2−m+
γ+

p−1

, sup
s∈(0,T )
y∈M ′

ρ(y)β1‖G(·, s, ·, y)‖W 0,0,1
−α1+γp

<∞.

(74)
We analyze the first term. Note that

‖G(t, ·, x, ·)‖W 0,0,1

−β2−m+
γ+

p−1

= |G ∗ ρβ2−
γ+

p−1 |(t, x).

If −m < β2 − γ+

p−1 < γ+ − 2, then by Proposition 7.8 there exists a constant
c > 0, such that

|G ∗ ρβ2−
γ+

p−1 |(t, x) ≤ c · ρ(x)β2−
γ+

p−1+2.

Hence, if

α2 + β2 −
γ+

p− 1
+ 2 ≥ 0 and −m < β2 −

γ+

p− 1
< γ+ − 2, (75)

then the first term in (74) is finite. In a similar way we find that if

−m < α1 − γp−m < 2− γ+ and β1 +α1 − γp−m+ 2 ≥ 0, (76)

then the second term in (74) is finite. A straightforward computation now shows
that (75) and (76) are equivalent to the existence of a β ∈ R

n with

γ+

p− 1
−m < β <

γ+

p− 1
+γ+ − 2 and

γp

p− 1
− 2 < β <

γ + 2−m+ γ+

p− 1
− 2.

Such a β exists if and only if m ≥ 3 and 2−m < γ < γ+. It follows that
(

H −
∑N0

j=1
ψjγH

j
γ

)

∗ f1 ∈W 0,0,p
γ ((0, T )×M ′). (77)

The next step is to show that Hj
γ ∗ f1 ∈ Lp((0, T )) for j = 1, . . . , N . Fix

some j = 1, . . . , N and define G ∈ C0
loc(((0, T )× (0, T )×M ′)\∆) by G(t, s, x) =

Hj
γ(|t− s|, x). We now apply Proposition 7.12 with ε = γ − 2. Then it suffices

to show that

sup
t∈(0,T )

‖G(t, ·, ·)‖W 0,0,1
−α2−m

, sup
s∈(0,T )
x∈M ′

ρ(x)α1‖G(·, s, y)‖L1 <∞ (78)

for some α1,α2 ∈ R
n that satisfy (72). Using Proposition 7.9 it follows that if

α2 > γ− + 2 and α1 + 2−m− γ− ≥ 0, (79)
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then the two terms in (78) are finite. A straightforward calculation shows that
the conditions (72) and (79) are equivalent to γ > γ−. Together with (77) we
conclude that u1 ∈W 0,0,p

γ,Pγ
((0, T )×M ′).

The same arguments as in the proof of Theorem 7.10 then show that in fact
u1 ∈ W 1,k,p

γ,Pγ
((0, T ) × M ′) and u2 ∈ W 1,l,p

δ,Pδ
((0, T ) × M ′) for every l ∈ N and

δ ∈ R
n. Hence u ∈ W 1,k,p

γ,Pγ
((0, T ) ×M ′) as we wanted to show. Finally the

uniqueness follows as in the proof of Theorem 7.10.
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8 Lagrangian submanifolds with isolated conical

singularities in almost Calabi–Yau manifolds

8.1 Special Lagrangian cones in C
m

In this subsection we define special Lagrangian cones in C
m and introduce the

notion of stability of special Lagrangian cones. Good references on special La-
grangian cones are Haskins [20] and Ohnita [46].

We begin with the definition of special Lagrangian cones in C
m.

Definition 8.1. Let ιΣ : Σ → S2m−1 be a compact and connected (m − 1)-
dimensional submanifold of the (2m−1)-dimensional unit sphere S2m−1 in R

2m.

We identify Σ with its image ιΣ(Σ) ⊂ S2m−1. Define ι : Σ × [0,∞) → C
m by

ι(σ, r) = rσ. Denote C = (Σ × (0,∞)) ⊔ {0}, C ′ = Σ × (0,∞) and identify C
and C ′ with their images ι(C) and ι(C ′) under ι in C

m. Then C is a special La-

grangian cone with phase eiθ, if ι restricted to Σ×(0,∞) is a special Lagrangian

submanifold of Cm with phase eiθ in the sense of Definition 4.9.

Let C be a special Lagrangian cone in C
m. In §6.2 we discussed homogeneous

harmonic functions on Riemannian cones. On a special Lagrangian cone there
is a special class of homogeneous harmonic functions, namely those induced by
the moment maps of the automorphism group of (Cm, J ′, ω′,Ω′).

The automorphism group of (Cm, ω′, g′) is the Lie group U(m)⋉C
m, where

C
m acts by translations, and the automorphism group of (Cm, ω′, g′,Ω′) is the

Lie group SU(m) ⋉ C
m. The Lie algebra of U(m) is the space of skew-adjoint

complex linear transformations, i.e.

u(m) =
{

A ∈ gl(m,C) : A+ ĀT = 0
}

,

and the Lie algebra of SU(m) is the space of the trace-free, skew-adjoint complex
linear transformations, i.e.

su(m) = {A ∈ u(m) : tr(A) = 0} .

Note that u(m) = su(m)⊕ u(1).
Let X = (A, v) ∈ u(m) ⊕ C

m, with A = (aij)i,j=1,...,m and v = (vi)i=1,...,m.
Then X acts as a vector field on C

m. Since U(m) ⋉ C
m preserves ω′, X y ω′

is a closed one-form on C
m and thus there exists a unique smooth function

µX : Cm → R, such that dµX = X y ω′ and µX(0) = 0. Indeed, if X = (A, v) ∈
u(m)⊕ C

m, then µX is given by

µX =
i

2

m
∑

i,j=1

aijziz̄j +
i

2

m
∑

i=1

(viz̄i − v̄izi). (80)

Moreover, since aij = −āji for i, j = 1, . . . , n, we see that µX is a real quadratic
polynomial. We call µX a moment map forX. ForX = (A, v, c) ∈ u(m)⊕C

m⊕R

we define µX : Cm → R by requiring that

dµX = X y ω′ and µX(0) = c. (81)

A proof of the following proposition is given in Joyce [25, Prop. 3.5].
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Proposition 8.2. Let C be a special Lagrangian cone in C
m as in Definition

8.1 and let G be the maximal Lie subgroup of SU(m) that preserves C. Then

the following hold.

(i) Let X ∈ su(m). Then ι∗(µX) is a homogeneous harmonic function of order

two on C ′. Consequently the space of homogeneous harmonic functions of

order two on C ′ is at least of dimension m2 − 1− dimG.
(ii) Let X ∈ C

m. Then ι∗(µX) is a homogeneous harmonic function of order

one on C ′. Consequently the space of homogeneous harmonic functions of

order one on C ′ is at least of dimension 2m.

Also note that if C is a special Lagrangian cone in C
m and X ∈ u(1), then

ι∗(µX) = cr2 for some c ∈ R.
Using Proposition 8.2 we can define the stability index of a special La-

grangian cone in C
m and the notion of stable special Lagrangian cones following

Joyce [25, Def. 3.6].

Definition 8.3. Let C be a special Lagrangian cone in C
m as in Definition 8.1

and let G be the maximal Lie subgroup of SU(m) that preserves C. Then the

stability index of C is the integer

s-index(C) =MΣ(2)−m2 − 2m+ dimG,

where MΣ is defined in §6.2. From Proposition 8.2 it follows that the stability

index of a special Lagrangian cone is a non-negative integer. We say that a

special Lagrangian cone C in C
m is stable if s-index(C) = 0.

Note that if C is a stable special Lagrangian cone as in Definition 8.1, then the
only homogeneous harmonic functions on C ′ with rate α, where 0 ≤ α ≤ 2, are
those induced by the SU(m)⋉C

m-moment maps.
Examples of special Lagrangian cones can be found in Joyce [23, §8.3.2].

Examples of stable special Lagrangian cones, however, are hard to find and
there are only a few examples known. The simplest example of a stable special
Lagrangian cone is the Riemannian cone in C

3 over T 2 with its standard metric.
In this case C is given by

C =
{(

reiφ1 , reiφ2 , rei(φ1−φ2)
)

: r ∈ [0,∞), φ1, φ2 ∈ [0, 2π)
}

⊂ C
3

together with the Riemannian metric induced by the Euclidean metric on C
3.

Some other examples of stable special Lagrangian cones can be found in Ohnita’s
paper [46].

8.2 Lagrangian submanifolds with isolated conical singu-

larities

In this subsection we define Lagrangian submanifolds with isolated conical sin-
gularities and prove a simple property of the Maslov class of Lagrangian sub-
manifolds with isolated conical singularities. Related material about special
Lagrangian submanifolds with conical singularities can be found in Joyce [24],
[25], and [26] and also in Haskins and Pacini [21].

We now define Lagrangian submanifolds with isolated conical singularities
in almost Calabi–Yau manifolds following Joyce [24, Def. 3.6].
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Definition 8.4. Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau man-

ifold and define ψ ∈ C∞(M) as in (15). Let x1, . . . , xn ∈ M be distinct points

in M , C1, . . . , Cn special Lagrangian cones in C
m as in Definition 8.1 with em-

beddings ιi : Σi × (0,∞) → C
m for i = 1, . . . , n, and L an m-dimensional man-

ifold with ends S1, . . . , Sn as in Definition 6.1. Then a Lagrangian submanifold

F : L → M is a Lagrangian submanifold with isolated conical singularities at

x1, . . . , xn modelled on the special Lagrangian cones C1, . . . , Cn, if the following

holds.

We are given isomorphisms Ai : C
m → Txi

M for i = 1, . . . , n with A∗
i (ω) =

ω′ and A∗
i (Ω) = eiθi+mψ(xi)Ω′ for some θi ∈ R and i = 1, . . . , n. Then by

Theorem 4.3 there exist R > 0 and smooth embeddings Υi : BR → M with

Υi(0) = xi, Υ∗
i (ω) = ω′, and dΥi(0) = Ai for i = 1, . . . , n. Making R >

0 smaller if necessary we can assume that Υ1(BR), . . . ,Υn(BR) are pairwise

disjoint in M . Then there should exist diffeomorphisms φi : Σi × (0, R) → Si
for i = 1, . . . , n, such that F ◦ φi maps Σi × (0, R) → Υi(BR) for i = 1, . . . , n,
and there should exist νi ∈ (2, 3) for i = 1, . . . , n, such that

∣

∣∇k(Υ−1
i ◦ F ◦ φi − ιi)

∣

∣ = O(rνi−1−k) as r −→ 0 for k ∈ N. (82)

Here ∇ and | · | are computed using the Riemannian cone metric ι∗i (g
′) on Σi×

(0, R). A Lagrangian submanifold F : L→M with isolated conical singularities

modelled on special Lagrangian cones C1, . . . , Cn is said to have stable conical

singularities, if C1, . . . , Cn are stable special Lagrangian cones in C
m.

We have chosen νi ∈ (2, 3) in Definition 8.4 for the following reasons. We
need νi > 2 or otherwise (82) does not force the submanifold F : L → M to
approach the cone Ai(Ci) in Txi

M near xi for i = 1, . . . , n. Moreover νi < 3
guarantees that the definition is independent of the choice of Υi. Indeed, if
we are given a different smooth embedding Υ̃i : BR → M with Υ̃i(0) = xi,
Υ̃∗
i (ω) = ω′, and dΥ̃i(0) = Ai, then Υi − Υ̃i = O(r2) on BR by Taylor’s

Theorem. Therefore, since νi < 3, it follows that (82) holds with Υi replaced
by Υ̃i.

If F : L → M is a Lagrangian submanifold with isolated conical singu-
larities, then (82) implies that L together with the Riemannian metric F ∗(g)
is a Riemannian manifold with conical singularities in the sense of Definition
6.3. In particular the analytical results from §6 apply to L together with the
Riemannian metric F ∗(g).

The next proposition shows that the Maslov class of a Lagrangian subman-
ifold with isolated conical singularities is an element of H1

cs(L,R), the first
compactly supported de Rham cohomology group of L.

Proposition 8.5. Let F : L → M be a Lagrangian submanifold with conical

singularities as in Definition 8.4. Then the Maslov class µF of F : L→M may

be defined as an element of H1
cs(L,R).

Proof. Let η be a smooth and closed one-form on L and assume that there exists
ε > 0, such that |∇kη| = O(ρ−1+ε−k) for k ∈ N. We first show that there exists
a function f ∈ C∞

ε (L), such that η + df has compact support. Let ηi = φ∗i (η)
for i = 1, . . . , n. Then ηi(σ, r) = η1i (σ, r)dr + η2i (σ, r) for (σ, r) ∈ Σi × (0, R)
and i = 1, . . . , n, where η1i (σ, r) ∈ R and η2i (σ, r) ∈ T ∗

σΣi for r ∈ (0, R) and

68



i = 1, . . . , n. Define functions

fi(σ, r) = −
∫ r

0

η1i (σ, ̺) d̺ for (σ, r) ∈ Σi × (0, R)

and i = 1, . . . , n. Since |ηi| = O(r−1+ε) as r → 0 it follows that fi is well defined
for i = 1, . . . , n. Moreover,

dfi(σ, r) = −
∫ r

0

dΣi
η1i (σ, ̺) d̺− η1i (σ, r)dr for (σ, r) ∈ Σi × (0, R)

and i = 1, . . . , n. Since η is closed we have 0 = dηi = dΣη
1
i ∧dr+dΣη

2
i − ∂η2i

∂r ∧dr

and thus dΣη
2
i = 0 and dΣη

1
i =

∂η2i
∂r for i = 1, . . . , n. Then it follows that

dfi = −η2i − η1i dr. Now we choose functions χ1, . . . , χn ∈ C∞(L), such that
χi ≡ 1 on φi(Σi × (0, R2 )) and χi ≡ 0 on L\⋃ni=1 φi(Σi × (0, R)) and we define
f = χ1f1 + · · ·+ χnfn. Then f ∈ C∞

ε (M) and η + df has compact support as
we wanted to show.

By Proposition 4.8 the Maslov class of F : L→M is represented by αK , the
generalized mean curvature form of F : L → M . Since C1, . . . , Cn are special
Lagrangian cones, their mean curvature vector fields are zero. Then (82) implies
that |∇kαK | = O(ρν−3−k) as ρ → 0 for k ∈ N and hence |∇kdθ| = O(ρν−3−k)
as ρ → 0 for k ∈ N. Since ν − 2 > 0, |∇kdθ| = O(ρ−1+ε−k) as ρ → 0 for k ∈ N

and some small ε > 0. Hence µF ∈ H1
cs(L,R).

8.3 Lagrangian neighbourhoods for Lagrangian submani-

folds with isolated conical singularities

In this subsection we collect various Lagrangian neighbourhood theorems for
Lagrangian submanifolds with isolated conical singularities proved by Joyce [24,
§4].

Let C be a special Lagrangian cone in C
m as in Definition 8.1. Let σ ∈ Σ,

τ ∈ T ∗
σΣ and ̺ ∈ R. Then we denote by (σ, r, τ, ̺) the point τ + ̺dr in

T ∗
(σ,r)(Σ× (0,∞)). For s ∈ (0,∞) we define

δs : Σ× (0,∞) → Σ× (0,∞), δs(σ, r) = (σ, sr). (83)

Then δs induces an action of (0,∞) on T ∗(Σ × (0,∞)) by δs∗(σ, r, τ, ̺) =
(σ, sr, s2τ, s̺). Also observe that the canonical symplectic structure ω̂ on T ∗(Σ×
(0,∞)) satisfies (δs)∗(ω̂) = s2ω̂.

The following theorem is a Lagrangian neighbourhood theorem for special
Lagrangian cones in C

m. The proof can be found in Joyce [24, Thm 4.3].

Theorem 8.6. Let C be a special Lagrangian cone in C
m as in Definition 8.1.

Then there exists an open neighbourhood UC of the zero section in T ∗(Σ×(0,∞))
with δs∗(UC) = UC for s ∈ (0,∞) given by

UC =
{

(σ, r, τ, ̺) ∈ T ∗(Σ× (0,∞)) : |(τ, ̺)| < 2ζr
}

for some ζ > 0,

and there exists a Lagrangian neighbourhood ΦC : UC → C
m for ι : Σ×(0,∞) →

C
m, such that s · ΦC = ΦC ◦ δs for s ∈ (0,∞).
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The next proposition is a result about the asymptotic behaviour of graphs
of functions over special Lagrangian cones. The proof can be found in Joyce
[24, Thm. 4.4].

Proposition 8.7. Let C be a special Lagrangian cone in C
m as in Definition

8.1 and ΦC : UC → C
m a Lagrangian neighbourhood for ι : Σ × (0,∞) → C

m

as in Theorem 8.6. Let R > 0, µ ∈ R, and u ∈ Ck(Σ× (0, R)). Assume that

|∇ju| = O(rµ−j) as r −→ 0 for j = 0, . . . , k

and Γdu ⊂ UC , where Γdu = {(x, du(x)) ∈ T ∗(Σ× (0, R)) : x ∈ Σ× (0, R)} is

the graph of du. Then

∣

∣∇j(ΦC ◦ du− ι)
∣

∣ = O(rµ−1−j) as r −→ 0 for j = 0, . . . , k − 1.

Here ∇ and | · | are computed using the Riemannian cone metric ι∗(g′) on

Σ× (0, R).

The next theorem provides a special coordinate system for a Lagrangian
submanifold with isolated conical singularities near each singular point. The
proof can be found in Joyce [24, Thm. 4.4 & Lem. 4.5].

Theorem 8.8. Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau man-

ifold and let C1, . . . , Cn be special Lagrangian cones in C
m with embeddings

ιi : Σi × (0,∞) → C
m as in Definition 8.1 for i = 1, . . . , n. Let F : L → M be

a Lagrangian submanifold with isolated conical singularities at x1, . . . , xn ∈ M
modelled on the special Lagrangian cones C1, . . . , Cn as in Definition 8.4. For

Ci we choose a Lagrangian neighbourhood ΦCi
: UCi

→ M as in Theorem 8.6

for i = 1, . . . , n.
After making R > 0 smaller if necessary, there exist unique functions ai :

Σi×(0, R) → R for i = 1, . . . , n, such that |dai(σ, r)| < ζr for (σ, r) ∈ Σi×(0, R)
and

∣

∣∇kai
∣

∣ = O(rνi−k) as r −→ 0 for k ∈ N

and i = 1, . . . , n, where ∇ and | · | are computed using the Riemannian cone

metric ι∗i (g
′) on Σi × (0, R) for i = 1, . . . , n, such that the following holds.

The map Υi ◦ΦCi
◦dai : Σi× (0, R) →M is a diffeomorphism Σi× (0, R) →

F (Si) for i = 1, . . . , n, and if we define

φi : Σ× (0, R) −→ Si, φi = F−1 ◦Υi ◦ ΦCi
◦ dai

for i = 1, . . . , n, then φi satisfies (82) for i = 1, . . . , n.

Using the previous theorems we can now state a Lagrangian Neighbourhood
Theorem for Lagrangian submanifolds with isolated conical singularities [24,
Thm. 4.6].

Theorem 8.9. Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau man-

ifold and let C1, . . . , Cn be special Lagrangian cones in C
m with embeddings

ιi : Σi × (0,∞) → C
m for i = 1, . . . , n as in Definition 8.1. Let F : L → M be

a Lagrangian submanifold with isolated conical singularities at x1, . . . , xn ∈ M
modelled on the special Lagrangian cones C1, . . . , Cn as in Definition 8.4. Fi-

nally let ΦCi
, ai, φi, and R be as in Theorem 8.8.
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Then there exists an open tubular neighbourhood UL of the zero section in

T ∗L, such that

(dφi)
∗(UL) = {(σ, r, τ, ̺) ∈ T ∗(Σi × (0, R)) : |(τ, ̺)| < ζr}

for i = 1, . . . , n and a Lagrangian neighbourhood ΦL : UL →M for F : L→M ,

such that

(ΦL ◦ dφi)(σ, r, τ, ̺) = (Υi ◦ ΦCi
◦ dai)(σ, r, τ, ̺)

for every (σ, r, τ, ̺) ∈ T ∗(Σi × (0, R)) with |(τ, ̺)| < ζr.

8.4 Lagrangian neighbourhoods for families of Lagrangian

submanifolds with isolated conical singularities

So far we have only discussed Lagrangian neighbourhoods for a single La-
grangian submanifold with isolated conical singularities. Later, when we prove
short time existence of the generalized Lagrangian mean curvature flow for La-
grangian submanifolds with isolated conical singularities modelled on stable
special Lagrangian cones, we allow the singularities to move around in the am-
bient space. Therefore we need to extend Theorem 8.9 to families of Lagrangian
neighbourhoods for Lagrangian submanifolds with isolated conical singularities.

Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau manifold, define
ψ ∈ C∞(M) as in (15), and let F : L → M be a Lagrangian submanifold with
isolated conical singularities at x1, . . . , xn ∈M modelled on special Lagrangian
cones C1, . . . , Cn as in Definition 8.4. We define a fibre bundle A over M by

A =
{

(x,A) : x ∈M, A : Cm −→ TxM,

A∗(ω) = ω′, A∗(Ω) = eiθ+mψ(x)Ω′ for some θ ∈ R
}

.

Then B ∈ U(m) acts on (x,A) ∈ Ax by B(x,A) = (x,A ◦ B). This action
of U(m) is free and transitive on the fibres of A and thus A is a principal
U(m)-bundle over M with dimA = m2 + 2m.

Let Gi be the maximal Lie subgroup of SU(m) that preserves Ci for i =
1, . . . , n. If (xi, Ai) and (xi, Âi) lie in the same Gi-orbit, then they define equiv-
alent choices for (xi, Ai) in Definition 8.4. To avoid this let Ei be a small open
ball of dimension dimA− dimGi containing (xi, Ai), which is transverse to the
orbits of Gi for i = 1, . . . , n. Then Gi · Ei is open in A. We set E = E1× . . .×En
and equip E with the Riemannian metric induced by the Riemannian met-
ric on M . Then E parametrizes all nearby alternative choices for (xi, Ai) in
Definition 8.4. Note that dim Ei = m2 + 2m − dimGi for i = 1, . . . , n and
dim E = n(m2 + 2m)−∑n

i=1 dimGi.
We now extend Theorem 8.9 to families {ΦeL}e∈E of Lagrangian neighbour-

hoods. Here for e = (x̂1, Â1, . . . , x̂n, Ân) ∈ E , ΦeL : UL → M is a Lagrangian
neighbourhood for a Lagrangian submanifold with isolated conical singularities
at x̂1, . . . , x̂n ∈ M and isomorphisms Âi : C

m → Tx̂i
M for i = 1, . . . , n as in

Definition 8.4. Such a theorem was proved by Joyce in [25, Thm. 5.2]. We will
explain the proof in detail because later we have to make explicit use of the
construction of the Lagrangian neighbourhoods. We begin with the following
lemma.
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Lemma 8.10. Let F : L→M be a Lagrangian submanifold with isolated conical

singularities as in Definition 8.4. Denote e0 = (x1, A1, . . . , xn, An) and define

E as above. Then, after making E smaller if necessary, there exists a family

{ΨeM}e∈E of smooth diffeomorphisms ΨeM : M → M , which depends smoothly

on e ∈ E, such that

(i) Ψe0M is the identity on M ,

(ii) ΨeM is the identity on M\⋃ni=1 Υi(BR/2) for e ∈ E,
(iii) (ΨeM )∗(ω) = ω for e ∈ E,
(iv) (ΨeM ◦ Υi)(0) = x̂i, d(Ψ

e
M ◦ Υi)(0) = Âi for i = 1, . . . , n and e ∈ E with

e = (x̂1, Â1, . . . , x̂n, Ân).

Proof. We first construct families {Ψei}e∈E of diffeomorphisms Ψei : BR → BR
for i = 1, . . . , n, which depend smoothly on e ∈ E and satisfy

(a) Ψe0i is the identity on BR for i = 1, . . . , n,
(b) Ψei is the identity on BR\BR/2 for e ∈ E and i = 1, . . . , n,
(c) (Ψei )

∗(ω′) = ω′ for e ∈ E and i = 1, . . . , n,

(d) (Υi◦Ψei )(0) = x̂i, d(Υi◦Ψei )(0) = Âi for e ∈ E with e = (x̂1, Â1, . . . , x̂n, Ân)
and i = 1, . . . , n.

Let e = (x̂1, Â1, . . . , x̂n, Ân) ∈ E . Making E smaller if necessary we can
assume that x̂i ∈ Υi(BR/4) for i = 1, . . . , n. Denote yi = Υ−1

i (x̂i) for i =

1, . . . , n and define Bi = (dΥi|yi)−1 ◦ Âi for i = 1, . . . , n. Since Υ∗
i (ω) = ω′,

Bi ∈ Sp(2m,R) and so (Bi, yi) ∈ Sp(2m,R) ⋉ R
2m. Here Sp(2m) = {A ∈

GL(2m,R) : A∗(ω′) = ω′} is the automorphism group of (R2m, ω′). Us-
ing standard techniques from symplectic geometry we can now define families
{Ψei}e∈E of diffeomorphisms Ψei : BR → BR for i = 1, . . . , n, which depend
smoothly on e ∈ E , such that (a), (b), and (c) hold, and such that Ψei = (Bi, yi)
on BR/4 for i = 1, . . . , n. But then by definition of (Bi, yi) we see that (d) holds
for i = 1, . . . , n.

Now we define ΨeM : M → M to be Υi ◦ Ψei ◦ Υ−1
i on Υi(BR) for i =

1, . . . , n and the identity on M\⋃ni=1 Υi(BR). This is clearly possible, since
Υ1(BR), . . . ,Υn(BR) are pairwise disjoint in M . Since Ψei satisfies (a)− (d) for
i = 1, . . . , n, it follows that ΨeM :M →M is a family of smooth diffeomorphisms
of M , which depends smoothly on e ∈ E and satisfies (i)− (iv).

Combining Theorem 8.9 and Lemma 8.10 we obtain the following Lagrangian
neighbourhood theorem for families of Lagrangian submanifolds with isolated
conical singularities.

Theorem 8.11. Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau man-

ifold and F : L → M a Lagrangian submanifold with isolated conical singular-

ities as in Definition 8.4. Let ΦCi
, ai, φi, R, UL, and ΦL for i = 1, . . . , n be as

in Theorem 8.9. Denote e0 = (x1, A1, . . . , xn, An), let E be as above, and define

ΨeM :M →M as in Lemma 8.10.

Define families of smooth embeddings {Υei}e∈E , Υei : BR → M by Υei =
ΨeM ◦Υi for i = 1, . . . , n, and {ΦeL}e∈E , Φ

e
L : UL →M by ΦeL = ΨeM ◦ΦL. Then

{Υei}e∈E and {ΦeL}e∈E depend smoothly on e ∈ E for i = 1, . . . , n, and

(i) Υe0i = Υi, (Υ
e
i )

∗(ω) = ω′, Υei (0) = x̂i, and dΥei (0) = Âi for every e ∈ E
with e = (x̂1, Â1, . . . , x̂n, Ân),
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(ii) Φe0L = ΦL, (Φ
e
L)

∗(ω) = ω̂, and ΦeL ≡ ΦL on π−1(L\⋃ni=1 φi(Σi×(0, R2 ))) ⊂
UL for every e ∈ E.

Moreover, for every (σ, r, τ, ̺) ∈ T ∗(Σi× (0, R)) with |(τ, ̺)| < ζr and e ∈ E we

have

(ΦeL ◦ dφi)(σ, r, τ, ̺) = (Υei ◦ ΦCi
◦ dai)(σ, r, τ, ̺)

for i = 1, . . . , n. Finally for e ∈ E, ΦeL : UL →M is a Lagrangian neighbourhood

for a Lagrangian submanifold with isolated conical singularities at x̂1, . . . , x̂n ∈
M modelled on the special Lagrangian cones C1, . . . , Cn with isomorphisms Âi :
C
m → Tx̂i

M for i = 1, . . . , n as in Definition 8.4.

In §9 we will need an extension of Theorem 8.11. In fact, the manifold E cor-
responds to the rotations and translations of the model cones of the Lagrangian
submanifold with isolated conical singularities. The rotations and translations of
the model cones correspond to SU(m)⋉C

m-moment maps. If X ∈ su(m)⊕C
m

and if µX is a moment map on C
m, then µX + c with c ∈ R is another equiv-

alent choice for a moment map of X, as we already explained in §8.1. For this
reason we will now introduce a new manifold F , that also allows us to vary this
redundant parameter.

Let L be an m-dimensional manifold with ends S1, . . . , Sn as in Definition
6.1. Choose R′ > 0 such that R

2 < R′ < R and denote S′
i = φi(Σi × (0, R′))

for i = 1, . . . , n. We choose functions qi ∈ C∞(L) for i = 1, . . . , n, such that
qi ≡ 1 on S′

i and qi ≡ 0 on M\Si for i = 1, . . . , n. Let (M,J, ω,Ω) be an
m-dimensional almost Calabi–Yau manifold and F : L → M a Lagrangian
submanifold with isolated conical singularities as in Definition 8.4. Denote e0 =
(x1, A1, . . . , xn, An) and let ΦCi

, UCi
, R, ai, φi,ΦL, UL, E ,ΨeM ,Υei , and ΦeL for

i = 1, . . . , n be as in Theorem 8.11.
Let U1, . . . ,Un be open intervals in R containing 0 and let U = U1×· · ·×Un.

Define F = E × U and Fi = Ei × Ui for i = 1, . . . , n. Denote by f = (e, c) a
general point in F , where e ∈ E and c = (c1, . . . , cn) ∈ U . Let f0 = (e0, 0). For

f ∈ F we define families {Υfi }f∈F of smooth embeddings Υfi : BR →M simply

by Υfi ≡ Υei for i = 1, . . . , n. Denote

U ′
L =

{

(x, β) ∈ UL : Γβ+
∑

n
i=1 cidqi

∈ UL for every c ∈ U
}

.

Making U smaller if necessary we can ensure that U ′
L is non-empty and con-

tains the zero section in T ∗L. Then we define a family {ΦfL}f∈F of smooth
embeddings by

ΦfL : U ′
L →M, ΦfL = ΦeL ◦

n
∑

i=1

cidqi. (84)

Then {Υfi }f∈F and {ΦfL}f∈F depend smoothly on f ∈ F for i = 1, . . . , n.
Moreover (i) in Theorem 8.11 continues to hold with Υe0i and Υei replaced by

Υf0i and Υfi , respectively, for f ∈ F and i = 1, . . . , n. Furthermore, since dqi is
supported on Si\S′

i for i = 1, . . . , n, we have

(ΦfL ◦ dφi)(σ, r, τ, ̺) = (Υfi ◦ ΦCi
◦ dai)(σ, r, τ, ̺)

for every (σ, r, τ, ̺) ∈ T ∗(Σi×(0, R′)) with |(τ, ̺)| < ζr for i = 1, . . . , n. Finally,
since ΦeL ≡ ΦL on π−1(L\⋃ni=1 φi(Σi × (0, R2 ))) by Theorem 8.11, we have
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ΦfL ≡ ΦL on π−1(K) ⊂ T ∗L for f ∈ F , where K = L\⋃ni=1 Si. Therefore (ii)
in Theorem 8.11 continues to hold with Φe0L ,Φ

e
L, and Σi × (0, R2 ) replaced by

Φf0L ,Φ
f
L, and Σi × (0, R), respectively.
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9 Generalized Lagrangian mean curvature flow

with isolated conical singularities

Throughout this section we fix the following data. Let (M,J, ω,Ω) an m-
dimensional almost Calabi–Yau manifold, m ≥ 3, with Riemannian metric g
and define ψ ∈ C∞(M) as in (15). Let L be an m-dimensional manifold with
ends S1, . . . , Sn as in Definition 6.1 and define R′, S′

i, and qi for i = 1, . . . , n
as in the end of §8.4. Denote K = L\⋃ni=1 Si. Let C1, . . . , Cn be stable spe-
cial Lagrangian cones in C

m with embeddings ιi : Σi × (0,∞) → C
m as in

Definition 8.1 for i = 1, . . . , n, and let F0 : L → M be a Lagrangian sub-
manifold with isolated conical singularities at x1, . . . , xn ∈ M modelled on the
special Lagrangian cones C1, . . . , Cn. Later, from §9.5 on, we will also assume
that the special Lagrangian cones are stable. Denote by Gi the maximal Lie
subgroup of SU(m) which preserves Ci for i = 1, . . . , n. Choose identifica-
tions Ai : C

m → Txi
M and embeddings Υi : BR → M for i = 1, . . . , n

and let ν = (ν1, . . . , νn) ∈ R
n be as in Definition 8.4. Define E and F as

in §8.4 and denote e0 = (x1, A1, . . . , xn, An) ∈ E and f0 = (e0, 0) ∈ F . Let
ΦCi

, UCi
, R, ai, φi,ΦL, UL, E ,ΨeM ,Υei , and ΦeL for i = 1, . . . , n be as in Theorem

8.11, and finally define Υfi ,Φ
f
L, and U

′
L for i = 1, . . . , n as in the end of §8.4.

9.1 Deforming Lagrangian submanifolds with isolated con-

ical singularities

In this subsection we study the deformations of the conical singularities of La-
grangian submanifolds of the form ΦfL◦du : L→M , where f ∈ F and u ∈ C2(L)

with Γdu ⊂ U ′
L. Let v ∈ TfF . Differentiating ΦfL◦du with respect to f in the di-

rection of v gives a C1-section ∂v(Φ
f
L ◦du) of the vector bundle (Φ

f
L ◦du)∗(TM),

since ΦfL ◦ du : L → M is a C1-submanifold. In the first part of this section

we will show that ∂v(Φ
f
L ◦du) can be extended to a smooth Hamiltonian vector

field on M .
We begin by showing that the functions q1, . . . , qn on L can be extended to

smooth functions on M .

Lemma 9.1. There exist q̄1, . . . , q̄n ∈ C∞(M), such that q̄i ≡ 0 on M\Υi(BR),
q̄i ≡ 1 on Υi(BR′) for i = 1, . . . , n and for every u ∈ C2(L) with Γdu ⊂ U ′

L and

f ∈ F , (ΦfL ◦ du)∗(q̄i) = qi for i = 1, . . . , n.

Proof. We set q̄i ≡ 1 on Υi(BR′) and q̄i ≡ 0 on M\Υi(BR) for i = 1, . . . , n.
Moreover using that ΦL : UL →M is an embedding we can define q̄i on ΦL(UL∩
π−1(Si\S′

i)) by q̄i(ΦL(x, β)) = qi(x) for x ∈ L and β ∈ T ∗
xL with (x, β) ∈ UL

for i = 1, . . . , n. Finally we extend q̄i for i = 1, . . . , n to a smooth function on
the whole of M . Using that ΦeL ≡ ΦL on U ′

L ∩ π−1(L\⋃ni=1 S
′
i) it follows that

q̄i satisfies (ΦfL ◦ du)∗(q̄i) = qi for every u ∈ C2(L) with Γdu ⊂ U ′
L and f ∈ F

for i = 1, . . . , n.

Define a smooth vector field Xq̄i onM by dq̄i = Xq̄i y ω for i = 1, . . . , n. Let
f ∈ F and v = (w, c) ∈ TfF = TeE ⊕ R

n. Differentiating ΨeM with respect to
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e ∈ E in direction of w ∈ TeE gives a smooth vector field ∂wΨ
e
M on M . Define

Xf (v) = (∂wΨ
e
M ) ◦ (ΨeM )−1 −

n
∑

i=1

ciXq̄i . (85)

Then Xf (v) is a smooth vector fieldM , which depends linearly on v ∈ TfF and,
since ΨeM depends smoothly on e ∈ E , Xf (v) depends smoothly on f ∈ F . In
fact Xf (v) is a Hamiltonian vector field as we will show in the next proposition.

Proposition 9.2. Let f ∈ F and v ∈ TfF . Then there exists a unique smooth

function Hf (v) on M , which depends linearly on v ∈ TfF and smoothly on

f ∈ F , such that d[Hf (v)] = Xf (v) y ω and Hf (v) ≡ 0 on M\⋃ni=1 Υi(BR).

Proof. By Lemma 8.10, ΨeM is the identity on M\⋃ni=1 Υi(BR/2) for every
e ∈ E . Thus Xf (v) = −∑n

i=1 ciXq̄i on M\⋃ni=1 Υi(BR/2). Define Hf (v)
on M\⋃ni=1 Υi(BR/2) by Hf (v) = −∑n

i=1 ciq̄i. Then we have Hf (v) ≡ 0 on
M\⋃ni=1 Υi(BR), since q̄i ≡ 0 onM\Υi(BR) for i = 1, . . . , n. Since (ΨeM )∗(ω) =
ω, it follows that LXf (v)ω = 0. Then by Cartan’s formula Xf (v) y ω is a closed
one form on M . Since

⋃n
i=1 Υi(BR′) is contractible, Xf (v) y ω is exact on

⋃n
i=1 Υi(BR′) and we can extend Hf (v) to a smooth function on the whole of

M such that d[Hf (v)] = Xf (v) y ω and Hf (v) depends linearly on v ∈ TfF .

The next proposition shows that the Hamiltonian vector field Xf (v) restricts

to the variation field ∂v(Φ
f
L ◦ du).

Proposition 9.3. Let f ∈ F and v ∈ TfF . Then for every u ∈ C2(L) with

Γdu ⊂ U ′
L, we have

(ΦfL ◦ du)∗(d[Hf (v)]) = (ΦfL ◦ du)∗(∂v(ΦfL ◦ du) y ω).

Proof. Let u ∈ C2(L), f ∈ F , and v = (w, c) ∈ TfF . By definition of Hf (v) we
have

(ΦfL ◦ du)∗(d[Hf (v)]) = (ΦfL ◦ du)∗(Xf (v) y ω).

Denote X = d
dsΦ

f
L ◦ (du + s

∑n
i=1 cidqi)|s=0. Then X is a section of the

vector bundle (ΦfL ◦ du)∗(TM) and by Lemma 4.11 the normal part of X is

−∑n
i=1 ciα

−1(dqi) and the tangential part is
∑n
i=1 cid(Φ

f
L ◦du)(V̂ (dqi)). Using

the definition of ΦfL from (84) we then find

∂v(Φ
f
L ◦ du) = ∂w(Φ

f
L ◦ du)−

n
∑

i=1

ci
{

α−1(dqi)− d(Φf ◦ du)(V̂ (dqi))
}

. (86)

Using the definition of ΦfL again it follows that the pull back of the vector field

(∂wΨ
e
M ) ◦ (ΨeM )−1 with ΦfL ◦ du : L→M is equal to ∂w(Φ

f
L ◦ du). Hence

(ΦfL ◦ du)∗((∂wΨeM ) ◦ (ΨeM )−1
y ω) = (ΦfL ◦ du)∗(∂w(ΦfL ◦ du) y ω). (87)

By definition of α we clearly have

(ΦfL ◦ du)∗(α−1(dqi) y ω) = dqi (88)
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for i = 1, . . . , n. Moreover, since ΦfL ◦du : L→M is a Lagrangian submanifold,
we find

(ΦfL ◦ du)∗(d(Φf ◦ du)(V̂ (dqi)) y ω) = 0 (89)

for i = 1, . . . , n. The proposition now follows from (86)-(89) and the definition
of Xf (v) in (85).

Let u ∈ Ck(L), k > 1, with Γdu ⊂ U ′
L and f ∈ F . Then ΦfL ◦ du : L→M is

a Ck−1-submanifold of M . We define a linear map

Ξ(u,f) : TfF −→ Ck−1
loc (L), Ξ(u,f)(v) = (ΦfL ◦ du)∗(Hf (v)). (90)

Then Ξ(u,f)(v) ≡ 0 on K by Proposition 9.2 and

d[Ξ(u,f)(v)] = (ΦfL ◦ du)∗(∂v(ΦfL ◦ du) y ω)

by Proposition 9.3. We show that Ξ(u,f)(v) is asymptotic to the pull back of a
U(m)⋉C

m-moment map on each end of L.

Proposition 9.4. Let µ ∈ R
n with 2 < µ ≤ ν, k > 1, and u ∈ Ckµ(L) with

Γdu ⊂ U ′
L. Let f = (e, c) ∈ F , denote fi = (x̂i, Âi, ci) for i = 1, . . . , n, and let

v = (v1, . . . , vn) ∈ Tf1F1 ⊕ · · · ⊕ TfnFn, where Fi = Ei × Ui for i = 1, . . . , n as

in the end of §8.4. Then the following hold.

(i) If vi ∈ TÂi
Ax̂i

, then there exists a unique Xi ∈ u(m)⊕ R, such that

∣

∣∇j(φ∗i (Ξ(u,f)(v))− ι∗i (µXi
))
∣

∣ = O(rµi−j) as r → 0

for j = 0, . . . , k − 1.
(ii) If vi ∈ Tx̂i

M , then there exists a unique Xi ∈ C
m ⊕ R, such that

∣

∣∇j(φ∗i (Ξ(u,f)(v))− ι∗i (µXi
))
∣

∣ = O(rµi−1−j) as r → 0

for j = 0, . . . , k − 1.

Moreover for every u ∈ Ck(L) with Γdu ⊂ U ′
L and f ∈ F the map (90) is a

monomorphism and dim im Ξ(u,f) = n(m2 + 2m+ 1)−∑n
i=1 dimGi.

Proof. We demonstrate the proof of (i). Choose some i = 1, . . . , n and assume

that vi ∈ TÂi
Ax̂i

. Pushing the vector field Xf (v) forward with (dΥfi )
−1 gives

a smooth vector field Xi on BR. Then by construction of Xf (v) and Υfi we
find that Xi = dΨei (∂viΨ

e
i ), where Ψei is as in the proof of Lemma 8.10. On

BR/4 we have Ψei = Âi and thus Xi = Âi ◦ vi. In particular Xi ∈ u(m). Using

(Υfi )
∗(ω) = ω′ we can write

d[Ξ(u,f)(v)] = (ιi ◦ φ−1
i )∗(dµXi

) + ((Υfi )
−1 ◦ (ΦfL ◦ du)− ιi ◦ φ−1

i )∗(Xi y ω
′),

where µXi
is defined as in (80). Then using Xi y ω

′ = O(r) and (82) we find
that

∣

∣∇j(φ∗i (d[Ξ(u,f)(v)])− ι∗i (dµXi
))
∣

∣ = O(rµi−1−j) as r → 0

for j = 0, . . . , k − 2. Hence by adding a constant to Xi as in (80), if necessary,
we conclude that

∣

∣∇j(φ∗i (Ξ(u,f)(v))− ι∗i (µXi
)
∣

∣ = O(rµi−1−j) as r → 0
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for j = 0, . . . , k − 1. This proves (i), and (ii) is proved in a similar way.
The injectivity of the map (90) follows directly from its definition. Moreover,

since dimF = n(m2 +2m+1)−∑n
i=1 dimGi, it follows that the image of TfF

under Ξ(u,f) has the same dimension.

Note in particular that if 2 < µ ≤ ν with (2, µi] ∩ EΣi
= ∅ for i = 1, . . . , n

and the special Lagrangian cones C1, . . . , Cn are stable, then dim im Ξ(0,f0) =
dim im Ψµ. Here Ψµ is defined as in Proposition 6.14 and/or Proposition 10.3.

9.2 Integrating the generalized Lagrangian mean curva-

ture flow with isolated conical singularities

As in §5.2 we show in this subsection how the generalized Lagrangian mean
curvature flow of Lagrangian submanifold with isolated conical singularities can
be written as a nonlinear equation of a function u on L and the parameter
f ∈ F . The only major difference to the approach in §5.2 is that we have to
build in the parameter f ∈ F into our equation, in order to be able to translate
and rotate the cones in M .

Since F0 : L → M is a Lagrangian submanifold with isolated conical singu-
larities modelled on stable special Lagrangian cones, it follows from Proposition
8.5 that the Maslov class µF0

of F0 : L→M is an element of H1
cs(L,R). Choose

a smooth map α0 : L → R/πZ with dα0 ∈ µF0
. Since L retracts onto K, we

can choose α0 to be supported on K. We denote β0 = dα0 which is a smooth
one-form on L, that is supported on K and represents the Maslov class of
F0 : L → M . As in §5.2 we can then choose a smooth lift Θ(F0) : L → R

of θ(F0) − α0 : L → R/πZ. Then d[Θ(F0)] = d[θ(F0)] − β0. Finally, if
{η(s)}s∈(−ε,ε), ε > 0, is a continuous family of closed one-forms defined on L
with Γη(s) ⊂ UL for s ∈ (−ε, ε) and η(0) = 0, then we may choose Θ(ΦL ◦ η(s))
to depend continuously on s ∈ (−ε, ε).

We now define an operator P as follows. We then define a smooth one-
parameter family of closed one forms {β(t)}t∈(0,T ) by β(t) = tβ0. Then {β(t)}t∈(0,T )

extends continuously to t = 0 with β(0) = 0. We define the domain of P is given
by

D = {(u, f) : u ∈ C∞((0, T )× L), f ∈ C∞((0, T );F), u and f extend

continuously to t = 0, and Γd[u(t,·)]+β(t) ⊂ U ′
L for t ∈ (0, T )}.

The operator P : D → C∞((0, T )× L) is then defined by

P (u, f) =
∂u

∂t
−Θ(ΦfL ◦ (du+ β))− Ξ(u,f)

(

df

dt

)

.

In the remainder we will study the following Cauchy problem

P (u, f)(t, x) = 0 for (t, x) ∈ (0, T )× L,

u(0, x) = 0 for x ∈ L,

f(0) = f0.

(91)

If we are given a solution (u, f) ∈ D of (91), then we obtain a solution to the
generalized Lagrangian mean curvature flow with initial condition F0 : L→M .
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Proposition 9.5. Suppose (u, f) ∈ D is a solution of the Cauchy problem (91).
Define a one-parameter family {F (t, ·)}t∈(0,T ) of submanifolds by

F (t, ·) : L −→M, F (t, ·) = Φ
f(t)
L ◦ (d[u(t, ·)] + β(t)). (92)

Then {F (t, ·)}t∈(0,T ) is a smooth one-parameter family of smooth Lagrangian

submanifolds, continuous up to t = 0, which evolves by generalized Lagrangian

mean curvature flow with initial condition F0 : L→M .

Proof. Let (u, f) ∈ D be a solution of the Cauchy problem (91). Since u and f
extend continuously to t = 0 with u(0, ·) = 0 on L and f(0) = f0, {F (t, ·)}t∈(0,T )

is a smooth one-parameter family of Lagrangian submanifolds, continuous up
to t = 0, with

F (0, x) = Φ
f(0)
L (x, d[u(0, ·)](x) + β(0)) = Φf0L (x, 0) = F0(x)

for x ∈ L. Thus it remains to show that {F (t, ·)}t∈(0,T ) evolves by generalized
Lagrangian mean curvature flow. We show that α ∂F

∂t
= αK . Denote X =

d
dtΦ

f
L ◦ (du+β). Then X is a section of the vector bundle (ΦfL ◦ (du+β))∗(TM)

and using Lemma 4.11 it follows that

X = ∂ df
dt

(

ΦfL ◦ (du+ β)
)

− α−1

(

d

[

∂u

∂t

]

+ β0

)

+ V

(

d

[

∂u

∂t

]

+ β0

)

.

Since ΦfL ◦ (du+ β) : L→M is a Lagrangian submanifold,

(ΦfL ◦ (du+ β))∗
(

V

(

d

[

∂u

∂t

]

+ β0

)

y ω

)

= 0.

Moreover, using P (u, f) = 0 and the definition of Θ(ΦfL ◦ (du+ β)) we find

d

[

∂u

∂t

]

+ β0 = d[θ(ΦfL ◦ (du+ β))] + d

[

Ξ(u,f)

(

df

dt

)]

.

and hence we obtain

α ∂F
∂t

= (ΦfL ◦ (du+ β))∗(∂ df
dt
(ΦfL ◦ (du+ β)) y ω)

−d

[

Ξ(u,f)

(

df

dt

)]

− d[θ(ΦfL ◦ (du+ β))].

Since Ξ(u,f) ≡ 0 on K and β(t) is supported on K for every t ∈ (0, T ), we have

(ΦfL ◦ (du+ β))∗(∂ df
dt
(ΦfL ◦ (du+ β)) = d

[

Ξ(u,f)

(

df

dt

)]

and thus α ∂F
∂t

= −d[θ(F )]. By Proposition 4.8 the generalized mean curvature

form satisfies αK = −d[θ(F )], from which the claim follows.
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9.3 Smoothness of P as a map between Banach manifolds

The goal of this subsection is to prove that P : D → C∞((0, T )×L) extends to
a smooth map between certain Banach manifolds. The main difference to §5.3
is that we now also have to study the regularity of the map P on the ends of L.

We first extend the domain of the operator P . The manifold F embeds into
R
s for some sufficiently large s ∈ N. Let p ∈ (1,∞) and f ∈ W 1,p((0, T );Rs).

Then f : (0, T ) → F is continuous by the Sobolev Embedding Theorem and
the condition f(t) ∈ F makes sense for every t ∈ (0, T ). We define the Banach
manifold W 1,p((0, T );F) by

W 1,p((0, T );F) =
{

f ∈W 1,p((0, T );Rs) : f(t) ∈ F for t ∈ (0, T )
}

.

Let k ∈ N, p ∈ (1,∞) with k − m
p > 2, and µ ∈ R

n with 2 < µ < 3. For T > 0

small enough, such that Γβ(t) ⊂ U ′
L for t ∈ (0, T ), we define

Dk,p
µ =

{

(u, f) : u ∈W 1,k,p
µ ((0, T )× L), f ∈W 1,p((0, T );F),

such that Γd[u(t,.)]+β(t) ⊂ U ′
L for t ∈ (0, T )

}

.

Let (u, f) ∈ Dk,p
µ . Since k − m

p > 2, it follows from the Sobolev Embedding

Theorem that Φ
f(t)
L ◦(d[u(t, ·)]+β(t)) : L→M is a C1-Lagrangian submanifold

for almost every t ∈ (0, T ). In particular Θ(Φ
f(t)
L ◦ (d[u(t, ·)] + β(t))) is well

defined for almost every t ∈ (0, T ) and P acts on Dk,p
µ .

In order to define the target space for P acting on Dk,p
µ we have to introduce

a weighted parabolic Sobolev space with discrete asymptotics. First we define
a weighted Sobolev space W k−2,p

µ−2,Q(L) with discrete asymptotics by

W k−2,p
µ−2,Q(L) =W k−2,p

µ−2 (L)⊕ span{q1, . . . , qn}.

Note that this is a natural definition for a weighted Sobolev space with discrete
asymptotics in this case, since the qi’s are constant on each end of L and µ > 2.
Further we define the weighted parabolic Sobolev space W 0,k−2,p

µ−2,Q ((0, T ) × L)
with discrete asymptotics by

W 0,k−2,p
µ−2,Q ((0, T )× L) = Lp((0, T );W k−2,p

µ−2,Q(L)).

The main result of this subsection is that P : Dk,p
µ →W 0,k−2,p

µ−2 ((0, T )×L) is
a smooth map provided k ∈ N and p ∈ (1,∞) are sufficiently large and µ < ν.
The idea of the proof follows Proposition 5.6, the new difficulty, however, is that
we have to deal with the regularity of the operator P on the ends of L.

Notice that for (u, f) ∈ Dk,p
µ we only require u and f to have one time

derivative that lies in Lp, whereas we are allowed to choose k ∈ N and p ∈ (1,∞)
arbitrary large. By choosing k ∈ N and p ∈ (1,∞) sufficiently large we are
guaranteed that P maps Dk,p

µ smoothly into another Banach manifold. We
require u and f only to have one time derivative in Lp to make an argument in
the short time existence proof in Proposition 9.13 work.

Let η ∈ C∞(T ∗L) be a closed one-form with Γη ⊂ U ′
L, which is supported

on K, and define Fη(f, x, du(x),∇du(x)) = Θ(ΦfL ◦ (du+ η))(x), where

Fη :
{

(f, x, y, z) : f ∈ F , x ∈ L,

y ∈ T ∗
xL with y + η(x) ∈ U ′

L, z ∈ ⊗2T ∗
xL
}

−→ R.
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Then Fη is a smooth and nonlinear function on its domain, since Ω, g, ψ, and

ΦfL are smooth and ΦfL depends smoothly on f ∈ F . Furthermore we define a
function Qη on the domain of Fη by

Qη(f, x, y, z) = Fη(f, x, y, z)− Fη(f0, x, 0, 0)

− (∂yFη)(f0, x, 0, 0) · y − (∂zFη)(f0, x, 0, 0) · z.
(93)

Since Fη is smooth, Qη is a smooth and nonlinear function on its domain.
Next define Fi(σ, r, dui(σ, r),∇dui(σ, r)) = θ(ΦCi

◦ dui)(σ, r), where

Fi :
{

(σ, r, yi, zi) : (σ, r) ∈ Σi × (0, R),

yi ∈ T ∗
(σ,r)(Σi × (0, R)) ∩ UCi

, zi ∈ ⊗2T ∗
(σ,r)(Σi × (0, R))

}

−→ R

for i = 1, . . . , n. Then Fi(σ, r, y, z) is a smooth and nonlinear function on its
domain, since Ω′, g′, and ΦCi

are smooth for i = 1, . . . , n. Furthermore we
define functions Qi on the domain of Fi by

Qi(σ, r, y, z) = Fi(σ, r, y, z)− Fi(σ, r, 0, 0)

− (∂yFi)(σ, r, 0, 0) · y − (∂zFi)(σ, r, 0, 0) · z.
(94)

for i = 1, . . . , n. Then Qi is a smooth nonlinear function on its domain for
i = 1, . . . , n, since Fi is smooth for i = 1, . . . , n. Let ui ∈ C2(Σi × (0, R)) with
Γdui

⊂ UCi
for i = 1, . . . , n. Then it follows from Lemma 5.5 that

(∂yFi)(σ, r, 0, 0) · dui(σ, r) + (∂zFi)(σ, r, 0, 0) · ∇dui(σ, r) = ∆ui(σ, r) (95)

for (σ, r) ∈ Σi × (0, R) and i = 1, . . . , n. Moreover, since Ci is a special La-
grangian cone, Ci has constant phase e

iθi and we can write

Fi(σ, r, dui(σ, r),∇dui(σ, r)) =

θi +∆ui(σ, r) +Qi(σ, r, dui(σ, r),∇dui(σ, r))
(96)

for (σ, r) ∈ Σi × (0, R) and i = 1, . . . , n.
Next we prove some estimates for the functions Qi.

Lemma 9.6. For a, b, c ≥ 0 and small r−1|y|, |z| we have

(∇x)
a(∂y)

b(∂z)
cQi(x, y, z) = O

(

r−a−max{2,b}|y|max{0,2−b} + r−a|z|max{0,2−c}
)

uniformly for x = (σ, r) ∈ Σi × (0, R) and i = 1, . . . , n.

Proof. Since Fi is smooth on its domain, Taylor’s Theorem implies that for
a, b, c ≥ 0 and small |y|, |z|,

(∇x)
a(∂y)

b(∂z)
cQi(x, y, z) = O

(

|y|max{0,2−b} + |z|max{0,2−c}
)

(97)

for fixed x = (σ, r) ∈ Σi × (0, R) and i = 1, . . . , n.
For s ∈ (0, 1) and i = 1, . . . , n define δsi : Σi × (0, R) −→ Σi × (0, R) by

δsi (σ, r) = (σ, sr). Using the invariance of the Lagrangian angle under dilations
and (δsi )

∗(ΦCi
) = s · ΦCi

, we find θ(ΦCi
◦ dui) = θ(ΦCi

◦ dusi ) ◦ δsi , where
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usi = s2ui ◦ (δsi )−1. Since ∆ui = (∆usi ) ◦ δsi , it follows from the definition of Qi
that

Qi(σ, r, dui(σ, t),∇dui(σ, r)) = Qi(σ, sr, du
s
i (σ, sr),∇dusi (σ, sr)) (98)

for s ∈ (0, 1) and (σ, r) ∈ Σi × (0, R). Since |dusi (σ, sr)| = s2|dui(σ, r)| and
|∇dusi (σ, sr)| = |∇dui(σ, r)| it follows from (97), (98), and the compactness of
Σi that for small r−1|dui(σ, r)| and |∇dui(σ, r)|,

Qi(σ, r, dui(σ, r),∇dui(σ, r)) = O
(

r−2|dui(σ, r)|2 + |∇dui(σ, r)|2
)

uniformly for (σ, r) ∈ Σi × (0, R). The derivatives of Qi are then estimated in
a similar way. This completes the proof of the lemma.

Let a ∈ C∞(L) be a smooth function on L that satisfies φ∗i (a) = ai for
i = 1, . . . , n. Here ai is as defined in Theorem 8.11. Then we define functions
Ri on the domain of Fi by

Ri(f, σ, r, yi, zi) = Fη(f, x, y − da(x), z −∇da(x))− Fi(σ, r, yi, zi), (99)

for i = 1, . . . , n, where x = φi(σ, r), yi = φ∗i (y), and zi = φ∗i (z). Then Ri is
smooth on its domain for i = 1, . . . , n, since Fη and Fi are smooth for i =
1, . . . , n.

Lemma 9.7. For a, b, c ≥ 0 we have

(∇x)
a(∂y)

b(∂z)
cRi(f, σ, r, y, z) = O(r1−a−b)

uniformly for x = (σ, r) ∈ Σi × (0, R) and i = 1, . . . , n.

Proof. From Theorem 8.11 we obtain

Ri(f, σ, r, dui(σ, r),∇dui(σ, r)) = θ(Υfi ◦ ΦCi
◦ dui)(σ, r)− θ(ΦCi

◦ dui)(σ, r)

for i = 1, . . . , n. Denote g1i = (Υfi ◦ ΦCi
◦ dui)

∗(g′) and g2i = (ΦCi
◦ dui)

∗(g′)

for i = 1, . . . , n. Since dΥfi |0 = Âi, we have by Taylor’s Theorem

dVg1i − e−iθi−mψ(x̂i)dVg2i = O(r)

for i = 1, . . . , n. Moreover (Υfi )
∗(Ω)|0 = eiθi+mψ(x̂i)Ω′ and hence

e−iθi−mψ(x̂i)(Υfi )
∗(Ω′)− Ω′ = O(r)

for i = 1, . . . , n by Taylor’s Theorem. Using the definition of the Lagrangian
angle we conclude that Ri(f, σ, r, y, z) = O(r) for i = 1, . . . , n. The derivatives
of Ri are then estimated in a similar way using Lemma 9.6.

Using Lemmas 9.6 and 9.7 we can prove the following estimates for the
function Qη as defined in (93).

Lemma 9.8. For a, b, c ≥ 0 and small ρ−1(x)|y|, |z|, and d(f, f0) we have

(∇x)
a(∂y)

b(∂z)
cQη(f, x, y, z) =

O
(

ρ(x)−a−max{2,b}|y|max{0,2−b} + ρ(x)−a|z|max{0,2−c} + ρ(x)1−a−bd(f, f0)
)

,

uniformly for x ∈ L. Here d(f, f0) denotes the distance of f to f0 in F .
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Proof. By Taylor’s Theorem we have

(∇x)
a(∂y)

b(∂z)
cQη(f, x, y, z) = O

(

|y|max{0,2−b} + |z|max{0,2−b} + d(f, f0)
)

uniformly for x in compact subsets of L and for small |y|, |z|, and d(f, f0). Let
x ∈ Si with x = φi(σ, r), (σ, r) ∈ Σi × (0, R) for some i = 1, . . . , n. Then using
(93), (94), and (99) we can write

Qη(f, x, y, z) = Qi(σ, r, yi + dai(σ, r), zi +∇dai(σ, r))

−Qi(σ, r, dai(σ, r),∇dai(σ, r))− (∂yQi)(σ, r, dai(σ, r),∇dai(σ, r)) · yi
− (∂zQi)(σ, r, dai(σ, r),∇dai(σ, r)) · zi +Ri(f, σ, r, yi + dai(σ, r), zi +∇dai(σ, r))

−Ri(f, σ, r, dai(σ, r),∇dai(σ, r))− (∂yRi)(f, σ, r, dai(σ, r),∇dai(σ, r)) · yi
− (∂zRi)(f, σ, r, dai(σ, r),∇dai(σ, r)) · zi.

The lemma now follows from Taylor’s Theorem and Lemma 9.6 and 9.7.

Finally let us define a function

S :
{

(f, v, x, y) : f ∈ F , v ∈ TfF , x ∈ L, y ∈ T ∗
xL ∩ UL

}

−→ R

by S(f, v, x, du(x)) = Ξ(u,f)(v)(x), where Ξ(u,f)(v) is defined in (90). Since

ΦfL is smooth and depends smoothly on f ∈ F , S is a smooth and nonlinear
function on its domain. By definition of P we can now write

P (u, f) =
∂u

∂t
− Fβ(f, ·, du,∇du)− S(f, dfdt , ·, du), (100)

where {β(t)}t∈(0,T ) is given by β(t) = tβ0 and we now use Fη with η = β(t) for
t ∈ (0, T ).

We can now prove the smoothness of P : Dk,p
µ → W 0,k−2,p

µ−2,Q ((0, T ) × L) for
sufficiently large k ∈ N and p ∈ (1,∞).

Proposition 9.9. Let µ ∈ R
n with 2 < µ < ν, and define ε ∈ R by ε =

mini=1,...,n
µi−2

4 . Let k ∈ N and p ∈ (1,∞) with k ≥ 6 and p > max{m, 4+2m
k−2 ,

2
ε}.

Then P : Dk,p
µ →W 0,k−2,p

µ−2,Q ((0, T )× L) is a smooth map of Banach manifolds.

Proof. We first show that P : Dk,p
µ → W 0,k−2,p

µ−2,Q ((0, T ) × L) is well defined, i.e.

that for (u, f) ∈ Dk,p
µ we have P (u, f) ∈ W 0,k−2,p

µ−2,Q ((0, T ) × L). We show that

each of the terms on the right side of (100) lies in W 0,k−2,p
µ−2,Q ((0, T )×L). Clearly

we have ∂tu ∈W 0,k−2,p
µ−2,Q ((0, T )×L) by definition of Dk,p

µ . In order to show that

Fβ(f, ·, du,∇du) ∈W 0,k−2,p
µ−2,Q ((0, T )× L) we first expand Fβ by

Fβ(f, ·, du,∇du) = Fβ(f0, ·, 0, 0) + ∆u−mdψβ(∇u)
− dθβ(V̂ (du)) +Qβ(f, ·, du,∇du).

(101)

We show separately that each of the terms on the right side of (101) lies in

W 0,k−2,p
µ−2,Q ((0, T ) × L). It is clear from the definition of Dk,p

µ that ∆u and

dψβ(∇u) both lie in W 0,k−2,p
µ−2,Q ((0, T ) × L). Next we show that Fβ(f0, ·, 0, 0)

lies in W 0,k−2,p
µ−2,Q ((0, T ) × L). We choose functions χi ∈ C∞(L) for i = 1, . . . , n,
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such that χi ≡ 1 on φi(Σi × (0, R2 )) and χi ≡ 0 on L\Si. It is clear that
Fβ(f0, ·, 0, 0) ∈ W 0,k−2,p((0, T ) ×K ′) for every K ′ ⊂⊂ L. Using (96) and (99)
we can write

Fβ(f0, x, 0, 0) = θi +∆ai(σ, r) +Qi(σ, r, dai(σ, r),∇dai(σ, r))

+Ri(f0, σ, r, dai(σ, r),∇dai(σ, r))

for x ∈ Si with x = φi(σ, r), where θi is the Lagrangian angle of Ci. Clearly

χi(φ
−1
i )∗(θi) ∈W 0,k−2,p

µ−2,Q ((0, T )× L) (102)

for i = 1, . . . , n. Since a ∈ C∞
ν (L) and µ < ν, it follows that

χi(φ
−1
i )∗(∆ai) ∈W 0,k−2,p

µ−2 ((0, T )× L) (103)

for i = 1, . . . , n. Since µ− 2 < 1, it follows from Lemma 9.7 that

χi(φ
−1
i )∗(Ri(f0, ·, ·, dai,∇dai)) ∈W 0,k−2,p

µ−2 ((0, T )× L). (104)

Finally, by Lemma 9.6

Qi(σ, r, dai(σ, r),∇dai(σ, r)) = O
(

r−2|dai(σ, r)|2 + |∇dai(σ, r)|2
)

uniformly in (σ, r) ∈ Σi × (0, R). Since a ∈ C∞
ν (L), r−2|dai(σ, r)|2 = O(r2νi−4)

and |∇dai(σ, r)|2 = O(r2νi−4) as r → 0 for i = 1, . . . , n. Since 2ν − 4 > µ− 2,
it follows that

χi(φ
−1
i )∗(Qi(·, ·, dai,∇dai)) ∈W 0,0,p

µ−2 ((0, T )× L).

The spatial derivatives of Qi up to order k − 2 can now be estimated in the
same way as in the proof of Proposition 5.6 and we thus obtain that

χi(φ
−1
i )∗(Qi(·, ·, dai,∇dai)) ∈W 0,k−2,p

µ−2 ((0, T )× L). (105)

From (102)-(105) it follows that Fβ(f, ·, 0, 0) ∈W 0,k−2,p
µ−2,Q ((0, T )×L) and we also

conclude that dθβ(V̂ (du)) lies in W 0,k−2,p
µ−2 ((0, T )× L).

It remains to show that Qβ(f, ·, du,∇du) ∈ W 0,k−2,p
µ−2 ((0, T ) × L). From

Lemma 9.8 we have the estimate

Qβ(f, ·, du,∇du) = O
(

ρ−2|du|2 + |∇du|2 + ρ · d(f, f0)
)

uniformly on L. Since k ≥ 4, |∇du| ∈ W 1,k−2,p
µ−2 ((0, T ) × L), and since p > 2

ε ,

Proposition 7.2 implies that |∇du|2 ∈ C0,0
µ−2−ε((0, T ) × L). Thus |∇du|2 ∈

C0,0
2µ−4−2ε((0, T )×L). Since 2µ−4−2ε > µ−2, C0,0

2µ−4−2ε((0, T )×L) embeds con-

tinuously intoW 0,0,p
µ−2 ((0, T )×L) by inclusion and hence |∇du|2 ∈W 0,0,p

µ−2 ((0, T )×
L). In a similar way one can show that ρ−2|du|2 ∈ W 0,0,p

µ−2 ((0, T ) × L). For

t ∈ (0, T ) we have ρ·d(f(t), f0(t)) ∈ C0
1(L) and since µ−2 < 1, ρ·d(f(t), f0(t)) ∈

Lpµ−2(L). Then it follows from the Mean Value Theorem [33, XIII, §4] that
ρ ·d(f, f0) ∈W 0,0,p

µ−2 ((0, T )×L). Thus Qβ(f, ·, du,∇du) lies inW 0,0,p
µ−2 ((0, T )×L)

and using the same arguments as in the proof of Proposition 5.6 and as above
one can show that in fact Qβ(f, ·, du,∇du) ∈W 0,k−2,p

µ−2 ((0, T )×L). Hence each
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of the terms on the right side of (101) lies in W 0,k−2,p
µ−2 ((0, T )×L) and therefore

Ftβ(f, ·, du,∇du) ∈W 0,k−2,p
µ−2 ((0, T )× L).

Finally we show that S(f, dfdt , ·, du) ∈ W 0,k−2,p
µ−2,Q ((0, T ) × L). Since p > m,

Theorem 6.7 implies that u(t, ·) ∈ Ck−1
µ (L) for almost every t ∈ (0, T ). Then

by Proposition 9.4, S(f(t), dfdt (t), ·, d[u(t, ·)]) lies in C
k−2
1 (L)⊕ span{q1, . . . , qn}

for almost every t ∈ (0, T ). Since µ − 2 < 1, Ck−2
1 (L) embeds continuously

into W k−2,p
µ−2 (L) by inclusion and hence S(f(t), dfdt (t), ·, d[u(t, ·)]) ∈ W k−2,p

µ−2,Q(L)
for almost every t ∈ (0, T ). In particular, since S is smooth on its domain, the

Mean Value Theorem implies that S(f, dfdt , ·, du) ∈W 0,k−2,p
µ−2,Q ((0, T )× L).

Thus we finally conclude that P (u, f) ∈ W 0,k−2,p
µ−2,Q ((0, T ) × L) for every

(u, f) ∈ Dk,p
µ and therefore the map P : Dk,p

µ → W 0,k−2,p
µ−2,Q ((0, T ) × L) is well

defined. The smoothness of P : Dk,p
µ → W 0,k−2,p

µ−2,Q ((0, T ) × L) now follows from
smoothness of Qβ and S and the same arguments as in Proposition 5.6.

9.4 The linearization of P and structure of the equation

In this subsection we compute the linearization of the operator P : Dk,p
µ →

W 0,k−2,p
µ−2,Q ((0, T )×L). But first we need to take a closer look at the operator P .

From now on we also assume that the special Lagrangian cones C1, . . . , Cn are
stable, and we choose µ ∈ R

n with 2 < µ < ν, such that (2, µi] ∩ EΣi
= ∅. We

also fix k ∈ N and p ∈ (1,∞) that satisfy the conditions of Proposition 9.9, so

that P : Dk,p
µ →W 0,k−2,p

µ−2,Q ((0, T )× L) is a smooth map of Banach manifolds.

Let (u, f) ∈ Dk,p
µ . Then it follows from (90) that t 7→ Ξ(u(t,·),f(t)) is a section

of the vector bundle f∗(Hom(TF , C1
loc(L))) over the manifold (0, T ). Define

VP(u,f)
(L) = im

{

Ξ(u,f) : f
∗(TF) −→ C1

loc(L)
}

. (106)

Then VP(u,f)
(L) is a finite dimensional vector bundle over (0, T ) with fibre di-

mension dimF . Also note that if u is smooth, then each fibre of VP(u,f)
(L)

consists of smooth functions on L. From Proposition 9.4 it follows that for ev-
ery (u, f) ∈ Dk,p

µ , VP(u,f)
(L) has zero intersection with Lpµ(L) in each fibre over

(0, T ). Hence we can define

W k,p
µ,P(u,f)

(L) =W k,p
µ (L)⊕ VP(u,f)

(L).

Then W k,p
µ,P(u,f)

(L) is a Banach bundle over the Banach manifold Dk,p
µ with

fibres being weighted Sobolev spaces with discrete asymptotics. If u and f are
constant in time, so for instance at the initial condition u = 0 and f = f0, then
W k,p

µ,P(u,f)
(L) is simply a weighted Sobolev space with discrete asymptotics.

In §6.3 we also defined the function space W k,p
µ,Pµ

(L). Observe that the dis-

crete asymptotic parts of the Banach spaces W k,p
µ,P(u,f)

(L) and W k,p
µ,Pµ

(L) are

isomorphic for every t ∈ (0, T ), since (2, µi] ∩ EΣi
= ∅ for i = 1, . . . , n and

C1, . . . , Cn are stable special Lagrangian cones. Note carefully, however, that
the discrete asymptotics of the spaces W k,p

µ,P(u,f)
(L) and W k,p

µ,Pµ
(L) are in general

not the same. The discrete asymptotics of the spaceW k,p
µ,Pµ

(L) are defined using
the harmonic functions on the cones C1, . . . , Cn and are in fact functions that
are harmonic on each end of L. On the other hand the discrete asymptotics
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of the space W k,p
µ,P(u,f)

(L) are defined by the map Ξ(u,f), which is defined by

the deformations of the Lagrangian neighbourhoods {ΦfL}f∈F in f ∈ F . The

deformations of {ΦfL}f∈F in f ∈ F correspond to moment maps in C
m and

these restrict to homogeneous harmonic functions on C1, . . . , Cn, and by Propo-
sition 9.4, Ξ(u,f) is asymptotic to one of these moment maps. Therefore the

discrete asymptotics of the space W k,p
µ,P(u,f)

(L) are in general only harmonic in

an asymptotic sense near each conical singularity. For this reason we need to
impose an extra condition on the generalized mean curvature form of the initial
Lagrangian submanifold F0 : L → R, when we prove short time existence in
§9.5.

Following §7.1 we can now define the weighted parabolic Sobolev space
W 1,k,p

µ,P(u,f)
((0, T )× L) with discrete asymptotics by

W 1,k,p
µ,P(u,f)

((0, T )× L) = Lp((0, T );W k,p
µ,P(u,f)

(L)) ∩W 1,p((0, T );W k−2,p
µ−2,Q(L)).

Consider the linearization of the operator P : Dk,p
µ → W 0,k−2,p

µ−2,Q ((0, T ) × L)

at some (u, f) ∈ Dk,p
µ , which is a linear operator

dP (u, f) :W 1,k,p
µ ((0, T )× L)⊕W 1,p((0, T ); f∗(TF)) −→W 0,k−2,p

µ−2,Q ((0, T )× L).

Using Ξ(u,f) to identify f∗(TF) with VP(u,f)
(L), we can understand the lin-

earization of P : Dk,p
µ →W 0,k−2,p

µ−2,Q ((0, T )× L) at (u, f) as a linear operator

dP (u, f) :W 1,k,p
µ,P(u,f)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L). (107)

Let (u, f) ∈ Dk,p
µ , w ∈ TfF , and denote η = du + β. Then ∂w(Φ

f
L ◦ η) is a

section of the vector bundle (ΦfL◦η)∗(TM). From Proposition 9.3 it follows that

the normal part of ∂w(Φ
f
L ◦η) is equal to −J(d(ΦfL ◦η)(∇Ξ(u,f)(w))). Moreover

we define Ŵ (Ξ(u,f)(w)) ∈ TL by requiring that −d(ΦfL ◦ η)(Ŵ (Ξ(u,f)(w))) is

equal to the tangential part of ∂w(Φ
f
L ◦ η). Thus

∂w(Φ
f
L ◦ η) = −J(d(ΦfL ◦ η)(∇Ξ(u,f)(w)))− d(ΦfL ◦ η)(Ŵ (Ξ(u,f)(w))).

In the next proposition we compute an explicit formula for the operator
(107).

Proposition 9.10. Let (u, f) ∈ Dk,p
µ and v−Ξ(u,f)(w) ∈W 1,k,p

µ,P(u,f)
((0, T )×L),

where v ∈W 1,k,p
µ ((0, T )× L) and w ∈W 1,p((0, T ); f∗(TF)). Then

dP (u, f)(v,Ξ(u,f)(w)) =
∂

∂t
(v − Ξ(u,f)(w))−∆(v − Ξ(u,f)(w))

+mdψdu+β(∇(v − Ξ(u,f)(w))) + dθdu+β(V̂ (dv)− Ŵ (Ξ(u,f)(w)))

− d[Ξ(u,f)(
df
dt )](V̂ (dv)− Ŵ (Ξ(u,f)(w))) + d[∂tu](Ŵ (Ξ(u,f)(w)))

+ d[Ξ(u,f)(w)](V̂ (d[∂tu])− Ŵ (Ξ(u,f)(
df
dt ))− dv(Ŵ (Ξ(u,f)(

df
dt ))),

(108)

Here ψdu+β = (ΦfL ◦ (du+ β))∗(ψ), θdu+β = θ(ΦfL ◦ (du+ β)), and the Laplace

operator and ∇ are computed using the time dependent Riemannian metric (ΦfL◦
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(du+ β))∗(g) on L. In particular at (0, f0) ∈ Dk,p
µ we have

dP (0, f0)(v,Ξ(u,f)(w)) =
∂

∂t
(v − Ξ(0,f0)(w))−∆(v − Ξ(0,f0)(w))

+mdψβ(∇(v − Ξ(0,f0)(w))) + dθβ(V̂ (dv)− Ŵ (Ξ(0,f0)(w))).

(109)

Proof. Denote η = du + β. Recall that β is supported on K, so that η = du
on each end of L. We first compute dP (u, f)(v, 0). From Lemma 5.5 we obtain
that

d

ds
Θ(ΦfL ◦ (η + sdv))

∣

∣

∣

s=0
= ∆v −mdψη(∇v)− dθη(V̂ (dv)).

Moreover using Lemma 4.11 we find that

d

ds
Ξ(u+sv,f)(

df
dt )
∣

∣

∣

s=0
=

d

ds
Hf (

df
dt ) ◦ (Φ

f
L ◦ (η + sdv))

∣

∣

∣

s=0

= d[Hf (
df
dt )](−α−1(dv) + V (dv))

= dv(Ŵ (Ξ(u,f)(
df
dt ))) + d[Ξ(u,f)(

df
dt )](V̂ (dv)).

Thus we obtain

dP (u, f)(v, 0) =
∂v

∂t
−∆v +mdψη(∇v) + dθη(V̂ (dv))

− dv(Ŵ (Ξ(u,f)(
df
dt )))− d[Ξ(u,f)(

df
dt )](V̂ (dv)).

The next step is to compute dP (u, f)(0, w). Let {fs}s∈(−ε,ε), ε > 0, be a

smooth curve in F with f0 = f and dfs
ds

∣

∣

s=0
= w. The normal part of the

vector field ∂w(Φ
f
L ◦ η) along ΦfL ◦ η : L → M is −J(d(ΦfL ◦ η)(∇Ξ(u,f)(w)))

and the tangential part is equal to −d(ΦfL ◦ η)(Ŵ (Ξ(u,f)(w))). Then the same
computation as in Lemma 5.5 shows that

d

ds
Θ(ΦfsL ◦ η)

∣

∣

∣

s=0
= −∆Ξ(u,f)(w) +mdψη(∇Ξ(u,f)(w)) + dθη(Ŵ (Ξ(u,f)(w))).

Moreover, recalling the definition of Hf from Proposition 9.2 and of Ξ(u,f) from
(90), we obtain

d

ds
Ξ(u,fs)(

dfs
dt )
∣

∣

∣

s=0
=

d

ds
Hfs(

dfs
dt ) ◦ (Φ

fs
L ◦ η)

∣

∣

∣

s=0

= Ξ(u,f)(
dw
dt ) + ∂wHf (

df
dt ) ◦ (Φ

f
L ◦ η) + d[Hf (

df
dt )](∂w(Φ

f
L ◦ η)),

and in a similar way we find

d

dt
Ξ(u,f)(w) = Ξ(u,f)(

dw
dt ) + ∂ df

dt
Hf (w) ◦ (ΦfL ◦ η) + d[Hf (w)](∂ df

dt
(ΦfL ◦ η))

+ d[∂tu](Ŵ (Ξ(u,f)(w))) + d[Ξ(u,f)(w)](V̂ (d[∂tu])).

Hence

d

ds
Ξ(u,fs)(

dfs
dt )
∣

∣

∣

s=0
=

d

dt
Ξ(u,f)(w) + ∂wHf (

df
dt ) ◦ (Φ

f
L ◦ η)

− ∂ df
dt
Hf (w) ◦ (ΦfL ◦ η) + d[Hf (

df
dt )](∂w(Φ

f
L ◦ η))

− d[Hf (w)](∂ df
dt
(ΦfL ◦ η))− d[∂tu](Ŵ (Ξ(u,f)(w)))

− d[Ξ(u,f)(w)](V̂ (d[∂tu])).
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Next we compute the term ∂wHf (
df
dt )−∂ df

dt
Hf (w). Let {f̃s}s∈(−ε,ε) be a smooth

curve in F with f̃0 = f and df̃s
ds

∣

∣

s=0
= df

dt . We extend w ∈ TfF to a parallel

vector field ws along the curve s 7→ f̃s in F and we extend df
dt ∈ TfF to a

parallel vector field (dfdt )s along the curve s 7→ fs in F . Then

∂wHf (
df
dt ) ◦ (Φ

f
L ◦ η) = d

ds
Hfs((

df
dt )s) ◦ (Φ

fs
L ◦ η)

∣

∣

∣

s=0
− d[Hf (

df
dt )](∂w(Φ

f
L ◦ η)),

∂ df
dt
Hf (w) ◦ (ΦfL ◦ η)) = d

ds
Hf̃s

(ws) ◦ (Φf̃sL ◦ η))
∣

∣

∣

s=0
− d[Hf (w)](∂ df

dt
(ΦfL ◦ η)).

Thus in order to find ∂wHf (
df
dt ) − ∂ df

dt
Hf (w) we need to compute the term

d
dsHfs(

dfs
dt )−Hf̃s

(ws)
∣

∣

s=0
. We have

d

ds
(ΦfsL ◦ η)∗(d[Hfs((

df
dt )s)])− (Φf̃sL ◦ η)∗(d[Hf̃s

(ws)])
∣

∣

∣

s=0

=
d

ds
(ΦfsL ◦ η)∗

(

∂( df
dt )s

(ΦfsL ◦ η) y ω
)

− (Φf̃sL ◦ η)∗
(

∂ws
(Φf̃sL ◦ η) y ω

) ∣

∣

∣

s=0

= (ΦfL ◦ η)∗
(

L∂w(Φf
L
◦η)

(

∂ df
dt
(ΦfL ◦ η) y ω)

)

− L df
dt

(

∂∂w(Φf
L
◦η)(Φ

f
L ◦ η) y ω)

))

+ (ΦfL ◦ η)∗
(

d

ds
∂( df

dt )s
(ΦfsL ◦ η) y ω − ∂ws

(Φf̃sL ◦ η) y ω
∣

∣

∣

s=0

)

= (ΦfL ◦ η)∗(2 · d[ω(∂ df
dt
(ΦfL ◦ η), ∂w(ΦfL ◦ η))] + [∂w(Φ

f
L ◦ η), ∂ df

dt
(ΦfL ◦ η)] y ω)

= (ΦfL ◦ η)∗(d[ω(∂ df
dt
(ΦfL ◦ η), ∂w(ΦfL ◦ η))]).

Here [·, ·] denotes the Lie bracket, and in the last step we use that for two
Hamiltonian vector fields X,Y , [X,Y ] y ω = d[ω(X,Y )] holds. Decomposing

∂w(Φ
f
L ◦ η) and ∂ df

dt
(ΦfL ◦ η) into their tangential and normal parts and using

that ΦfL ◦ η : L→M is Lagrangian we obtain

(ΦfL ◦ η)∗(ω(∂ df
dt
(ΦfL ◦ η), ∂w(ΦfL ◦ η)))

= d[Ξ(u,f)(w)](Ŵ (Ξ(u,f)(
df
dt )))− d[Ξ(u,f)(

df
dt )](Ŵ (Ξ(u,f)(w))).

We conclude that

d

ds
Ξ(u,fs)(

dfs
dt )
∣

∣

∣

s=0
=

d

dt
Ξ(u,f)(w)− d[∂tu](Ŵ (Ξ(u,f)(w)))

− d[Ξ(u,f)(w)](V̂ (d[∂tu])) + d[Ξ(u,f)(w)](Ŵ (Ξ(u,f)(
df
dt )))

− d[Ξ(u,f)(
df
dt )](Ŵ (Ξ(u,f)(w))),

and the proposition follows.

9.5 Short time existence with low regularity

In this subsection we show that there exists (u, f) ∈ Dk,p
µ , which solves the

Cauchy problem (91). The regularity of u and f are then improved in §9.6.
If we make an extra assumption of the generalized mean curvature form of

the initial Lagrangian submanifold F0 : L→M , then we can prove the following
important lemma. In §10.2 we will discuss whether it is possible to drop this
extra condition on the generalized mean curvature form.
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Lemma 9.11. Assume that the special Lagrangian cones C1, . . . , Cn are stable

in the sense of Definition 8.3, and choose µ ∈ R
n with 2 < µ < ν small enough

such that (2, µi] ∩ EΣi
= ∅ for i = 1, . . . , n. Moreover, assume that there exists

ε ∈ R
n with ε > 0, such that |αK | = O(ρε) as ρ → 0, where αK = −d[θ(F0)]

is the generalized mean curvature form of the initial Lagrangian submanifold

F0 : L→M . Then W k,p
µ,P(0,f0)

(L) =W k,p
µ,Pµ

(L).

Proof. By Proposition 9.10 the linearization of P : Dk,p
µ →W 0,k−2,p

µ,Q ((0, T )×L)
at the initial condition (0, f0) ∈ Dk,p

µ is a map

dP (0, f0) :W
1,k,p
µ,P(0,f0)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L) (110)

and is given by

dP (0, f0)(v,Ξ(0,f0)(w)) =
∂

∂t
(v − Ξ(0,f0)(w))−∆(v − Ξ(0,f0)(w))

+mdψβ(∇(v − Ξ(0,f0)(w))) + dθβ(V̂ (dv)− Ŵ (Ξ(0,f0)(w))),

(111)

where the Laplace operator is computed using the time dependent Riemannian
metric (Φf0L ◦ β)∗(g), and ψβ and θβ are defined by ψβ = (Φf0L ◦ β)∗(ψ) and

θβ = θ(Φf0L ◦ β), respectively. Recall that {β(t)}t∈(0,T ) is given by β(t) = tβ0,
and β0 is supported on K. In particular note that the Riemannian metric
(Φf0L ◦ β)∗(g) is constant on each end of L. Also notice carefully that even
after identifying Tf0F with a space of discrete asymptotics on L, the operator
dP (0, f0) is not a differential operator on the sum v − Ξ(0,f0)(w).

Define a linear operator A on W k,p
µ,P(0,f0)

(L) by

A(v,Ξ(0,f0)(w)) = ∆(v − Ξ(0,f0)(w))

−mdψβ(∇(v − Ξ(0,f0)(w)))− dθβ(V̂ (dv)− Ŵ (Ξ(0,f0)(w)))

so that we can write dP (0, f0) = ∂t−A. Clearly ∂t is a bounded linear operator

W 1,k,p
µ,P(0,f0)

((0, T )×L) →W 0,k−2,p
µ−2,Q ((0, T )×L), and therefore A is also a bounded

linear operator between these spaces. In particular it follows that for each fixed
t ∈ (0, T ), A is a bounded linear operator W k,p

µ,P(0,f0)
(L) → W k−2,p

µ−2,Q(L). Define

linear operators K1 and K2 on W k,p
µ,P(0,f0)

(L) by

K1(v,Ξ(0,f0)(w)) = −mdψ0(∇(v − Ξ(0,f0)(w))) (112)

and
K2(v,Ξ(0,f0)(w)) = −dθ0(V̂ (dv)− Ŵ (w)) (113)

for v ∈W 1,k,p
µ ((0, T )×L) and w ∈W 1,p((0, T );Tf0F). We show that both, K1

and K2 define bounded linear operators

K1,K2 :W k,p
µ,P(0,f0)

(L) −→W k−2,p
µ−2,Q(L). (114)

We begin with K1. Since ψ is a smooth function on M , dψβ is a smooth

and bounded one-form on L. It follows that K1 : W k,p
µ (L) −→ W k−1,p

µ−1 (L)

is a well defined, bounded linear operator, so in particular K1 : W k,p
µ (L) →
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W k−2,p
µ−2 (L) is a well defined bounded linear operator. It remains to study the

action of K1 on the discrete asymptotics part. By Proposition 9.4 we can write
Ξ(0,f0)(w) = (ιi ◦ φ−1

i )∗(µXi
) + O(ρνi−1) on each end of L, for some moment

map µXi
. Using Taylor’s Theorem to expand µXi

, it is then straightforward

to show that K1 : VP(0,f0)
(L) → W k−2,p

ν−2,Q(L) is a well defined, bounded linear

operator. In particular, since ν > µ, K1 : VP(0,f0)
(L) → W k−2,p

µ−2,Q(L) is a well
defined, bounded linear operator.

Next we show that K2 in (114) is a well defined, bounded operator. We now
use the extra assumption on the generalized mean curvature form of the ini-
tial Lagrangian submanifold F0 : L → M . Thus assume that |αK | = O(ρε)
for some ε ∈ R

n with ε > 0. Using |αK | = O(ρε) it follows that K2 :

W k,p
µ (L) → W k−2,p

µ−1+ε(L) is a well defined, bounded linear operator and hence

K2 : W k,p
µ (L) → W k−2,p

µ−2 (L) is a well defined, bounded linear operator. Note
that here it would be sufficient to assume that ε > µ− 2 (which holds anyway,
even without the extra assumption on the generalized mean curvature form).
It remains to study the action of K2 on the discrete asymptotics part, and this
is where we have to use ε > 0. The vector field Ŵ (Ξ(0,f0)(w)) on L is defined
by restricting a smooth vector field on M to the submanifold F0 : L → M . In
particular Ŵ (w) is a smooth and bounded vector field in L. The same argu-
ments as before and the extra assumption on the generalized mean curvature
form then imply that K2 : VP(0,f0)

(L) → W k−2,p
µ−2,Q(L) is a well defined, bounded

linear operator.
Now we have proved that both K1 and K2 are bounded linear operators

W k,p
µ,P(0,f0)

(L) →W k−2,p
µ−2,Q(L). Since A is also a bounded linear operator between

these spaces it follows that the Laplace operator ∆ :W k,p
µ,P(0,f0)

(L) →W k−2,p
µ−2,Q(L)

is a bounded linear operator. Since (2, µi] ∩ EΣi
= ∅ for i = 1, . . . , n and the

special Lagrangian cones C1, . . . , Cn are stable the discrete asymptotics parts
of W k,p

µ,P(0,f0)
(L) and W k,p

µ,Pµ
(L) are isomorphic, and it follows from Proposition

6.15 that W k,p
µ,P(0,f0)

(L) =W k,p
µ,Pµ

(L).

The rest of the short time existence proof now follows the same strategy as
in §5.4. We define

D̃k,p
µ =

{

(u, f) ∈ Dk,p
µ : u(0, ·) = 0 on L, f(0) = f0

}

.

Recall that if (u, f) ∈ Dk,p
µ , then u and f extend continuously to t = 0, since

they are uniformly Hölder continuous on (0, T ). Moreover observe that (u, f) ∈
Dk,p

µ is a solution of the Cauchy problem (91) if and only if (u, f) ∈ D̃k,p
µ and

P (u, f) = 0. We define

W̃ 1,k,p
µ,P(u,f)

((0, T )× L) =
{

v ∈W 1,k,p
µ,P(u,f)

((0, T )× L) : v(0, ·) = 0 on L
}

.

In the next proposition we show that the linearization of the nonlinear operator
P : D̃k,p

µ → W 0,k−2,p
µ−2,Q ((0, T ) × L) at the initial condition (0, f0) is an isomor-

phism.

Proposition 9.12. Under the assumptions of Lemma 9.11 the linear operator

dP (0, f0) : W̃
1,k,p
µ,P(0,f0)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L) (115)

is an isomorphism of Banach spaces for T > 0 sufficiently small.
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Proof. By Proposition 9.10 the linearization of P : D̃k,p
µ →W 0,k−2,p

µ,Q ((0, T )×L)
at the initial condition (0, f0) ∈ D̃k,p

µ is given by

dP (0, f0)(v,Ξ(0,f0)(w)) =
∂

∂t
(v − Ξ(0,f0)(w))−∆(v − Ξ(0,f0)(w))

+mdψβ(∇(v − Ξ(0,f0)(w))) + dθβ(V̂ (dv)− Ŵ (Ξ(0,f0)(w))),

(116)

where again the Laplace operator is computed using the time dependent Rie-
mannian metric (Φf0L ◦ β)∗(g), and ψβ and θβ are given by ψβ = (Φf0L ◦ β)∗(ψ)
and θβ = θ(Φf0L ◦ β), respectively.

We define two linear operators K1 and K2 as in (112) and (113). As proved
in Lemma 9.11, K1 and K2 then define bounded linear operators

K1,K2 :W 1,k,p
µ,P(0,f0)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L). (117)

Write dP (0, f0) = ∂t − ∆ + K1 + K2. From Lemma 9.11 it follows that

W 1,k,p
µ,P(0,f0)

((0, T ) × L) = W 1,k,p
µ,Pµ

((0, T ) × L). Furthermore we clearly have that

W 0,k−2,p
µ−2,Q ((0, T )× L) =W 0,k−2,p

µ−2,Pµ−2
((0, T )× L) and hence

dP (0, f0) :W
1,k,p
µ,Pµ

((0, T )× L) −→W 0,k−2,p
µ−2,Pµ−2

((0, T )× L)

is a well defined, bounded linear operator. Since

K1,K2 :W 1,k,p
µ,Pµ

((0, T )× L) −→W 0,k−2,p
µ−2,Pµ−2

((0, T )× L)

are well defined, bounded linear operators, it follows in particular that

∂

∂t
−∆ :W 1,k,p

µ,Pµ
((0, T )× L) −→W 0,k−2,p

µ−2,Pµ−2
((0, T )× L) (118)

is a well defined, bounded linear operator.
Next we show that (118) is an isomorphism. Define a Riemannian metric g0

on L by g0 = (Φf0L ◦ β0)∗(g) and consider the linear operator

∂

∂t
−∆0 : W̃ 1,k,p

µ,Pµ
((0, T )× L) −→W 0,k−2,p

µ−2,Pµ−2
((0, T )× L), (119)

where the Laplace operator is now defined using the Riemannian metric g0. By
Theorem 7.13 the linear operator (119) is an isomorphism of Banach spaces.
Since (118) and (119) map between the same spaces, the same argument as
in the proof of Proposition 5.7 implies that for T > 0 sufficiently small, the
operator (118) is also an isomorphism.

Now we are almost done. In fact, since (118) is an isomorphism the same
arguments as in the proof of Proposition 5.7 then imply that for T > 0 the
operator (115) is an isomorphism. In fact, by choosing T > 0 small we can make
the operators dP (0, f0) and ∂t −∆ to be arbitrary close in the operator norm

W̃ 1,k,p
µ,Pµ

((0, T ) × L) → W 0,k−2,p
µ−2,Pµ−2

((0, T ) × L). Since ∂t − ∆ is an isomorphism
between these spaces, it follows that for T > 0 sufficiently small the operator
(115) is an isomorphism.

We can now prove short time existence of solutions with low regularity to
the Cauchy problem (91) as in §5.4.
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Proposition 9.13. Let µ ∈ R
n with 2 < µ < 3 and (2, µi] ∩ EΣi

= ∅ for

i = 1, . . . , n. Then under the assumptions of Lemma 9.11 there exists τ > 0
and (u, f) ∈ D̃k,p

µ , such that P (u, f) = 0 on the time interval (0, τ).

Proof. By Proposition 9.12,

dP (0, f0) : W̃
1,k,p
µ,P(0,f0)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L) (120)

is an isomorphism of Banach spaces. Since P : D̃k,p
µ →W 0,k−2,p

µ−2,Q ((0, T )×M) is
smooth by Proposition 9.9, the Inverse Function Theorem for Banach manifolds
[33, XIV, Thm. 1.2] shows that there exist open neighbourhoods V ⊂ D̃k,p

µ of

(0, f0) and W ⊂ W 0,k−2,p
µ−2,Q ((0, T ) × L) of P (0, f0), such that P : V → W is a

smooth diffeomorphism. For τ ∈ (0, T ) we define a function wτ on (0, T )×L by

wτ (t, x) =

{

0 for t < τ and x ∈ L,
P (0, f0)(t, x) for t ≥ τ and x ∈ L.

Then wτ ∈W 0,k−2,p
µ−2,Q ((0, T )×L) for every τ ∈ (0, T ). In particular we can make

wτ − P (0, f0) arbitrary small in W 0,k−2,p
µ−2,Q ((0, T ) × L) by making τ > 0 small.

Thus for τ > 0 sufficiently small we have wτ ∈ W and there exists (u, f) ∈ V
with P (u, f) = wτ . But then P (u, f) = 0 on (0, τ) as we wanted to show.

9.6 Regularity of solutions and short time existence of the

flow

In this subsection we study the regularity of solutions to P (u, f) = 0. We define
the functions Fβ , Qβ , Fi, Qi, and Ri for i = 1, . . . , n as in §9.3. We fix µ ∈ R

n

with 2 < µ < ν and (2, µi] ∩ EΣi
= ∅ for i = 1, . . . , n, and we fix k ∈ N and

p ∈ (1,∞) as in Proposition 9.9.
We begin with the study of the interior regularity of solutions to P (u, f) = 0.

Lemma 9.14. Let (u, f) ∈ Dk,p
µ be a solution of P (u, f) = 0. Then u(t, ·) ∈

C∞(L) for every t ∈ (0, T ).

Proof. Let (u, f) ∈ Dk,p
µ be a solution of P (u, f) = 0. Then

0 =
∂u

∂t
− Fβ(f, ·, du,∇du)− S(f, dfdt , ·, du).

Since Fβ and S are smooth functions on their domains, and S depends on the
first derivative of u only, the same method as in the proof of Proposition 5.9
implies that u(t, ·) is smooth on L for every t ∈ (0, T ). Note at this point
however that we cannot conclude that u is smooth in the time direction, since
S depends on df

dt .

Now we study the regularity of solutions to the Cauchy problem (91) on the
ends of L. We define functions

Si(f, v, σ, r, dui(σ, r)) = S(f, v, φi(σ, r), (φi)∗(dui(σ, r))),

where

Si :
{

(f, v, σ, r, yi) : f ∈ F , v ∈ TfF ,
(σ, r) ∈ Σi × (0, R), (φi)∗(yi) ∈ U ′

L

}

−→ R
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for i = 1, . . . , n. First we improve the regularity of the derivatives of the solu-
tions (u, f) ∈ Dk,p

µ to P (u, f) = 0 on each end of L.

Lemma 9.15. Let (u, f) ∈ Dk,p
µ be a solution of P (u, f) = 0 and let a ∈ C∞

ν (L)
with φ∗i (a) = ai for i = 1, . . . , n. Assume that u + a ∈ W 1,2,p

γ ((0, T ) × L) for

some γ ∈ R
n with γ > 2. Then u+ a ∈W 1,l,p

γ ((0, T )× L)) for every l ∈ N.

Proof. By Lemma 9.14, u ∈ W 1,l,p((0, T ) ×K) for every compact K ⊂ L and
hence u + a ∈ W 1,l,p((0, T ) × K) for every K ⊂⊂ L. Thus we only have
to improve the regularity of u + a on each end of L. Denote ui = φ∗i (u) for
i = 1, . . . , n and define vi = ui + ai and wi = ∂rvi for i = 1, . . . , n. Since
P (u, f) = 0 and ∂tai = 0 for i = 1, . . . , n, it follows that vi satisfies

∂vi
∂t

(σ, r) = θi +∆vi(σ, r) +Qi(σ, r, dvi(σ, r),∇dvi(σ, r))

+Ri(f, σ, r, dvi(σ, r),∇dvi(σ, r)) + Si(f,
df
dt , σ, r, dvi(σ, r))

(121)

for (σ, r) ∈ Σi × (0, R) and i = 1, . . . , n. Let κ > 0 be sufficiently small. Then
for s ∈ (0, κ) and i = 1, . . . , n we define

δsi : (
1
2 , 1)× Σi × ( 12 , 1) → (0, T )× Σi × (0, R), δsi (t, σ, r) = (s2t, σ, sr).

For s ∈ (0, κ) and i = 1, . . . , n we define functions

vsi : (
1
2 , 1)× Σi × ( 12 , 1), 1) → R, vsi = s−γi(δsi )

∗(vi)

for i = 1, . . . , n, and further we define

wsi : (
1
2 , 1)× Σi × ( 12 , 1), 1) → R, wsi = s1−γi(δsi )

∗(wi)

for i = 1, . . . , n. Then there exist constants ci > 0 for i = 1, . . . , n independent
of s ∈ (0, κ), such that ‖vsi ‖W 1,2,p ≤ ci and ‖wsi ‖W 0,1,p ≤ ci on ( 12 , 1)×Σi×( 12 , 1)
for s ∈ (0, κ) and i = 1, . . . , n.

Differentiating (121) on both sides with respect to r shows that wsi satisfies

∂wsi
∂t

(t, σ, r) = (L+Ks
i )w

s
i (t, σ, r) + fsi (t, σ, r) (122)

for (t, σ, r) ∈ ( 12 , 1) × Σi × ( 12 , 1) and i = 1, . . . , n. Here L is a second order
differential operator that is given by

Lwsi (σ, r) = ∆wsi (σ, r)− (m− 2)r−2wsi (σ, r)

for (σ, r) ∈ Σi × (0, R) and i = 1, . . . , n, fsi : ( 12 , 1)× Σi × ( 12 , 1) → R is defined
by

fsi (t, σ, r) =− 2r−3(∆hi
vsi )(t, σ, r) + s3−γi(∂rSi)(t, σ, sr, s

γi(δsi )∗(dv
s
i ))

+ s3−γi(∂rQi)(σ, sr, s
γi(δsi )∗(dv

s
i ), s

γi(δsi )∗(∇dvsi ))

+ s3−γi(∂rRi)(f, σ, sr, s
γi(δsi )∗(dv

s
i ), s

γi(δsi )∗(∇dvsi ))

+ s3−γi(∂rSi)(f,
df
dt , σ, sr, s

γi(δsi )∗(dv
s
i )),
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for i = 1, . . . , n, and Ks
i is a linear second order differential operator defined by

Ks
i w

s
i (σ, r) =s

2(∂zQi)(σ, sr, s
γi(δsi )∗(dv

s
i ), s

γi(δsi )∗(∇dvsi )) · (δsi )∗(∇dwsi )

+ s2(∂zRi)(f, σ, sr, s
γi(δsi )∗(dv

s
i ), s

γi(δsi )∗(∇dvsi )) · (δsi )∗(∇dwsi )

+ s2(∂yQi)(σ, sr, s
γi(δsi )∗(dv

s
i ), s

γi(δsi )∗(∇dvi)) · (δsi )∗(dwsi )
+ s2(∂yRi)(f, σ, sr, s

γi(δsi )∗(dv
s
i ), s

γi(δsi )∗(∇dvsi )) · (δsi )∗(dwsi )
+ s2(∂ySi)(f,

df
dt , σ, sr, s

γi(δsi )∗(dv
s
i )) · (δsi )∗(dwsi )

for i = 1, . . . , n. By Lemma 9.6 and 9.7, ‖fsi ‖W 0,0,p is uniformly bounded on
compact subsets of ( 12 , 1) × Σi × ( 12 , 1) as s → 0 for i = 1, . . . , n. Moreover,
using Lemmas 9.6 and 9.7 again we see that the coefficients of the differential
operatorKs

i and their derivatives converge uniformly to zero on compact subsets
of ( 12 , 1) × Σi × ( 12 , 1) as s → 0 for i = 1, . . . , n. Thus the Lp-estimates from
Theorem 2.10 show that there exist constants c′i > 0 for i = 1, . . . , n independent
of s ∈ (0, κ), such that ‖wsi ‖W 0,2,p ≤ c′i on ( 23 ,

3
4 )× Σi × ( 23 ,

3
4 ) for i = 1, . . . , n,

and so ‖vsi ‖W 0,3,p ≤ c′i on ( 23 ,
3
4 )× Σi × ( 23 ,

3
4 ) for i = 1, . . . , n. Hence

u+ a ∈W 0,3,p
γ ((0, T )× L) ∩W 1,2,p

γ ((0, T )× L).

Iterating this argument then shows that u + a ∈ W 1,l,p
γ ((0, T ) × L)) for every

l ∈ N, as we wanted to show.

Finally we show that the rate of decay of the function u + a improves for

positive time. Loosely speaking Φ
f(t)
L ◦ (d[u(t, ·)]+β(t)) can be written near the

conical singularities as the graph of d[u(t, ·)] + da, and therefore we expect that
the rate of decay of u + a, and not of u, improves for positive time. Another
way to state this is to say that the special Lagrangian cones are attractors for
the generalized Lagrangian mean curvature flow with conical singularities.

Lemma 9.16. Let (u, f) ∈ D̃k,p
µ be a solution of the Cauchy problem (91) and

let a ∈ C∞
ν (L) with φ∗i (a) = ai for i = 1, . . . , n. Then u+ a ∈W 1,2,p

γ (I ×L) for
every I ⊂⊂ (0, T ) and for every γ ∈ R

n with 2 < γ < 3 and (2, γi] ∩ EΣi
= ∅

for i = 1, . . . , n.

Proof. Denote v = u + a. Since µ < ν, we have u + a ∈ W 1,k,p
µ ((0, T ) × L).

Denote ui = φ∗i (u) and define vi = ui + ai for i = 1, . . . , n. Then vi satisfies

∂vi
∂t

(t, σ, r) = ∆vi(t, σ, r) + hi(t, σ, r) for (t, σ, r) ∈ (0, T )× Σi × (0, R),

vi(0, σ, r) = ai(σ, r) for (σ, r) ∈ Σi × (0, R)
(123)

and i = 1, . . . , n, where hi : (0, T )× Σi × (0, R) → R is given by

hi(t, σ, r) = θi +Qi(σ, r, dvi(σ, r),∇dvi(σ, r))(t)

+ Si(f,
df
dt , σ, r, dvi(σ, r))(t) +Ri(f, σ, r, dvi(σ, r),∇dvi(σ, r))(t)

for i = 1, . . . , n and Si as defined above.
Now choose some Riemannian metric g̃ on L with φ∗i (gi) = g̃ for i = 1, . . . , n.

Let h ∈ W 0,k−2,p((0, T ) × L) with φ∗i (h) = hi for i = 1, . . . , n. Then it follows

94



from Lemma 9.6 and 9.7 that h ∈ W 0,k−2,p
2µ−4 ((0, T ) × L). Moreover, since vi

satisfies (123) for i = 1, . . . , n, we find that

∂v

∂t
(t, x) = ∆g̃v(t, x) + h(t, x) + r(t, x) for (t, x) ∈ (0, T )× L,

v(0, x) = a(x) for x ∈ L,
(124)

where r ∈ W 0,k−2,p((0, T ) × L) is supported on (0, T ) × (L\⋃ni=1 Si). Let H̃
be the Friedrichs heat kernel on (L, g̃). Then by uniqueness of solutions to the
heat equation we find that v is given by

v(t, x) = (H̃ ∗ (h+ r))(t, x) + (exp(t∆g̃)a)(x) for (t, x) ∈ (0, T )× L. (125)

Since h ∈ W 0,k−2,p
2µ−4 ((0, T ) × L) it follows as in Theorem 7.10 that H̃ ∗ (h + r)

lies in W 1,k,p
2µ−2,P2µ−2

((0, T ) × L). Moreover from Proposition 7.5 it follows that

the second term on the right side of (125) lies in C∞
Pδ
(L) for every t ∈ (0, T ) and

δ ∈ R. Hence
v ∈W 1,k,p

µ (I × L) ∩W 1,k,p
2µ−2,P2µ−2

(I × L)

for every I ⊂⊂ (0, T ). In particular, if (2, 2µi−2]∩EΣi
= ∅ for i = 1, . . . , n, then

it follows that v ∈W 1,k,p
2µ−2(I×L) for every I ⊂⊂ (0, T ). Iterating this procedure

we find that v ∈ W 1,k,p
γ (I × L) for every I ⊂⊂ (0, T ) and every γ ∈ R

n with
2 < γ < 3 and (2, γi] ∩ EΣi

= ∅ for i = 1, . . . , n and the lemma follows.

The next proposition summarizes the previous three regularity results and
shows that the generalized Lagrangian mean curvature flow we obtain is smooth
in time.

Proposition 9.17. Let (u, f) ∈ Dk,p
µ be a solution of the Cauchy problem (91).

Then f defines W 1,p-one-parameter families {xi(t)}t∈(0,T ) of points in M for

i = 1, . . . , n and of isomorphisms {Ai(t)}t∈(0,T ) for i = 1, . . . , n with Ai(t) ∈
Axi(t) for i = 1, . . . , n. Finally define a one-parameter family {F (t, ·)}t∈(0,T )

of Lagrangian submanifolds as in (92). Then {F (t, ·)}t∈(0,T ) is a W 1,p-one-

parameter family of smooth Lagrangian submanifolds with isolated conical sin-

gularities modelled on C1, . . . , Cn. For t ∈ (0, T ) the Lagrangian submani-

fold F (t, ·) : L → M has conical singularities at x1(t), . . . , xn(t) and isomor-

phisms Ai(t) ∈ Axi(t) for i = 1, . . . , n as in Definition 8.4. Moreover for every

t ∈ (0, T ), F (t, ·) : L → M satisfies (82) for every γ ∈ R with 2 < γ < 3 and

(2, γi] ∩ EΣi
= ∅ for i = 1, . . . , n.

The proof of Proposition 9.17 follows immediately from Proposition 8.7, Theo-
rem 8.11, and Lemmas 9.14-9.16.

We are finally ready to prove our main theorem about the short time exis-
tence of the generalized Lagrangian mean curvature flow when the initial con-
dition is a Lagrangian submanifold with isolated stable conical singularities.

Theorem 9.18. Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau man-

ifold, m ≥ 3, C1, . . . , Cn stable special Lagrangian cones in C
m, and F0 : L→M

a Lagrangian submanifold with isolated conical singularities at x1, . . . , xn, mod-

elled on the stable special Lagrangian cones C1, . . . , Cn as in Definition 8.4, and

assume that the generalized mean curvature form αK of F0 : L → M satisfies

|αK | = O(ρε) for some ε ∈ R
n with ε > 0. Then there exists T > 0, Hölder
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continuous one-parameter families of points {xi(t)}t∈(0,T ) inM for i = 1, . . . , n,
continuous up to t = 0, with xi(0) = xi for i = 1, . . . , n, and Hölder contin-

uous one-parameter families {Ai(t)}t∈(0,T ) of isomorphisms Ai(t) ∈ Axi(t) for

i = 1, . . . , n, continuous up to t = 0, with Ai(0) = Ai for i = 1, . . . , n, such that

the following holds.

There exists a Hölder continuous one-parameter family {F (t, ·)}t∈(0,T ) of

smooth Lagrangian submanifolds F (t, ·) : L → M , continuous up to t = 0,
with isolated conical singularities at x1(t), . . . , xn(t) modelled on the special

Lagrangian cones C1, . . . , Cn and with isomorphisms A1(t), . . . , An(t), Ai(t) :
C
m → Txi(t)M for i = 1, . . . , n as in Definition 8.4, which evolves by generalized

Lagrangian mean curvature flow with initial condition F0 : L → M . Moreover,

for every t ∈ (0, T ) the Lagrangian submanifold F (t, ·) : L → M satisfies (82)
for every γ ∈ R

n with γi ∈ (2, 3) and (2, γi] ∩ EΣi
= ∅ for i = 1, . . . , n. Fi-

nally {F (t, ·)}t∈(0,T ) is the unique solution to the generalized Lagrangian mean

curvature flow in this particular class of Lagrangian submanifolds.

Proof. Let F0 : L→M be as in the theorem and f0 = (x1, A1, 0, . . . , xn, An, 0).

Define F as in §8.4 and choose Lagrangian neighbourhoods {ΦfL}f∈F as in §8.4.
Let µ ∈ R

n with 2 < µ < ν and let k ∈ N and p ∈ (1,∞) be sufficiently large.
Then by Proposition 9.13 there exists a solution (u, f) ∈ Dk,p

µ of the Cauchy
problem (91). Then f defines W 1,p-one-parameter families {xi(t)}t∈(0,T ) of
points in M for i = 1, . . . , n and of isomorphisms {Ai(t)}t∈(0,T ) for i = 1, . . . , n
with Ai(t) ∈ Axi(t) for i = 1, . . . , n. In particular, by the Sobolev Embed-
ding Theorem the families {xi(t)}t∈(0,T ) and {Ai(t)}t∈(0,T ) for i = 1, . . . , n
are uniformly Hölder continuous with respect to t ∈ (0, T ), and therefore
{xi(t)}t∈(0,T ) and {Ai(t)}t∈(0,T ) extend continuously to t = 0. We define a
W 1,p-one-parameter family of Lagrangian submanifolds {F (t, ·)}t∈(0,T ) as in
(92). Then {F (t, ·)}t∈(0,T ) is a Hölder continuous one parameter family of La-
grangian submanifolds. By Proposition 9.17, F (t, ·) : L → M is a smooth La-
grangian submanifold with isolated conical singularities at x1(t), . . . , xn(t) ∈M
modelled on the stable special Lagrangian cones C1, . . . , Cn with isomorphisms
Ai(t) : Cm → Txi(t)M for i = 1, . . . , n as in Definition 8.4. Furthermore by
Lemma 9.17, for every t ∈ (0, T ) the Lagrangian submanifold F (t, ·) : L → M
satisfies (82) for every γ ∈ R

n with γi ∈ (2, 3) and (2, γi] ∩ EΣi
= ∅ for

i = 1, . . . , n. Finally Proposition 9.5 shows that {F (t, ·)}t∈(0,T ) evolves by gener-
alized Lagrangian mean curvature flow with initial condition F0 : L→M . The
uniqueness of solutions to the Cauchy problem (91) follows immediately from
Proposition 9.12 and the Inverse Function Theorem and implies the uniqueness
of {F (t, ·)}t∈(0,T ) in this particular class of Lagrangian submanifolds.
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10 Open problems related to the thesis

In this section we discuss some open problems that are related to the material
presented in this work. We emphasize again that this discussion will be purely
formal and at many stages we do not attempt to give rigorous mathematical
proofs of the results, which we claim to be true.

10.1 Parabolic equations of Laplace type on compact Rie-

mannian manifolds with conical singularities

In this subsection we study differential operators of Laplace type and parabolic
equations of Laplace type. Differential operators of Laplace type are differential
operators of second order on compact Riemannian manifolds with conical singu-
larities that differ from the Laplace operator only by a lower order term that is
well behaved in a certain sense that we will make precise below. Our discussion
of parabolic equations of Laplace type follows the same ideas as in §7.3 and we
explain how a fundamental solution to parabolic equations of Laplace type can
be constructed. The reader is also referred to Melrose [39, Ch. 7, §], where the
fundamental solution for general second order parabolic equations on Rieman-
nian manifolds with boundary is constructed. Finally we present two existence
and maximal regularity results for parabolic equations of Laplace type which
generalize the results obtained in §7.4 and §7.5.

We begin with the definition of differential operators of Laplace type on
Riemannian manifolds with conical singularities.

Definition 10.1. Let (M, g) be a compact Riemannian manifold with conical

singularities as in Definition 6.3, ρ a radius functions on M ′, and L a linear

second order differential operator on M ′. Then L is said to be a differential

operator of Laplace type if the following holds. There exist δ ∈ R
n with δ > 0,

a smooth vector field X on M ′ with |∇jX| = O(ρδ−1−j) as ρ → 0 for j ∈ N,

and a function b ∈ C∞
δ−2(M

′), such that

Lu = ∆gu+ g(X,∇u) + b · u for u ∈ C2
loc(M

′). (126)

The reason we call these operators of Laplace type is that to leading order
these operators coincide with the Laplace operator. In fact, if L is a differen-
tial operator of Laplace type, then the principal symbol of L is equal to the
principal symbol of the Laplace operator, see Shubin [49, §5.1] for the definition
of the principal symbol of a differential operator. Thus away from the conical
singularities L and the Laplace operator coincide to leading order. Moreover,
close to the singularity the Laplace operator dominates the lower order terms
of L, essentially because the coefficients of the lower order terms of L decay
sufficiently fast near the singularity. A way to state this in terms of symbols of
differential operators is to say that L and the Laplace operator have the same
indicial operator in the sense of Melrose [39, Ch. 4, §15], or the same conormal
symbol in the sense of Schulze [48, Ch. 2, §1.2]. Therefore the Laplace operator
and L agree to leading order also near the singularities, and we expect that the
Laplace operator and L, and also the corresponding parabolic equations, have
a similar theory.

The Fredholm theory for differential operators of Laplace type follows im-
mediately from Proposition 6.12, the Fredholm alternative, and the observation
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that the lower order terms of a differential operator of Laplace type define a com-
pact operator between the weighted spaces under consideration. For instance
the lower order terms define a compact operator W k,p

γ (M ′) →W k−2,p
γ−2 (M ′).

Proposition 10.2. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities as in Definition 6.3, m ≥ 3, L a differential

operator of Laplace type, and γ ∈ R
n. Then the following hold.

(i) Let k ∈ N with k ≥ 2 and α ∈ (0, 1). Then

L : Ck,αγ (M ′) → Ck−2,α
γ−2 (M ′) (127)

is a Fredholm operator if and only if γi /∈ DΣi
for i = 1, . . . , n, where DΣi

is defined in (39). If γi /∈ DΣi
for i = 1, . . . , n, then the Fredholm index

of (127) is equal to −∑n
i=1MΣi

(γi).
(ii) Let k ∈ N with k ≥ 2 and p ∈ (1,∞). Then

L :W k,p
γ (M ′) →W k−2,p

γ−2 (M ′) (128)

is a Fredholm operator if and only if γi /∈ DΣi
for i = 1, . . . , n. If

γi /∈ DΣi
for i = 1, . . . , n, then the Fredholm index of (128) is equal to

−∑n
i=1MΣi

(γi).

Once we know the Fredholm theory for differential operators of Laplace type
it is straightforward to construct discrete asymptotics for these operators and to
define weighted spaces with discrete asymptotics. In fact we have the following
analogue of Proposition 6.14.

Proposition 10.3. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities as in Definition 6.3, m ≥ 3, L a differential

operator of Laplace type, and γ ∈ R
n. Then for every ε > 0 there exists a linear

map

ΨLγ :

n
⊕

i=1

VPγi
(Ci) −→ C∞(M ′),

such that the following hold.

(i) For every v ∈ ⊕n
i=1 VPγi

(Ci) with v = (v1, . . . , vn) and vi = rβiϕi where
ϕi ∈ C∞(Σ) for i = 1, . . . , n we have

|∇k(φ∗i (Ψ
L
γ (v))− vi)| = O(rµi+βi−ε−k) as r −→ 0 for k ∈ N

and i = 1, . . . , n.
(ii) For every v ∈⊕n

i=1 VPγi
(Ci) with v = (v1, . . . , vn) we have

L(ΨLγ (v))−
n
∑

i=0

ΨLγ (∆givi) ∈ C∞
cs (M

′).

Moreover, if δ > 1, then we may take ΨLγ = Ψγ , where Ψγ is defined in Propo-

sition 6.14.

Note that since L and the Laplace operator coincide to leading order near each
conical singularities, we use the same model space in the construction of the
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discrete asymptotics for L in Proposition 10.3 as in the definition of the discrete
asymptotics for the Laplace operator in Proposition 6.14.

We can now proceed to define weighted Ck-spaces, Hölder spaces, and Sobolev
spaces with discrete asymptotics. In fact, for k ∈ N, α ∈ (0, 1), and γ ∈ R

n we
define

Ckγ,PL
γ
(M ′) = Ckγ(M

′)⊕ im ΨLγ and Ck,α
γ,PL

γ
(M ′) = Ck,αγ (M ′)⊕ im ΨLγ

and finally for p ∈ [1,∞) we define

W k,p
γ,PL

γ
(M ′) =W k,p

γ (M ′)⊕ im ΨLγ .

Then Ck
γ,PL

γ
(M ′), Ck,α

γ,PL
γ
(M ′), and W k,p

γ,PL
γ
(M ′) are Banach spaces, where we

choose some finite dimensional norm on the discrete asymptotics part.
Following the proof of Proposition 6.15 we find the following result.

Proposition 10.4. Let (M, g) be a compact m-dimensional Riemannian man-

ifold with conical singularities, m ≥ 3, L a differential operator of Laplace type

as in (126), and γ ∈ R
n with γ > 2−m and γi /∈ EΣi

. Then the following hold.

(i) Let k ∈ N with k ≥ 2 and α ∈ (0, 1). Then

L : Ck,α
γ,PL

γ
(M ′) −→ Ck−2,α

γ−2,PL
γ−2

(M ′) (129)

is a Fredholm operator of index zero.

(ii) Let k ∈ N with k ≥ 2 and p ∈ (1,∞). Then

L :W k,p
γ,PL

γ
(M ′) −→W k−2,p

γ−2,PL
γ−2

(M ′) (130)

is a Fredholm operator of index zero.

We now begin our discussion of parabolic equations of Laplace type. The
next theorem establishes the existence of a fundamental solution to parabolic
equations of Laplace type and also states that the fundamental solution satisfies
similar estimates as the Friedrichs heat kernel in Theorem 7.7.

Theorem 10.5. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities as in Definition 6.3, m ≥ 3, and L a differential

operator of Laplace type. Then there exists H ∈ C∞((0,∞)×M ′ ×M ′) solving
the Cauchy problem

∂H

∂t
(t, x, y) = LH(t, x, y), for (t, x, y) ∈ (0, T )×M ′ ×M ′,

H(0, x, y) = δx(y), for x ∈M ′.
(131)

Moreover the following holds.

Let γ ∈ R
n with γi /∈ EΣi

. For l ∈ N choose a basis ψ1
γ−2l, . . . , ψ

Nl

γ−2l for the

vector space im ΨLγ , where Nl = dim im ΨLµ. Then for each l ∈ N there exist

functions H1
γ−2l, . . . , H

Nl

γ−2l ∈ C∞((0,∞)×M ′) and constants cl > 0, such that

for every l ∈ N

|Hj
γ−2l(t, y)| ≤ c(t+ ρ(y)2)−

m+(γ−2l)−

2 for t > 0, y ∈M ′
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and j = 1, . . . , Nl, and

∣

∣

∣
∂ltH(t, x, y)−

∑Nl

j=1
ψjγ−2l(x)H

j
γ−2l(t, y))

∣

∣

∣

≤ cl(t+ dg(x, y)
2)−

m+2l
2

(

ρ(x)2

ρ(x)2 + ρ(y)2

)

(γ−2l)+

2

for t ∈ (0,∞) and x, y ∈M ′.

The proof of Theorem 10.5 should more or less follow the same ideas as in the
construction of the Friedrichs heat kernel discussed in §7.3. By Theorem 7.7
we are given the Friedrichs heat kernel H0, which is a fundamental solution for
the heat equation and satisfies a bunch of estimates. The fact that L and the
Laplace operator coincide to leading order implies that H0 satisfies

∂H0

∂t
(t, x, y) = LH0(t, x, y) +R0(t, x, y), for (t, x, y) ∈ (0, T )×M ′ ×M ′,

H0(0, x, y) = δx(y), for x ∈M ′,

where R0 ∈ C∞((0,∞)×M ′×M ′) is a lower order remainder in a pseudodiffer-
ential calculus that can be defined on the heat space ofM . Using the same ideas
as in [41, Prop. 3.4-3.8] and the discrete asymptotics given by Proposition 10.3
one can construct a function H ∈ C∞((0,∞)×M ′×M ′) that is a fundamental
solution of (131) and satisfies the estimates in Theorem 10.5.

Once Theorem 10.5 is known it is straightforward to generalize the results
from §7.4 and §7.5 to the Cauchy problem

∂u

∂t
(t, x) = Lu(t, x) + f(t, x) for (t, x) ∈ (0, T )×M,

u(0, x) = 0 for x ∈M.
(132)

The next theorem gives an existence and maximal regularity result for solu-
tions of (132) in the case when the free term lies in a weighted parabolic Hölder
space with discrete asymptotics.

Theorem 10.6. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities, m ≥ 3, L a differential operator of Laplace type as

in (126), T > 0, k ∈ N with k ≥ 2, α ∈ (0, 1), and γ ∈ R
n with γ > 2 − m

and γi /∈ EΣi
. Given f ∈ C0,k−2,α

γ−2,PL
γ−2

((0, T ) ×M ′), there exists a unique u ∈
C1,k,α

γ,PL
γ
((0, T )×M ′) solving the Cauchy problem (132).

Theorem 10.6 is proved in exactly the same way as Theorem 7.10. Note, how-
ever, that the discrete asymptotics are now defined using Proposition 10.3.

In a similar way we obtain the following theorem when the free term lies in
a weighted parabolic Sobolev space with discrete asymptotics.

Theorem 10.7. Let (M, g) be a compact m-dimensional Riemannian manifold

with conical singularities, m ≥ 3, L a differential operator of Laplace type as

in (126), T > 0, k ∈ N with k ≥ 2, p ∈ (1,∞), and γ ∈ R
n with γ > 2 −m

and γi /∈ EΣi
. Given f ∈ W 0,k−2,p

γ−2,PL
γ−2

((0, T ) ×M ′), there exists a unique u ∈
W 1,k,p

γ,PL
γ
((0, T )×M ′) solving the Cauchy problem (132).
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10.2 Short time existence of the generalized Lagrangian

mean curvature flow with isolated conical singulari-

ties

In this subsection we discuss why we think that it should be possible to drop the
extra assumption on the generalized mean curvature form in Proposition 9.12.
The problems discussed in this and the next subsection mainly deal with the fact
that we do not fully understand the operator P : D̃k,p

µ → W 0,k−2,p
µ−2,Q ((0, T ) × L)

and the rôle of the discrete asymptotics in this geometric context.
The result we want to speculate about is a generalization of Proposition

9.12. In fact we believe that Proposition 9.12 can be replaced by the following
result.

Proposition 10.8. Choose µ ∈ R
n with 2 < µ < 3 and (2, µi] ∩ EΣi

= ∅ for

i = 1, . . . , n. Then for T > 0 sufficiently small, the linear operator

dP (0, f0) : W̃
1,k,p
µ,P(0,f0)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L) (133)

is an isomorphism of Banach spaces.

In Proposition 10.8 we also used the extra assumption that the generalized
mean curvature form αK of the initial Lagrangian submanifold F0 : L → M
satisfies |αK | = O(ρε) for some ε ∈ R

n with ε > 0. We then used this condition
in Lemma 9.11 to show that the discrete asymptotics defined by Ξ(0,f0) are the
same as the ones defined by Proposition 6.14. Then we were able to use our
regularity results for the heat equation from Theorem 7.13 to show that the
linearization of P at the initial condition is an isomorphism.

Recall from Proposition 9.10 that the linearization of the operator P :
D̃k,p

µ →W 0,k−2,p
µ−2,Q ((0, T )× L) at the initial condition (0, f0) is an operator

dP (0, f0) : W̃
1,k,p
µ,P(0,f0)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L) (134)

given by

dP (0, f0)(v,Ξ(0,f0)(w)) =
∂

∂t
(v − Ξ(0,f0)(w))−∆(v − Ξ(0,f0)(w))

+mdψβ(∇(v − Ξ(0,f0)(w))) + dθβ(V̂ (dv)− Ŵ (Ξ(0,f0)(w))),

(135)

for v ∈ W 1,k,p
µ ((0, T ) × L) and w ∈ W 1,p((0, T );Tf0)F). It the proof of Propo-

sition 10.8 we made use of the fact that the spaces W 1,k,p
µ,P(0,f0)

((0, T ) × L) and

W 1,k,p
µ,Pµ

((0, T ) × L) are the same, as proved in Lemma 9.11. This made it pos-

sible to compare the geometric operator in (134) and (135) together with the
geometric discrete asymptotics and the heat operator with the discrete asymp-
totics given by Proposition 6.14. In general it will not be true that the spaces
W 1,k,p

µ,P(0,f0)
((0, T ) × L) and W 1,k,p

µ,Pµ
((0, T ) × L) are the same. However, using

Theorem 10.7 we can now argue as follows. Let us define operators

H,K : W̃ 1,k,p
µ,P(0,f0)

((0, T )× L) −→W 0,k−2,p
µ−2,Q ((0, T )× L) (136)

by

H(v,Ξ(0,f0)(w)) =
∂

∂t
(v − Ξ(0,f0)(w))−∆(v − Ξ(0,f0)(w))

+mdψβ(∇(v − Ξ(0,f0)(w))) + dθβ(Ŵ (v − Ξ(0,f0)(w)))

(137)
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and K = dθβ(V̂ (dv)− Ŵ (v)). Note that H and K in (136) are well defined and
that dP (0, f0)(v,Ξ(0,f0)(w)) = H+K. It is not hard to see that H is a parabolic
operator of Laplace type with discrete asymptotics defined by Ξ(0,f0). Thus
Theorem 10.7 implies that H in (136) is an isomorphism for T > 0 sufficiently
small. The same techniques used in the proofs of Propositions 5.7 and 9.12 then
imply that (134) is an isomorphism.

From here on it is now straightforward to prove Proposition 10.8 and then
the short time existence of the generalized Lagrangian mean curvature flow with
isolated conical singularities without the extra assumption on the generalized
mean curvature form of the initial Lagrangian submanifold.

10.3 Regularity theory for the generalized Lagrangian mean

curvature flow with isolated conical singularities

In this subsection we speculate on some further regularity theory for the gener-
alized Lagrangian mean curvature flow with isolated conical singularities.

The first regularity problem we want to discuss is the time regularity of so-
lutions (u, f) ∈ Dk,p

µ to P (u, f) = 0. In fact we would like to show that the
functions u : (0, T )×L→ R are smooth in the time variable and that the family
{f(t)}t∈(0,T ) ⊂ F is a smooth one-parameter family. Then it would follow that
the one-parameter family {F (t, ·)}t∈(0,T ) of smooth Lagrangian submanifolds
from Theorem 9.18 is in fact a smooth one-parameter family of smooth La-
grangian submanifolds. In particular it would follow that the translations and
rotations of the model cones of the Lagrangian submanifolds are smooth. The
problem in proving such a result come again from the structure of the equation
P (u, f) = 0, because we do not really understand the structure of this equation
and the discrete asymptotics involved in this problem.

Using the speculation from §10.1, §10.2, and this subsection we finish this
thesis with the following conjecture about the short time existence for the gen-
eralized Lagrangian mean curvature flow with isolated conical singularities.

Conjecture 10.9. Let (M,J, ω,Ω) be an m-dimensional almost Calabi–Yau

manifold, m ≥ 3, C1, . . . , Cn stable special Lagrangian cones in C
m, and F0 :

L→M a Lagrangian submanifold with isolated conical singularities at x1, . . . , xn,
modelled on the stable special Lagrangian cones C1, . . . , Cn as in Definition 8.4.

Then there exists T > 0, smooth one-parameter families of points {xi(t)}t∈(0,T )

in M for i = 1, . . . , n, continuous up to t = 0, with xi(0) = xi for i = 1, . . . , n,
and smooth one-parameter families {Ai(t)}t∈(0,T ) of isomorphisms Ai(t) ∈ Axi(t)

for i = 1, . . . , n, continuous up to t = 0, with Ai(0) = Ai for i = 1, . . . , n, such
that the following holds.

There exists a smooth one-parameter family {F (t, ·)}t∈(0,T ) of smooth La-

grangian submanifolds F (t, ·) : L → M , continuous up to t = 0, with isolated

conical singularities at x1(t), . . . , xn(t) modelled on the special Lagrangian cones

C1, . . . , Cn and with isomorphisms A1(t), . . . , An(t), Ai(t) : C
m → Txi(t)M for

i = 1, . . . , n as in Definition 8.4, which evolves by generalized Lagrangian mean

curvature flow with initial condition F0 : L→M . Moreover, for every t ∈ (0, T )
the Lagrangian submanifold F (t, ·) : L→M satisfies (82) for every γ ∈ R

n with

γi ∈ (2, 3) and (2, γi] ∩ EΣi
= ∅ for i = 1, . . . , n. Finally {F (t, ·)}t∈(0,T ) is the

unique solution to the generalized Lagrangian mean curvature flow in this par-

ticular class of Lagrangian submanifolds.
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Lecture Notes in Mathematics, Vol. 194, Springer-Verlag, Berlin, 1971.

[10] A. Chaljub-Simon and Y. Choquet-Bruhat, Problèmes elliptiques du second ordre
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[32] O. A. Ladyženskaja, V. A. Solonnikov, and N. N. Ural’ceva, Linear and Quasi-
linear Equations of Parabolic Type, Translations of Mathematical Monographs,
Vol. 23 American Mathematical Society, Providence, R.I. 1967.

[33] S. Lang, Real and Functional Analysis, Graduate Texts in Mathematics, 142.
Springer-Verlag, New York, 1993.

[34] R. B. Lockhart and R. C. McOwen, Elliptic Differential Operators on Noncompact
Manifolds, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 12 (1985), 409–447.

[35] S. P. Marshall, Deformations of special Lagrangian submanifolds, DPhil. thesis,
University of Oxford, 2002.

[36] D. McDuff and D. Salamon, Introduction to Symplectic Topology, Oxford Mathe-
matical Monographs. The Clarendon Press, Oxford University Press, New York,
1998.

[37] D. McDuff and D. Salamon, J-Holomorphic Curves and Quantum Cohomology,
University Lecture Series, 6. American Mathematical Society, Providence, RI,
1994.

[38] R. McLean, Deformations of calibrated submanifolds, Comm. Anal. Geom. 6
(1998), 705–747.

[39] R. B. Melrose, The Atiyah–Patodi–Singer index theorem, Research Notes in Math-
ematics, 4. A K Peters, Ltd., Wellesley, MA, 1993.
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