Solution (#1038) (i) The M for the given Markov chain equals

1 0 O
M=\ 05 0 05
0 0 1
Note that
1 0 0 1 0 0 1 0 O
M?=1| 05 0 05 05 0 05 | = 05 0 05 |=M
0 0 1 0 0 1 0 0 1

and so M™ = M for all positive integers M.

The row vectors x which satisfy xM = x are of the form (a,0, ¢). There isn’t a unique probability vector x such
that xM = x as the long-term behaviour of the system depends solely on what happens on the first occasion. The
state will either remain permanently in state A or in state C. If the initial probabilities were (aq, by, ¢p) then

1 1
a:a0+§b0, C:§b0+60

are the probabilities of the system being permanently in states A or C.
(ii) The transition matrices P and @ equal

01 0 0 010 0
001 0 001 0
P=lovoo1 | “=|o0oo0o01
100 0 00 0 1
We note
0010 00 0 1
> | 0001 s | 1000 A
P=l190900)] =lo100]| I=k
01 0 0 0010

More generally P — 1, P+l _ p P2 — p2, pikt3 _ p3.

As regards @Q we have
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and QF = @3 for k > 3.



