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Stability and accuracy of numerical boundaryconditions in aeroelastic analysis
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This paper analyses the accuracy and numerical stability of cou-pling procedures in aeroelastic modelling. A two-dimensional modelproblem assuming unsteady inviscid ow past an oscillating wall leadsto an even simpler one-dimensional model problem. Analysis of dif-ferent numerical algorithms shows that in general the coupling proce-dures are numerically stable, but care is required to achieve accuracywhen using very few timesteps per period of natural oscillation of thestructure. The relevance of the analysis to fully three-dimensionalapplications is discussed.
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21 IntroductionThis analysis is motivated by interest in numerical procedures for coupling anunsteady CFD computation to an unsteady structural dynamics model to predictaeroelastic behaviour. Extremely large 3D computations of this sort are necessaryto accurately predict the onset of utter in both turbomachinery and aircraftapplications. One approach to the numerical approximation of this problem isthe use of a single consistent, fully-coupled discretisation modelling both thestructure and the uid as a continuum whose dynamics is governed by partialdi�erential equations, plus boundary conditions at the interfaces. However, forthe solid the relevant p.d.e. is the equation of motion for an elastic solid, while forthe uid the appropriate equations are the Navier-Stokes equations with suitableturbulence modelling. Moreover, each has its own characteristic length scalesand time scales. Therefore, the production of a single fully-coupled code forthe combined aeroelastic application is at least as much work as writing theindividual programs for the separate solid and uid applications. Since there areexisting codes which accurately and e�ciently solve these individual problems,the more practical approach is to investigate how best to couple such codestogether to analyse aeroelastic problems [5, 4, 8, 9]. One concern is whether thecoupling procedure may introduce a spurious numerical instability, unrelated tothe real utter instabilities which are the focus of engineering attention. Anotherconcern is the accuracy of the resulting coupled analysis, particularly when thereare very few timesteps per period of oscillation.The general theory for the analysis of numerical interface or boundary condi-tion instabilities is well-established but can be complicated to apply in practice[3, 6, 11, 13]. In this paper we simplify the analysis by restricting attention to asimple 1D model problem. The �rst section of the paper constructs the model,explaining its relevance to the real 3D engineering problem. The next sectionconsiders one particular discretisation of the wall dynamics and the uid dynam-ics, and a number of di�erent treatments of the coupling between the two. Theanalysis, and supporting numerical experiments, reveal that in general there isno spurious numerical instability, but there can be a problem with the accuracyof the numerical approximation of the solid/uid coupling. This may lead to apoor approximation of the stability properties of a 3D aeroelastic system. Thethird section presents alternative discretisations of the structural dynamics andassociated aerodynamic boundary conditions based on a di�erent form of thestructural dynamic equations. The �nal sections give some further discussion ofthe relevance of the analysis to real 3D engineering applications and then drawsome conclusions.
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x=0Figure 1: Parallel ow past a at wall2 Analytic equationsAs shown in Fig. 1, we start by considering a steady 2D parallel ow with ve-locity (0; V )T in the region x>0. The equations describing isentropic linearisedperturbations to this compressible 2D ow �eld are@@t 0B@ puv 1CA+ 0B@ 0 �c2 01� 0 00 0 0 1CA @@x 0B@ puv 1CA+ 0B@ V 0 �c20 V 01� 0 V 1CA @@y 0B@ puv 1CA = 0; (2.1)where �; c are the average density and speed of sound and p; u; v are the unsteadyperturbations to the pressure and the two velocity components.If the wall oscillates so that its position xw(t) is independent of y, then theresulting uid perturbation will also be independent of y, and there will be noperturbation to the velocity in the y-direction. This reduces the linear unsteadyaerodynamic equations to the simple form@@t  pu !+  0 �c21� 0 ! @@x  pu ! = 0; (2.2)which is the same set of equations as those describing perturbations to a 1Dstationary ow with the same density and speed of sound. It is interesting, andperhaps surprising, that these equations do not depend on the Mach number ofthe mean ow; this is because the assumption of no variation in the y-directionallows a Lagrangian transformation to new coordinates x� = x; y� = y�V t,relative to which the mean ow is indeed stationary.Having justi�ed the simple 1D aerodynamic equations, the other aspect of themodel formulation is the interaction between the aerodynamics and the motionof the wall. One boundary condition is the linearised kinematic condition thatthe ow velocity relative to the moving wall is zero._xw(t) = u(0; t): (2.3)The dynamics of the wall's motion are modelled by a simple mass-spring systemsubject to the external unsteady aerodynamic pressure.m �xw +m!20xw = �p(0; t): (2.4)



4Here m represents the mass per unit area and !0 is the natural frequency ofoscillation in the absence of any aerodynamic coupling. This equation will bereferred to as the scalar version of the wall dynamic equation. Some numericaldiscretisations start from an equivalent coupled system of �rst order o.d.e.'s,dwdt + Aw = P; (2.5)where w =  !0xw_xw ! ; A =  0 �!0!0 0 ! ; P =  0�p(0;t)m ! : (2.6)This will be referred to as the vector version of the equation.This simple structural model seems far removed from the original represen-tation of a continuum elastic solid discussed in the Introduction. In fact, it iscommon to represent the dynamics of an oscillating blade in terms of a verylimited number of structural modes; these are usually obtained using a �nite el-ement approximation of the elastic solid vibrating in the absence of any externalaerodynamics. The modes with the lowest natural frequency are the ones whichhave the greatest potential for utter and large forced excitation, which is whyhigher modes are neglected. The lowest mode is usually a simple bending modewhose nature is very similar to the simple undamped mass-spring system. Evena torsional mode can be viewed locally (near the blade's surface) as being similarto the model problem in that there are no large variations in the tangential di-rection and so 1D aerodynamics is a good local approximation. In other 2D and3D computations with numerical instabilities at interfaces, it is generally truethat any instability will �rst occur with a purely 1D eigenmode with a spatialvariation in the direction normal to the interface but no variation along the in-terface. Thus the 1D model problem should be appropriate in trying to identifythe possibility of a purely numerical instability.This simple model problem exhibits aerodynamic damping of the wall's os-cillation. To determine this it is helpful to perform a change of variables in theaerodynamic equations. Characteristic variables de�ned byq = p+ �c u;r = p� �c u; (2.7)satisfy the uncoupled equations@q@t + c @q@x = 0;@r@t � c @r@x = 0: (2.8)The acoustic wave represented by q travels right with velocity c, while the otheracoustic wave represented by r travels left with velocity �c. We need to impose



5a radiation condition at x =1 requiring that su�ciently far from the wall allperturbations are travelling away from the wall, not towards it. Thus we requirethat r!0 as x!1.Using the characteristic variables, the equations for the wall are_xw = 12�c(q(0; t)� r(0; t));m�xw +m!20xw = �12(q(0; t) + r(0; t)): (2.9)We now consider solutions of the formxw(t) = X ei!tq(x; t) = Qei!(t�xc ) (2.10)r(x; t) = 0with X and Q being complex constants. The real physical variables correspondto the real components of these complex expressions. These solutions satisfy thenecessary equations and boundary conditions provided thati!X = 12�c Q;(�m!2 +m!20)X = �12 Q; (2.11)for which non-trivial solutions exist only if�m!2 + i!�c+m!20 = 0 =) !!0 = id�p1� d2; (2.12)where d= �c2m!0 is the non-dimensional damping factor. In real turbomachineryapplications modelled using a structure with a single degree of freedom, thelevel of damping is very small, usually in the range 0.005 { 0.02. For aircraftapplications concerned with wing aeroelasticity, values in the range 0.05 { 0.2are more typical. Assuming that d is small,!!0 = id� (1� 12d2) +O(d4): (2.13)Taking the positive root without any loss of generality (since the real variablescorrespond to the real component only) givesei!t � ei!0t�d!0t; (2.14)and so the fractional reduction in the wall's oscillation amplitude in one periodof oscillation is 1� e�2�d � 2�d: (2.15)



6The model equations do not have any terms describing energy dissipation. Itcan be shown that this reduction in the vibrational energy of the wall is in factexactly equal to the acoustic energy radiated during the period of oscillation.In considering discretisations of the model equations, one question is whetherthe discrete approximation allows unstable exponentially growing solutions witha timescale which is much smaller than the period of oscillation 2�!0 . If there isno such instability, then the main question is how accurately the aerodynamicdamping is modelled by the discretisation.3 Structural algorithms based only on walldisplacementIn this section we consider coupled aeroelastic discretisations in which the scalarform of the wall dynamic equation is approximated using central time di�erenc-ing. m�t2 �x(n+1)w � 2x(n)w + x(n�1)w �+m!20x(n)w = �12 �q(n)0 + r(n)0 � (3.1)A number of di�erent discretisations of the kinematic condition will be analysed.3.1 Upwind aerodynamic discretisationThe �rst algorithms are based on upwind discretisation of the aerodynamic equa-tions. Using forward time di�erencing and upwind spatial di�erencing, the inte-rior equations areq(n+1)j = q(n)j � c�t�x �q(n)j � q(n)j�1� ; j = 1; 2; 3; :::r(n+1)j = r(n)j + c�t�x �r(n)j+1 � r(n)j � ; j = 0; 1; 2; ::: (3.2)The stability analysis considers the possible existence of a G-R (Godunov-Ryabenkii) normal mode [3, 11] of the formx(n)w = X znq(n)j = Qzn�jq (3.3)r(n)j = R zn�jr;with jzj>1 corresponding to an unstable mode. �q and �r are necessarily relatedto z through the interior equations which require thatz = 1� �(1���1q )z = 1 + �(�r�1): (3.4)



7� is the CFL parameter c�t�x and must satisfy the Fourier stability restriction��1. It can be shown that if jzj>1, then j�qj<1 and j�rj>1. Hence, to satisfythe discrete equivalent of the radiation condition that all variables tend to zeroas j !1, it is necessary that R=0.3.1.1 Explicit �rst order couplingThe �nal discrete equation is the kinematic compatibility condition. A simple�rst order approximation of this is1�t �x(n+1)w � x(n)w � = 12�c �q(n+1)0 � r(n+1)0 � : (3.5)Inserting the assumed G-R mode into the wall dynamic equation and thiskinematic equation yields the following two equations,� m�t2 (z�2+z�1) +m!20�X = �12 Qz�1�t X = z2�c Q (3.6)for which there are non-trivial solutions only ifz�2+z�1 + (!0�t)2 = �2d !0�t(1�z�1); (3.7)where d is still the non-dimensional damping factor d= �c2m!0 . Multiplying by zproduces a quadratic equation. When d=0 the roots of this arez = 1� 12(!0�t)2 � i!0�tq1� 14(!0�t)2: (3.8)If !0�t � 2 then the two roots are a complex conjugate pair of unit magnitude,while if !0�t > 2 then the two roots are real and negative, with one having amagnitude greater than unity, giving unstable exponential growth. Thus, nu-merical stability in the absence of any aerodynamic coupling requires !0�t � 2.This means that there must be more than 3 timesteps per period of oscillation,but it is clear that many more timesteps than this are required for accuracy andso this stability criterion is not signi�cant.When 0< d< 1, we look for roots of the quadratic for which jzj= 1, corre-sponding to the threshold of instability.Considering �rst the case in which the roots form a complex conjugate pair,from the coe�cients of the quadratic equation, the product of the roots is 1 �d!0�t. Hence, if !0�t � 2, then the two roots have magnitude less than unity.Considering next the case in which both roots of the quadratic are real, z=1is never a solution for �t>0 and z=�1 is a solution only when4� (!0�t)2 � 2d(!0�t) = 0: (3.9)



8Thus the stability limit of the coupled problem is!0�t � p4 + d2 � d < 2: (3.10)Assuming there are su�cient timesteps per period to achieve an accurate solu-tion, there is therefore no numerical stability problem.To determine the accuracy we let z=ei!�t which givesei!�t�2+e�i!�t + (!0�t)2 = �2d !0�t(1�e�i!�t): (3.11)Performing a Taylor series expansion in both d and !0�t yields!!0 � 1 + id� 12d2 + 12d!0�t + id2!0�t + 124(!0�t)2 +O(d4; (!0�t)4): (3.12)This shows that the �rst order error in the coupling produces a �rst order error inboth the real and imaginary components of the complex frequency, correspondingto the frequency and damping rate of the coupled oscillation.The accuracy of this analysis is shown in Figure 2. Numerical calculationswere performed for !0�t = 0:02; 0:05; 0:1; 0:2 (corresponding approximately to300, 120, 60, 30 timesteps per period) and values of d in the range 0.005 { 0.1.Each calculation was performed for 10,000 iterations, and from the results thefrequency and damping rate were deduced. These are presented as solid lines inthe two parts of Figure 2, while the dashed lines show the predictions from theasymptotic analysis above. The agreement is excellent over the whole parameterrange studied.For a typical utter frequency and a timestep limited by the CFL stabilityrestriction c�t�x <1 for a typical grid resolution, !0�t will be in the range 10�3 {10�2. In this case, the errors in both the frequency and the damping are negligi-ble compared to other errors such as modelling approximations and uncertaintyabout structural damping factors.This conclusion about the adequacy of �rst order coupling changes entirelywhen one considers implicit methods. Replacing the forward time di�erencingof the aerodynamics by backward time di�erencing gives the following algorithmfor the aerodynamics.q(n+1)j = q(n)j � c�t�x �q(n+1)j � q(n+1)j�1 � ; j = 1; 2; 3; :::r(n+1)j = r(n)j + c�t�x �r(n+1)j+1 � r(n+1)j � ; j = 0; 1; 2; ::: (3.13)All of the previous analysis remains valid. This surprising fact is because the wallcoupling equations do not depend on the interior equations once it is determinedthat r(n)j is zero throughout the domain in order to satisfy the discrete radiationcondition. The conclusions about the accuracy change because the timestep is no



9longer limited by the CFL condition. Instead, !0�t will typically be O(10�1). Itis the computational e�ciency of this much larger timestep which is the attractionof using implicit methods for utter analysis and other unsteady ow calculationsat low reduced frequencies [7, 10]. However, as a consequence the �rst ordercoupling is no longer su�ciently accurate.3.1.2 An explicit second order couplingA second-order accurate coupling is achieved by changing the kinematic discreti-sation to 1�t �32x(n+1)w � 2x(n)w + 12x(n�1)w � = 12�c �q(n+1)0 � r(n+1)0 � (3.14)which leads to the following modi�ed equation for z,z�2+z�1 + (!0�t)2 = �2d !0�t (32�2z�1+ 12z�2): (3.15)Multiplying by z2 now gives a cubic equation in z. In the limit as d! 0 twoof the roots are the same as before, and the third is z = 0. This third root isonly slightly perturbed when 0 < d � 1 and so remains strongly stable. To�nd the perturbation to the other two roots it is convenient again to make thesubstitution z=ei!�t givingei!�t�2+e�i!�t + (!0�t)2 = �2d !0�t (32�2e�i!�t+ 12e�2i!�t): (3.16)Di�erentiating with respect to d gives@!@d = !0 �i + 2i sin2(!�t2 ) + 2 tan(!�t2 ) sin2(!�t2 )� (3.17)The two roots which are neutrally stable when d= 0 and !0�t < 2 have corre-sponding real values for !. The imaginary part of @!@d is then positive showingthat the perturbed roots are stable. The stability boundary for 0 < d � 1therefore remains !0�t<2.A Taylor series expansion of Equation (3.16) yields!!0 � 1 + id� 12d2 + 124(!0�t)2 + 12 id(!0�t)2 +O(d4; (!0�t)4): (3.18)Because of the improved accuracy of the kinematic discretisation the error is nowsecond order in !0�t. If !0�t=0:1, corresponding to approximately 60 timestepsper period, then the error is probably acceptable; if !0�t=0:3, corresponding toapproximately 20 timesteps per period, then the error is probably unacceptable.The accuracy of this asymptotic analysis is shown by the numerical resultsin Figure 3.



103.1.3 An unstable second order couplingAnother second-order accurate discretisation of the kinematic condition is1�t �x(n+1)w � x(n)w � = 14�c �q(n)0 + q(n+1)0 � r(n)0 � r(n+1)0 � (3.19)which leads to the following modi�ed equation for z,z�2+z�1 + (!0�t)2 = �4d!0�t z � 1z + 1 : (3.20)Multiplying by z+1 gives a cubic equation in z. The product of its 3 roots is -1,and so the only possibility for stability is if one root is -1 and the other two forma complex comjugate pair of unit magnitude. However, z = �1 is not a root if dis non-zero, and therefore the coupled system is unconditionally unstable.Asymptotic analysis shows the unstable root isz = �1� 2d!0�t+O(d2(!0�t)2); (3.21)corresponding to a sawtooth oscillation in time with a slowly growing amplitude.This is con�rmed by the numerical results in Figure 4 for d = 0:1; !0�t = 0:2.3.1.4 An implicit second order couplingYet another second-order accurate discretisation is12�t �x(n+1)w � x(n�1)w � = 12�c �q(n)0 � r(n)0 � (3.22)which leads to the following modi�ed equation for z,z�2+z�1 + (!0�t)2 = �d !0�t (z�z�1): (3.23)Multiplying by z gives a quadratic equation with no spurious roots. Substitutingz=ei!�t and di�erentiating yields @!@d = i!0; (3.24)and so the perturbed roots are stable for !0�t<2 and 0<d�1.Asymptotic analysis yields!!0 � 1 + id� 12d2 + 124(!0�t)2 +O(d4; d(!0�t)2; (!0�t)4): (3.25)The problem with this kinematic discretisation is that it is now an implicitalgorithm since the surface pressure p(n)0 depends on x(n+1)w , and vice versa. This



11implicitness is awkward because in a 3D application it means that the aerody-namic variables at all grid points on the surface of the vibrating blade are coupledthrough the structural boundary conditions. The di�culty can be overcome bya predictor/corrector implementation:m�t2 �x�w � 2x(n)w + x(n�1)w �+m!20x(n)w = �p(n�1)0 � Predictorp(n)0 = p(n)0 �x(n�1)w ; x(n)w ; x�w; q(n�1)j ; r(n�1)j �m�t2 �x(n+1)w � 2x(n)w + x(n�1)w �+m!20x(n)w = �p(n)0 9>>=>>; Corrector (3.26)
In the prediction stage, a �rst approximation for the surface pressure p(n)0 is givenby the pressure p(n�1)0 at the previous timestep, and this is used to obtain a �rstestimate for x(n+1)w . In the correction stage, the predicted value x�w is used inconjunction with the discrete aerodynamic equations and kinematic boundarycondition to calculate a corrected value for p(n)0 ; this is then used to calculate acorrected value for x(n+1)w .The error introduced by this predictor/corrector approximation to the origi-nal implicit algorithm is O((d!0�t)2), and so the asymptotic expression for thecomplex frequency in Equation (3.25) remains valid. This is con�rmed by Figure5 which shows the frequency and decay rates of the results obtained using thepredictor/corrector method. There is excellent agreement with the predictionsof the asymptotic analysis.4 Structural algorithms based on walldisplacement and velocityIn this section we consider coupled aeroelastic discretisations based on the vectorform of the wall dynamic equation. An advantage of this approach is that bycalculating both the displacement and velocity at each timestep the kinematicboundary condition becomes simply_x(n)w = u(n)0 : (4.1)4.1 Trapezoidal integrationThe simplest second order accurate discretisation of the vector form of the walldynamic equation is trapezoidal integration (also known as the Crank-Nicolsonor box method),1�t �w(n+1) � w(n)�+ 12A �w(n+1) + w(n)� = 12 �P (n+1) + P (n)� : (4.2)



12 Assuming that upwind di�erencing is used for the aerodynamic equationsthen r(n)j =0 for all j and n, and henceP (n) =  0��cm _x(n)w ! =  0�2d !0 _x(n)w ! : (4.3)Therefore, Equation (4.2) becomes 1 �12!0�t12!0�t 1+d!0�t !w(n+1) =  1 12!0�t�12!0�t 1�d!0�t !w(n): (4.4)w(n) = znW is a solution for some non-trivial constant vector W if, and only if,det z�1 �12!0�t(z+1)12!0�t(z+1) z�1 + d!0�t(z+1) ! = 0;=) z2�1+(!0�t2 )2+d!0�t�� 2z�1�(!0�t2 )2�+ �1+(!0�t2 )2�d!0�t� = 0;=) z = 1� (!0�t2 )2 � i!0�tp1� d21 + (!0�t2 )2 + d!0�t : (4.5)Provided 0<d<1, the two roots form a complex conjugate pair with magni-tude less than unity. Therefore, the coupled algorithm is unconditionally stable.In addition, setting z = exp(�i!�t), and performing a Taylor series expansionyields !!0 = 1 + id� 12d2 � 112(!0�t)2 � 14 id (!0�t)2 +O(d4; (!0�t)4): (4.6)As with the implicit method of the last section, there is the problem thatw(n+1) depends on P (n+1), and vice versa; this is again solved using a predic-tor/corrector procedure:w� = �I+ 12�tA��1��I� 12�tA�w(n) +�tP (n)� � PredictorP (n+1) = P (n+1) �w(n); w�; q(n)j ; r(n)j �w(n+1) = �I+ 12�tA��1��I� 12�tA�w(n) + 12�t �P (n+1)+P (n)�� 9>>=>>; Corrector(4.7)As before, the predictor/corrector combination gives results which are withinO((d!0�t)2) of those which would be obtained from the original implicit cou-pling. This is con�rmed by Figure 6 which shows the results obtained using thispredictor/corrector variant of the trapezoidal algorithm. Provided !0�t < 0:2,corresponding to there being at least 30 timesteps per period, the frequency anddamping and both correct to within 1%, which is perfectly acceptable accuracyfor engineering purposes.



134.2 Second order backward di�erentiationAnother second order accurate approximation of the dynamic equation is1�t �32w(n+1) � 2w(n) + 12w(n�1)�+ Aw(n+1) = P (n+1): (4.8)This is the method used by Alonso et al [1] for aeroelastic computations inwhich the uid is water and so the corresponding value for d is much larger thanfor aeronautical applications. As with the last method, it can be implementedusing a predictor/corrector procedure to avoid the complications of an implicitalgorithm. Alonso uses several correction stages within a time-accurate multigridprocedure because of the much larger e�ect of the uid dynamics on the structuralbehaviour [1].The determinant condition for this discretisation isdet 32z�2� 12z�1 �z !0�tz !0�t 32z�2� 12z�1 + 2zd !0�t ! = 0;=) (32�2z�1+ 12z�2)2 + 2d !0�t(32�2z�1+ 12z�2) + (!0�t)2 = 0: (4.9)When d=0, this reduces to32 � 2z�1 + 12z�2 = i!0�t: (4.10)It can be shown that both roots have less than unit magnitude for all values of!0�t. In particular, when !0�t�1, one root is a strongly stable spurious root(z� 13). The other root can be expressed as z=exp(i!�t) for which asymptoticanalysis gives !!0 � 1� 13(!0�t)2 + 14 i(!0�t)3; (4.11)showing that there is third order numerical damping of the wall's oscillation inthe absence of any aerodynamic damping.When 0<d<1, asymptotic analysis yields!!0 = 1+ id� 12d2� 13(!0�t)2� id (!0�t)2+ 14 i(!0�t)3+O(d4; (!0�t)4): (4.12)Figure 7 presents these asymptotic predictions along with numerical results usinga predictor/corrector implementation of the algorithm. The results con�rm thatthis method is signi�cantly less accurate than the method based on trapezoidalintegration. The error in the real part of the frequency and one of the errors inthe damping are both four times greater. Also, this algorithm gives numericaldamping of the uncoupled wall dynamics; this numerical damping of magnitude14(!0�t)3 is signi�cant relative to the true physical damping when d is 0.005{0.02and !0�t is 0:1 or larger.



14 This same criticism can be applied to many other methods frequently used forstructural dynamics, including the Houboult, Wilson-� and Newmark-� methods,and the multi-parameter uni�ed schemes of Zienkiewicz et al [15] and Thomasand Gladwell [12]. Some of these methods always introduce numerical damp-ing; the others depend on a set of parameters which are often chosen to ensuresome level of numerical damping. The reason that structural dynamicists prefermethods with numerical damping is that they are usually integrating very largesti� systems of equations in which some very high frequency modes are not ade-quately resolved by the chosen timestep. Therefore, (quoting from the paper byThomas and Gladwell [12])in practice we use methods which are damped . . . since this ensuresthat the highly oscillatory eigenfunctions . . . excited by noise in theinitial data are damped out quickly.In the application in this paper, there is only one structural eigenmode andso this concern does not arise. Furthermore, in a real 3D application it is as-sumed that a reduced modal representation of the structural dynamics would beused [5, 4, 8, 14], perhaps using the lowest �ve eigenmodes, and so again therewould be no problem of numerical sti�ness. If a very large number of structuraleigenmodes are retained it may become desirable in implicit calculations to in-troduce structural damping into the equations for the highest frequency modesonly, since these frequencies are unlikely to be adequately resolved by the largetimestep.4.3 State-transition algorithmThe state-transition algorithm, used by Edwards et al [2, 10], is an alternativeapproximation of the vector version of the wall dynamics equation. The algorithmis designed to be exact when there is no aerodynamic coupling. The exponentialmatrix exp(tA) is de�ned for an arbitrary matrix A asexp(tA) = 1X0 tnn!An: (4.13)By de�nition, A0 is the identity matrix I and so exp(tA) = I when t=0. Anotherimportant property of the exponential matrix is thatddt exp(tA) = exp(tA)A: (4.14)For the particular matrix A in this analysis,exp(tA) =  cos(!0t) � sin(!0t)sin(!0t) cos(!0t) ! : (4.15)



15This can be veri�ed by checking that it satis�es the above two conditions, or bydirectly evaluating An and using the series expansions for cos(!0t) and sin(!0t).Using this matrix, it follows immediately thatddt (exp(tA)w) = exp(tA) dwdt + exp(tA)Aw = exp(tA)P; (4.16)and hence w(t0)� exp(�t0A)w(0) = Z t00 exp((t�t0)A)P (t) dt: (4.17)The state-transition method uses this equation with t0=�t and a suitable ap-proximation to the integral. The approximation used by Edwards et al isZ t00 exp((t�t0)A)P (t) dt � �Z t00 exp((t�t0)A) dt� 12(P (0)+P (t0)): (4.18)Since Z t00 exp((t�t0)A) dt = A�1 (I � exp(�t0A)) ; (4.19)the resulting algorithm isw(n+1) = exp(��tA)w(n) + 12A�1 (I � exp(��tA)) (P (n)+P (n+1)): (4.20)The determinant condition for the eigenvalue z leads to a quadratic equation,z2(1+d sin(!0�t))� 2z cos(!0�t) + (1�d sin(!0�t)) = 0;=) z = cos(!0�t)� i sin(!0�t)p1�d21 + d sin(!0�t) : (4.21)When 0<d<1, the two roots form a complex conjugate pair whose magnitudeis less than unity provided sin(!�t)> 0; this condition is satisifed if there aremore than 2 timesteps per period of oscillation.Asymptotic analysis leads to!!0 = 1 + id� 12d2 + 16 id(!0�t)2 +O(d4; (!0�t)4): (4.22)Numerical results using a predictor/corrector implementation are shown in Fig-ure 8. As predicted, the frequency is determined very accurately even when usingvery few timesteps per period, but there is a second order error in the damping.An improved variant of the state transition algorithm is obtained by approx-imating the pressure integral asZ t00 exp((t�t0)A)P (t)dt � t02 (exp(�t0A)P (0) + P (t0)) ; (4.23)



16giving the algorithm,w(n+1) = exp(��tA) �w(n) + 12�t P (n)�+ 12�t P (n+1): (4.24)The determinant condition leads toz2(1+d!0�t)� 2z cos(!0�t) + (1�d!0�t) = 0;=) z = cos(!0�t)�q� sin2(!0�t) + (d!0�t)21 + d!0�t : (4.25)The two roots are stable for all values of d and !0�t. Asymptotic analysisyields !!0 = 1 + id� 12d2 +O(d4; (!0�t)4); (4.26)which means that, to within the accuracy of the asymptotic analysis, the nu-merical results should perfectly match the analytic behaviour. This predictionis veri�ed by the results shown in Figure 9, which as usual are obtained using apredictor/corrector implementation.5 Discussion of relevance to 3D applicationsThe interpretation of the analysis in this paper in the context of real 3D engi-neering calculations is a tricky issue. The simple model problem in the currentanalysis has a one-degree-of-freedom structural oscillation in which the surfacepressure varies in phase with the wall's velocity, causing aerodynamic dampingunder all conditions. In a real application the structural model will have severaldegrees of freedom. For each degree of freedom there is a corresponding gener-alised force which is the combined e�ect of the entire surface pressure distributionon the particular mode of vibration. The nondimensional generalised force willhave magnitude corresponding to the damping factor d in the model problem,but unlike the model problem the generalised force will not be perfectly in phasewith the mode's motion. Flutter, a physical instability of the coupled aeroelasticsystem, occurs when the phase di�erence between the force and the velocity ofthe mode is less than 90o. This corresponds to rede�ning the damping factor din the model analysis to be a complex quantity with negative real component.For accurate prediction of the conditions under which utter occurs, it is there-fore the phase rather than the magnitude of the aerodynamics which must beaccurately represented by the numerical discretisation. Treating d as a generalcomplex quantity, it can be seen that the �rst order coupling leads to signi�cantphase errors unless the timestep is very small. The analysis of the second ordercoupling shows the leading error is in the magnitude of the aerodynamic e�ect;there is only a third-order error in its phase. These methods are therefore verymuch more accurate.



176 ConclusionsBy performing a detailed analysis of a relatively simple 1D model problem, thispaper has tried to address the issues of stability and accuracy in the discretisationof aeroelastic systems. The key non-dimensional physical parameter in the modelproblem is the aerodynamic damping factor d. The corresponding parameterin turbomachinery applications lies in the range 0.005 { 0.02 while for aircraftapplications it is usually in the range 0.05 { 0.2.There appears to be no possibility of a spurious numerical instability due tothe coupling of the aerodynamic and structural models, provided there are nounstable or neutrally stable spurious modes in the uncoupled limit as d! 0.The numerical accuracy has been assessed by asymptotic analysis of the com-plex frequency obtained from the coupled discretisations. Numerical experimentsdemonstrate the accuracy of the asymptotic analysis when there are at least 30timesteps per period and the damping is in the range 0.005 { 0.1.If an explicit CFD algorithm is used for the aerodynamic equations, thenfor typical utter frequencies and aerodynamic grid resolution the number oftimesteps per period will be O(103). Hence, any stable algorithm for the dis-cretisation of the structural dynamics and the kinematic boundary conditionwill be su�ciently accurate provided it is at least second order accurate for theuncoupled vibration, and �rst order accurate for the coupled analysis.If, on the other hand, an implicit CFD algorithm is used for the aerodynamicequations, then it is possible that there may be as few as 30 timesteps perperiod. In this case it is necessary to use a discretisation which is second-orderaccurate for both the uncoupled and coupled systems. Almost any of the secondorder methods analysed in this paper could be used with con�dence; in real 3Dcomputations the errors due to the unsteady ow discretisation will probably bemuch greater than those due to the aeroelastic coupling algorithm. However, forturbomachinery applications with extremely low levels of physical damping, itis best to avoid the use of the many standard algorithms which cause spuriousnumerical damping of the uncoupled wall dynamics.AcknowledgementsThis research was supported by Rolls-Royce plc and has bene�tted from dis-cussions with Dr. Peter Stow of Rolls-Royce plc and Dr. Mehmet Imregun ofImperial College.References[1] J. Alonso, L. Martinelli, and A. Jameson. Multigrid unsteady Navier-Stokescalculations with aeroelastic applications. AIAA Paper 95-0048, 1995.
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Figure 2: Damping and frequency using explicit �rst order coupling method(solid lines { numerical computation; dashed lines { numerical analysis)
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Figure 3: Damping and frequency using explicit second order coupling method(solid lines { numerical computation; dashed lines { numerical analysis)
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Figure 4: Numerical computation using unstable second order coupling method
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Figure 5: Damping and frequency using second order predictor/corrector method(solid lines { numerical computation; dashed lines { numerical analysis)
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Figure 6: Damping and frequency using second order trapezoidal method(solid lines { numerical computation; dashed lines { numerical analysis)
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Figure 7: Damping and frequency using backward di�erencing method(solid lines { numerical computation; dashed lines { numerical analysis)
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Figure 8: Damping and frequency using �rst variant of state transition method(solid lines { numerical computation; dashed lines { numerical analysis)
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Figure 9: Damping and frequency using second variant of state transition method(solid lines { numerical computation; dashed lines { numerical analysis)


