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Abstract

This paper describes a new three-dimensional (3D) analysis of tonal noise radiated from non-axisymmetric turbofan
inlets. The novelty of the method is in combining a standard finite element discretisation of the acoustic field in the axial
and radial coordinates with a Fourier spectral representation in the circumferential direction. The boundary conditions at
the farfield, fan face and acoustic liners are treated using the same spectral representation. The resulting set of discrete
acoustic equations are solved employing the well-established BICGSTAB or QMR iterative algorithms and a very effective
specialised preconditioner based on the axisymmetric mean geometry and flow field. Numerical examples demonstrate the
suitability of the new method to engine configurations with realistic 3D features, such as relatively large degrees of
asymmetry and spliced acoustic liners. The examples also illustrate the two advantages of the new method over a
traditional 3D finite element approach. The new method requires a significantly smaller number of unknowns as relatively
few circumferential Fourier modes in the spectral solution ensure an accurate field representation. Also, due to the effective
preconditioner, the spectral linear solver benefits from stable iterations at a high rate of convergence.
© 2006 Elsevier Ltd. All rights reserved.

1. Introduction

Aircraft noise emissions are limited by stringent civil aviation regulations in order to reduce the impact on
local communities. As a consequence, noise has become a major concern during the design of modern high-
bypass turbofan engines in widespread use in civil aircraft. During takeoff and landing, an important
component of the total noise consists of tones generated at the fan either by the rotation of shocks attached to
fan blades operating at tip speeds exceeding sonic velocity (‘“‘buzz-saw” noise) and/or by rotor—stator
interaction (blade passing frequency noise). These tones propagate towards the far field upstream of the engine
inlet as well as downstream through the bypass duct. The ability to model the generation and propagation of
tone noise along with the mechanisms through which it can be attenuated (acoustic liners in particular) is
therefore of paramount importance and has received the attention of considerable research.

There are two important aspects to consider in aeroacoustic analysis: the representation of the unsteadiness
of the acoustic phenomena and the mathematical model for the fluid medium. Regarding the first aspect,
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Nomenclature N, finite element shape function
p,p pressure and acoustic pressure
ar amplitudes of right/left travelling duct r vector of nodal steady residual values
eigenmodes w finite element test function
c gas speed of sound x,r,0  cylindrical coordinates
1,9 functions used to compute the steady Z impedance value of the acoustic liner
i residual . model
f.q functions used to compute the linear BB boundary term of steady (and acoustic)
residual weak formulation
F boundary operator of discrete acoustic Y specific heat ratio of the gas
linear system K circumferential mode number of noise
J Jacobian transformation from physical source
coordinates to the coordinates of the En coordinates of the canonical finite ele-
canonical finite element ment
kni axial wavenumbers of right/left travelling oy density and acoustic density
duct eigenmodes ) steady (mean) and linear (acoustic) flow
K Jacobian of discrete mean flow problem potential functions
L volume operator of discrete acoustic (] vector of nodal steady potential values
linear system ) vector of nodal linear potential values
m, M  circumferential mode number and max- w frequency of noise source
imal value in the spectral representation 00 subscript to denote freestream gas con-
(—M<m< + M) ditions
Ma Mach number 0 subscript to denote axisymmetric analy-
n boundary normal sis quantities

numerical methods for the prediction of engine inlet tone noise propagation follow either the time-domain or
the frequency-domain approach. In recent years, time-domain methods [1,2] have become more attractive with
low cost computing power and have the advantage of being able to model directly multi-frequency sources and
acoustic field nonlinearities. However, these methods have an important drawback in the treatment of the
frequency-dependent acoustic lining material and, despite recent efforts [3,4], direct modelling of the acoustic
response of the lining in the time-domain will continue to be relatively expensive. By contrast, frequency-
domain methods [5,6] are much faster than their time-domain counterparts and treat acoustic liners in a
natural way by modelling their acoustic response at given frequencies. Methods in this class will probably
continue to be developed and used in the foreseeable future.

The other important aspect of acroacoustic analysis is the fluid model which can range from the velocity
potential equation [7,8] to the full Navier—Stokes [9,10]. Whereas modelling nonlinear wave interactions using
the Euler or Navier—Stokes equations is particularly important for understanding the generation of tone noise,
the potential model is perfectly adequate for the propagation of tone noise in the nearfield at the subsonic
conditions during takeoff and landing [10].

This paper introduces a novel 3D method for the analysis of tone noise radiated from non-axisymmetric
turbofan inlets based on the frequency-domain potential model. The novelty of the method is in combining a
standard finite element (FE) discretisation of the acoustic field in the axial and radial coordinates with a
Fourier spectral representation in the circumferential direction. The use of pseudo-spectral methods for the
solution of partial differential equations is not new and the applications are already very diverse [11]. The
Fourier spectral representation is such a method [12] and shares the advantages of the class of pseudo-spectral
methods. The advantage most important for predicting noise radiation from engine inlets is the ability to
represent mildly non-axisymmetric geometries using a relatively modest number of Fourier modes. Because
only a few Fourier modes need be retained for an accurate representation of the acoustic solution in the
circumferential coordinate, the new method involves substantially fewer discrete unknowns than a
conventional 3D FE analysis and is consequently less computationally costly. In more challenging cases
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such as acoustic liners with circumferentially discontinuous properties, the number of Fourier modes
necessary to model the acoustic field is greater than in the case of a smooth variation, nevertheless the overall
number of discrete unknowns is still substantially smaller than the requirements for the traditional FE
analysis.

Two further features contribute to the attractiveness of the new 3D method for engine inlet applications.
First, the system of discrete acoustic equations is solved iteratively using the well-established BICGSTAB or
QMR algorithms. There is no need to explicitly form the system matrix as these iterative methods need only
the residual terms of the discrete equations. This, combined with the small number of discrete unknowns,
results in relatively low computer memory requirements for the new method. Second, the convergence of the
iterative algorithms is improved enormously using a preconditioner based on the axisymmetric mean of the 3D
geometry and flow field.

Finally, numerical examples are provided to demonstrate the suitability of the new method to engine
configurations with realistic 3D features, such as relatively large degrees of asymmetry and spliced acoustic
liners.

2. Aeroacoustic model
2.1. Governing equations

At the low subsonic Mach number flow conditions during aircraft take-off and landing approach, it is
standard to assume air an ideal gas, non-heat conducting and with constant specific heats as well as to treat its
flow past the engine inlet as inviscid, isentropic and irrotational. Hence, the unsteady velocity field of the flow
is the gradient of a potential function ¢ while the density and speed of sound are given by

PN (e q-q
(2 () -
Poo Coo Coo

with ¢ = V¢ - Vop/2 + 0¢ /0t and based on the freestream values of density p,, and speed of sound cn.
Choosing the non-dimensionalisation p,, = 1 and ¢, = 1, air density is a function of the potential ¢ and
freestream Mach number Ma..:
! :1+%(y—1)<Ma§o—v¢.v¢—2%). (1)
Propagation of acoustic waves is approximated as an irrotational and isentropic process, modelled as a
harmonic perturbation of small amplitude ¢ and known frequency w superposed on a steady mean flow ¢.
The unsteady velocity potential field is thus ¢ + R{¢ exp(iwt)}, with both the steady flow and the acoustic
potential functions being unknown.
Firstly, ignoring acoustic phenomena, the external air flow is considered uniform, steady and parallel to the
axis of symmetry of the engine. Then, the steady air flow past the inlet is the solution ¢ of the nonlinear
equation of mass conservation:

V- (pV¢) = 0. 2)

Secondly, the amplitude (?) of harmonic unsteadiness is the solution to the partial differential equation

V- (pV + pVe) +iwp = 0, (3)

the frequency domain linearisation of the unsteady mass conservation equation. Similarly, the amplitude of
linear harmonic density variation is the linearisation of Eq. (1), i.e.

p=—5¢ Vd+ind), “4)

where p and ¢ are the density and speed of sound of the steady mean flow.
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2.2. Weak formulation

The typical computational domain V' for engine inlet aeroacoustics is depicted in Fig. 1. The domain
boundaries 0V are the circular fan face, where the noise source is modelled, the solid inlet wall, possibly
incorporating acoustic lining, and the far-field boundary where the infinite physical domain is truncated.
Additionally, there is an axis of symmetry in the case of a 2D axisymmetric calculation.

The new aeroacoustic method introduced in this paper is based on the weak formulation of Egs. (2) and (3),
obtained through partial integration over the computational domain V. Thus, mass conservation in weak
formulation is

/ oV - VwdlV — pwdS =0, (5)
14 ov

holding for all test functions w in the Sobolev space H(l) defined on V. The boundary integral involves the
boundary mass flux § = pV¢ - n, with n being the outward pointing boundary normal.
Likewise, the weak formulation of the acoustic equation is

/ PV - Vi — C%(w) -V +iwd) (Ve - Vw —iow)dV — | pwdS =0, (6)
V oV

in which the boundary parameter represents the harmonic component of the normal mass flux:

B=pVd -n—L(V- V) +ivd)Vé - n. (7)

2.3. Boundary conditions

The steady mean flow problem has a Dirichlet boundary condition on the far-field boundary to match the
uniform freestream condition as well as Neumann boundary conditions =0 on the inlet wall and f
prescribed a non-zero value on the fan face boundary to give the required steady mass flow through the engine.

All boundary conditions for inlet aeroacoustics are represented through the parameter f. First, at the
farfield, ray theory is used to determine the angle at which the acoustic waves cross the boundary and establish
an expression for # which minimises the reflection of acoustic waves back into the computational domain. The
far-field boundary can be assumed axially symmetric without loss of generality; let n = (e, ny)" denote the
boundary normal. At the farfield, the acoustic potential ¢ has a (relatively) slowly varying amplitude and a
fast varying phase, expressed as exp(ig(x,r) + ikf), where x is the circumferential wavenumber. With this
observation, the boundary parameter becomes

B =i((1 — M2 )ynky + nky — Masony)d, ®)

Fig. 1. Vertical axial section through a 3D computational domain and mesh around an asymmetric engine inlet geometry showing the
boundaries at the fan face, inlet wall and farfield. (The mesh shown is much coarser than that required by a realistic aeroacoustic
calculation.)
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where k, = 0¢/0x and k, = 0¢ /Or denote the local wavenumbers. Also, introducing the same fast varying
phase expression of ¢ into Eq. (3), a high-frequency WKB analysis gives the dispersion relation:
12
(Massky + w)’ = ki + k; + =
r

Acoustic waves of high frequency and high circumferential wavenumber radiate toward the farfield from a
narrow annular region close to the inlet highlight and, in ray theory approximation, travel along straight lines.
Therefore, the angle at which waves arrive at any point on the far-field boundary is given by the unit vector
(ex,e,)T from the inlet highlight to that point. Equating the group velocity (dw /0ky,0w/0k,) associated with
the dispersion relation to the geometric term A(ey, e,,)T /(Maxk, + w) and substituting in the dispersion
relation, the following quadratic equation results:

2
(€ + (1 = Mal)e)i’ = o — (1 — Mago)’:_z

A positive real root is sought, corresponding to the propagation of acoustic energy from the inlet to the
farfield. With this root, the local wavenumbers are given by
ey — wMags,

oy = — 2T O e e,
1 — Mag,

and substitution into Eq. (8) yields
fi = —ipA(nyey + n,.e,)&ﬁ. 9

For small radii r for which the roots are imaginary, corresponding to the impossibility of local propagation of
the assumed form, one can take A = 0.

There are two cases of the boundary condition at the engine inlet surface. If the surface is solid, the unsteady
normal velocity through the boundary surface is zero and the harmonic normal flux is simply f =0,
corresponding to a perfectly reflecting surface. Where an acoustic liner is present, the boundary condition
follows the approach of Eversman [13] based on the modelling of Myers [14]. In this approach, the non-zero
unsteady normal velocity is related to the acoustic pressure through a linear frequency-domain equation
involving the non-dimensional complex-valued liner impedance Z. Physically, a positive real component of Z
corresponds to an absorption of acoustic energy by the liner. Using this equation, the boundary integral
contribution to the weak formulation of the inlet acoustics becomes

ﬁw ds = / ——(V(;S qu + 1wq’>)(Vq5 Vw — iow)dS. (10)
oV

Because the steady flow is tangential to the surface, this integral involves only tangential derivatives of the
unsteady potential ¢.

Lastly, the condition at the fan boundary is formulated following the modal approach of Astley [7] and
Eversman [8]. In this approach, the acoustic field is decomposed into right and left travelling duct eigenmodes
and f becomes a function of the eigenmodes incident at the fan face and models the presence of the
downstream fan as the source of noise.

At the fan, the inlet is locally a cylindrical duct of radius R where flow is assumed uniform and isentropic,
with Mach number Ma, density p and speed of sound c. Then, as the duct eigenmodes have the form
¢(r)exp(ikx + ik + iw?), the acoustic propagation equation (6) gives rise to the weak form of the duct
acoustics eigenvalue problem

Rd&dw
o dr dr
which holds for any test function w in H ! defined on the interval [0, R]. Analytically, the eigenfunction
amplitudes qﬁ of this problem are Bessel functions; however, it is more convenient to compute them

numerically by performing the eigenmode analysis using a similar finite element discretisation to the main
equations. Thus, the eigenvalue problem is first discretised in the radial coordinate and the discrete eigenvalues

2 2\ A
ST RS -



628 M.C. Duta, M.B. Giles | Journal of Sound and Vibration 296 (2006) 623-642

A= Mak + cu/c)2 — k* and eigenfunctions are found. For each value of 4 (real and positive), two axial
wavenumbers are determined; one wavenumber k™ corresponds to a right travelling duct mode and the other
k~ to a left travelling one. Using these, the harmonic potential at the fan face decomposes as

~ . + =l A .
¢(x’ r 0) — Z (a:’r elk,, X + a; elkn ,\)d)n(r) em@,
n

in which &5,1 are the duct acoustic eigenmodes and a the modal amplitudes. Normally, this decomposition
includes all the cut-on modes plus a few above cut-off [15]; however, all cut-off modes are retained in the
present analysis along with the cut-on as this leads to a simpler formulation of the discrete acoustic equations.

At the fan face, a, are the amplitudes of the energising incident modes and are known while the amplitudes
at of the duct modes reflected back from the computational domain have to be found along with the acoustic
solution. The fan boundary can be conventionally chosen at x = 0 so, due to duct mode orthogonality, the
harmonic normal flux through the boundary can be shown to be

p=> (@ of +a,0,)h,0)e", (11)

where
of =ip(1 — Ma*)k* —ipMaw/c. (12)

Also, using an appropriate normalisation, the following important relationship arises due to orthogonality of
the eigenmodes:

/ ! Gu(N G0, 1)rdr = af + a. (13)
0

3. Axisymmetric discretisation

The simple axisymmetric case is considered first, introducing the notation and concepts which are used in
the non-axisymmetric analysis discussed in the next section. If the inlet is axisymmetric, the acoustic problem
is 2D in the axial x and radial r coordinates. The mesh is composed of quadrilateral elements in the (x,r)
axisymmetric coordinates and, following a standard FE approach, each individual element is mapped to a
canonical element in the (&, ) computational coordinates. The potential field is then represented within each
canonical element as an interpolation using the unknown nodal values ¢, and the shape functions N, defined
on the canonical element to have the value unity at node n and zero at the other. Using iso-parametric
elements, the coordinates are represented in the same manner as the field values and the FE approximation is
given by the nodal summations:

MEm =S wNaEm, rEm =S rNaEn. $ED =S ¢Nal&). (14)

Mainly, nine-node bi-quadratic Lagrangian quadrilateral elements were used in this research, however four-
node bi-linear elements were also used during the validation of the computer code.

Using the interpolation (14) and the test functions w = 1/2nN,, the FE discretisation of the steady mean
flow weak formulation (5) yields a set of equations written collectively as

ro(®@g) = 0. (15)

@, represents the vector of discrete axisymmetric steady potential values ¢, associated with the nodes of the
mesh and ry is the vector of discrete nonlinear residuals. This system of equations is nonlinear in @, and is
solved using a Newton iteration whose update at step k is the solution of

KoA®? = —r (). (16)
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The Jacobian matrix Ko = 0ry/0®, is symmetric and positive definite with its (n, n")th entry given by

1 1
Kuw = [ [ o{ TN, 9Ny = 590 N,)V0 - 9Ny i dEan (7
0 Jo

with p, ¢ and V¢ evaluated from the current solution iterate ®®. J, = d(x, r)/O(&, n) is the Jacobian of the
transformation from the physical coordinates to the computational and the area integral is evaluated through
Gauss quadrature on the canonical element. Lastly, the Newton iterations for the axisymmetric mean flow
problem are initialised with (I)f]o) =X (x is the vector of nodal axial coordinates) and the Newton update is
computed from Eq. (16) using a sparse direct linear solver.

The axisymmetric acoustic solution has the general form ¢(x, r) exp(iwt 4 ix0) in which the circumferential
mode number k is an input to the problem, being defined by the condition at the fan boundary. This suggests
the FE approximation

B(&,m,0) =Y b Nul&,m) exp(irch),

which, used with Eq. (14) and the test functions w = 1 /2mexp(—ix0)N,, discretises the weak formulation (6) of
the acoustic problem to give the linear system of equations:

(Lo + Fo)®y = fo. (18)

The unknown @, is the vector of nodal values qAﬁ,, of the linear axisymmetric potential.

The matrix in Eq. (18) is the sum of two linear operators, Ly and Fy, which, respectively, come from the
discretisation of the volume integral and the boundary surface integral in Eq. (6). The linear harmonic
operator Lo has the form

Lo = —0*M) + ioCy + Ko + 2Ky. (19)

While K, has already been described in Eq. (17), the (n,n')th entries of the other matrices are, respectively,
defined by

1 1

Mo = [ [ G N.Nyridaldzan 0)

0 Jo

1 lp
Conw = [ [ 90 (V9N = Ny IV il dedr, e
0 Jo

1 1

Konw = [ [ NNyl dean, (22)
0 Jo

The boundary operator F, has three contributions; the first two are the discretisation of the farfield and
acoustic liner boundary integrals (9) and (10), respectively. Thus, the (n, #')th entry of the far-field contribution
to Fy is

1 pl
— [ [ v, + mepNE N0l d (23)
o Jo
while that of the acoustic liner contribution is
1 el
- / / L P(Vp. VN, +ioN, )V - VN, — ioN,)rido| dé di. (24)
0 0 COZC

The third contribution to Fy comes from the use of the modal duct boundary conditions at the fan
boundary. While the amplitudes a;, of the incoming acoustic modes are prescribed by the boundary condition,
the amplitudes a of the reflected modes are unknown. Following previous work [8,15], the original
acoustic equations obtained as the discretisation of Eq. (6) are expanded to include the unknown amplitudes
alongside with the linear harmonic potential values by adding the FE discretisation of the duct eigenmode
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relationship (13). The extended system of discrete acoustic equations is

fo+F, —Ex*\ () [(Eza

£ 7 J\at a~

with lATE) representing the boundary conditions at the farfield and acoustic liner. E is the rectangular
matrix of eigenvectors of the discrete duct eigenvalue problem, X% are diagonal matrices with the
entries & given by Eq. (12) and a* are the vectors of modal amplitudes in the modal decomposition.
Eliminating the unknown amplitudes a* from the expanded system, the volume integral operator L
remains unchanged but the boundary operator has an extra contribution from the fan condition which has the
form:

Fo=F, —EX*E' (25)
Also as a result of this, the forcing term of Eq. (18) is revealed to be
fo=ECE —>t)a, (26)

which reflects the fact that the fan is the only source of acoustic excitation.
Finally, similar to the mean flow Newton update, the algebraic system (18) is solved using a standard direct
solution method for sparse systems.

4. Non-axisymmetric discretisation
4.1. Spectral representation

Having discussed the simpler axisymmetric case, the key to the non-axisymmetric solution is to retain the
FE approximation in the axial and radial coordinates but to represent the variation of the geometry, mean
flow and acoustic field in the circumferential direction using a spectral Fourier series. To illustrate this idea,
suppose the starting point for the aeroacoustic analysis is a 3D Computer Aided Design model of an engine
inlet. First, the inlet model is “sampled” at a number of 0 stations, such that a series of axial sections is
obtained, as shown in Fig. 2(a). Then, each axial section of the inlet is discretised using a series of nodes such
that each node in one section has a correspondent in the circumferential direction on each other axial section.
This can be achieved, for example, by using a curvilinear coordinate varying from 0 to 1 along each section

farfield
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(a) (b)

Fig. 2. 3D view of an asymmetric inlet geometry described by a series of axial sections at a number of equally spaced 0 stations (a). Coarse
quadrilateral mesh fitted around the axisymmetric mean of the same inlet (b).
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and choosing a discretisation of the unit interval common for all the sections. Further, the axial and radial
coordinates of these corresponding nodes in each section are discrete Fourier transformed in the 0 direction.
As a result of this process, the inlet is spectrally represented by a series of nodal coordinates which define the
circumferential mean geometry of the inlet as well as by a series of corresponding nodal values of the modes
giving the circumferential variation about that mean.

The next step is to construct a computational mesh for the given asymmetric inlet. First, a 2D mesh is
build around the circumferential mean definition of the inlet geometry found in the manner described above,
Fig. 2(b). The axial and radial coordinates of this mesh, respectively denoted x; and ry, define the
axisymmetric circumferential mean of the nodal coordinates of the final mesh. Then, the modes of asymmetry
of the inlet geometry are interpolated on the 2D mesh from the pre-computed values at the inlet nodes to zero
at the axis of symmetry and the farfield and fan boundaries. The result is a series of modes, denoted x,, and r,,,
which describe the circumferential variation of the mesh nodal coordinates around the mean coordinates x
and rg, respectively. At this point, the computational mesh is complete and its coordinate representation is a
hybrid which combines the standard FE interpolation in the axial and radial coordinates (using the same
shape functions N, as in the axisymmetric case) with a Fourier series summation in the circumferential
coordinate:

MEND =3 3 X NalE n) explimo),

m n

HEM0) =YY runNu(& ) exp(imo). (27)

m n

Such a mesh can be viewed as discrete in the axial and radial coordinates but continuous in the
circumferential. Alternatively, any element from this mesh can be imagined as a torus whose circumferential
variation is described by the coordinate modes; at an arbitrary 0 station, the coordinates within the torus are
given by Eq. (27).

In the above representation, the circumferential Fourier spectrum is finite, —M <m< + M, and, as inlet
geometries are normally not far from symmetry, the number M of modes retained in the geometry
representation is small. Moreover, as coordinates are real valued, corresponding ‘“‘positive” and ‘“‘negative”
modes (e.g. x_,;, and x,,,) form complex conjugate pairs.

Similar to the coordinates, the mean flow potential and acoustic potential fields are represented using the
circumferential mean and the spectrum of circumferential variation. Thus, the field values are interpolated
within each element using the double summation over element nodes and modal values:

GEm0) = > buulNal&m) exp(im0), (28)

m n

GEm0) =" GulNulé,m) explim0 + ix0). (29)

Obviously, unlike the coordinate modes x;,, and r,,,, which are input to the analysis, the potential modes ¢,,,
and ¢,,, are the unknowns. Because the steady potential is real valued, the coefficients of corresponding modes
in its circumferential spectrum form complex conjugate pairs but this property does not hold for the acoustic
potential which is complex valued. Another difference is that, because the acoustic excitation at the fan is of
known circumferential number k, the spectrum of the acoustic potential is centred on mode x rather than on 0
as is the case with the steady potential.

The Fourier spectrum involved in this representation is expected to be broader than for the inlet geometry,
especially for the acoustic potential field which has a length scale of variation much smaller than the geometry.
However, the number of modes required for an accurate spectral representation is not normally known
a priori and should be found by trying different values in separate calculations; this issue will be exemplified
later.
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4.2. Gradient evaluation

In addition to steady and acoustic potential values, the discretisation requires the gradients of these fields
which are obtained directly from the hybrid FE/spectral representation. For instance, from Eq. (28), the
steady potential gradient is interpolated within each cell using the nodal values of the circumferential Fourier
modes and the gradients of the interpolation functions:

Vd) = Z Z ¢mnv( eimHNn)'

Recalling the gradient in cylindrical coordinates is V = (8/0x,0/dr,r~'0/ 00)" and denoting the gradient of the
shape function in the (&,#) coordinates as VN, = (ON,/0f,0N,/0n, 0)", it can be shown that

V(e"N,) = " (JA)"(V:N, +imN,ep). (30)

This gradient identity involves the Jacobian J = (x, r, 0) /0(¢, n, 0), the matrix A = diag (1, 1,r) and the vector
eg = (0,0, 1)T.

Using bi-quadratic elements, the gradient has cross-element continuity in the axial and radial coordinates;
continuity in the circumferential direction is ensured by the Fourier terms.

4.3. Weak formulation

The gradient identity enables one to evaluate the integrals in the weak formulations of the mean flow and
acoustic problems in terms of 2D Gauss quadrature in (£, 7). Indeed, introducing Eqgs. (28) and (30) into the
mean flow weak formulation (5) and using the test function 1/27N, exp(—im0), the contribution from a
particular node n to the volume integral is

1 oo
[ Yo @A) (TN, i, ol de dndo, (1)
2t Jo Jo )

By integrating in space first, this can further be written in the following form, useful later:

1 2n )
o [ e "LA(0) — img(0)] dO, (32)
2n 0
with
1,1
fO= [ [ 090 @A N s dedn, (33)
0 Jo
1,1
0O = [ [ 090 @A Nyenidiirdzan, (34)
0 Jo

The surface integral in Eq. (5) has a non-zero contribution from the fan face but, due to fan axisymmetry, this
contribution is the same as in the axisymmetric case.

In a similar fashion, the modal representations (28) and (29) along with the test functions
1/27N, exp(—ix0 — im0) are used to express the contribution to the volume integral in the acoustic weak
formulation (6) at node n as

1 2n 1 1 ) . ) )
5 / / e MNPV + pV) - (JA) ' - (VeN, — i + m)N, €g) — iwp N} JolrdEdndo.  (35)
o Jo Jo
Similar to the steady residual case, integration in space leads to the following form of the above contribution:

2r
1 e i0HmOI£(9) — i(x 4+ m)§(0)] do, (30
2n 0
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in which the functions f and g are defined by

Y l 1 A
7o) = /0 /O (DY + PVP) - A) - VeN, — ipN,) 1 dolrdE di, (37)

I
§(0) = /0 /0 PV + pV) - (A" - Ny coldolrde dn. (38)

Lastly, due to the axial symmetry of the fan face and far-field boundaries, the integral over these boundaries in
Eq. (6) can be written as a sum of independent circumferential mode contributions, the contribution from each
mode being described by the respective boundary condition of the axisymmetric discretisation with the
corresponding circumferential wavenumber. However, the acoustic liner surface is not axisymmetric in general
so the corresponding boundary integral couples the circumferential Fourier modes of the acoustic field and the
integral has to be treated in a fashion similar to Eq. (35).

4.4. Discretisation

Grouping the steady potential values by circumferential Fourier mode within the vector
D =(D_y,...,0,.. .,(D+M)T, with the individual modal vector ®,, containing the unknown nodal values
¢, of the circumferential mode m, the mean flow potential problem is discretised as the system of nonlinear
equations

1(®) = 0. (39)

The vector r of residual values has the same structure as ® and the residual value at node # in circumferential
mode m is defined by Eq. (31), to which the fan boundary contribution is added if m = 0.

The discretisation of the acoustic problem in the weak formulation leads to a linear algebraic system which
has the same structure as the discrete axisymmetric acoustic problem (18):

L+F)® =1 (40)
Similar to the discrete steady potential vector, the acoustic solution ® has the modal representation
((D,M,...,(I)O,...,(I)JrM)T, with the modal vector ®,, containing the unknown nodal values ¢,, of the

circumferential mode m.

The discretisation of the volume integral in the weak formulation of the acoustic problem produces the
matrix L. However, the matrix L is notional and is not assembled explicitly because, as explained in the next
section, only the residual L® is needed during the solution process.

The volume operator L couples the circumferential modes in the acoustic solution ®; for instance, the
solution mode ®, in the 3D solution is different from the axisymmetric acoustic field around the cir-
cumferential mean of the inlet geometry as it depends on the modes of asymmetry as well as on the
axisymmetric mean.

On one hand, the discretisation of the surface integral in the acoustic weak formulation is simpler than that
of the volume integral. This is due to the fact that the farfield and fan boundaries are axisymmetric; the far-
field boundary can be freely chosen so in the mesh generation process while the fan geometry is necessarily
circular. Consequently, the 3D farfield and fan boundary conditions are treated in exactly the same way as for
axisymmetric geometries, i.e. applied independently to each circumferential mode of the acoustic potential
field. Therefore, if no acoustic liner is present, the boundary operator F is block diagonal, with each block F,,
defined by Egs. (23) and (25) to represent the appropriate boundary condition for the circumferential mode
number m + x in the acoustic solution. This involves the recalculation, for each circumferential mode, of the
parameter A in the far-field boundary condition and of the set of duct eigenmodes and axial wavenumbers in
the fan boundary condition.

On the other hand, the boundary condition at the acoustic liner generally couples all the acoustic solution
modes and the discretisation of the impedance condition surface integral (10) follows exactly the same steps as
the discretisation of the volume integral. At the discrete level, therefore, the boundary condition at an non-
axisymmetric acoustic liner configuration contributes off-diagonal block terms to the operator F. However, as
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in the case of the matrix L, these are not formed explicitly and the residual contribution F® from the liner
boundary condition is rather obtained from the spectral treatment of the boundary integral (10).

5. Solution process

Similar to its axisymmetric counterpart, the 3D mean flow problem (39) is solved using a Newton iteration
with the update at step k defined by KA®® = —p(®@®). The off-diagonal blocks of the Jacobian matrix
K = 0r/0® are non-zero, so the circumferential modes of the steady potential are coupled. Although K is
sparse, a direct solution of this update is generally prohibitive as its cost is roughly proportional to M>N?,
where M is the number of solution modes and N the number of mesh nodes in the (x, r) coordinates. This cost
comes from the fact that while K is a full matrix in modal space (non-zero off-diagonal blocks), it is sparse in
the axial and radial coordinate space (each block is sparse). However, K is symmetric and positive definite and
the Newton update equations can be efficiently solved using the conjugate gradient (CG) method [16].
Moreover, the equations can be preconditioned using an asymptotic approximation of K in the limit of
axisymmetry whereby the non-axisymmetry of both the coordinates and the mean flow potential is neglected.
With K, and Kjy, respectively, defined by Egs. (17) and (22), this preconditioner is the block diagonal matrix

diag(Ko + MK, Ko + (M — 1)Ko, ..., Ko, ..., Ko + (M — 1)’Kg, Ko + M?Ky),

which depends only on the mean axisymmetric coordinates (xo, 7o) and axisymmetric mean flow solution ¢,,.
Due to its block structure, preconditioning the Newton update is equivalent to a series of inexpensive direct
2D solutions, one for each circumferential mode of the solution.

Although the matrix L is Hermitian, the boundary operator F is not and the discrete acoustic problem (40)
must be solved using an iterative solver appropriate for non-Hermitian systems. In this work, the quasi-
minimal residual (QMR) [17] and the bi-conjugate gradient stabilised (BICGSTAB) [18] algorithms have been
implemented. Both algorithms are related to the bi-conjugate gradient algorithm which iteratively constructs
two mutually orthogonal sequences of residuals, one based on the system matrix and the other on its
Hermitian [16]; however, only the QMR algorithm requires residuals like (L + F)”® while BICGSTAB is
formulated using Hermitian free residuals.

Following the same approach as for the mean flow problem, the linear system (40) is preconditioned using
the block diagonal matrix

diag(L_p +F_pr, Loprgr + Foprpts o Lo+ Fou oo, Ly + Fary, Lag + Fap),

which represents an asymptotic approximation of the operator L+ F in the sense explained above, and
depends on the axisymmetric mean modes of the geometry and mean flow. As with the mean flow problem,
preconditioning Eq. (40) is equivalent to a series of 2D solutions due to the block diagonality.

The convergence of the QMR and BICGSTAB algorithms can, in theory, experience breakdown but, using
the above preconditioner, both performed very well on all the 3D problems solved throughout this research.
Another obvious candidate for a linear solver would be the popular generalised minimal residual (GMRES)
algorithm [19] but QMR and BICGSTAB are computationally much cheaper and, so far, there has been no
need to implement the more robust GMRES. However, if implemented, GMRES would benefit from the same
preconditioner.

6. Residual evaluation

The iterative solution methods CG, QMR and BICGSTAB require the ability to compute products of the
system matrices K and L+ Fand arbitrary vectors @ and o, respectively. As mentioned earlier, these matrices
are not available because of large memory storage requirements but the matrix—vector products are instead
computed directly as discretisations of the weak formulations. This computation involves a transformation
from the modal Fourier domain of the vectors ® and ® to the domain of 6 dependence as well as the
transformation back to the modal representation of the residual.

For instance, the matrix—vector product L is computed from the volume integral definition (35) as follows.
First, for each Gauss quadrature point of coordinates (&, 77), the circumferential modes of both the coordinates
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and potential field are interpolated from the nodal values using the shape functions N,. This process
corresponds to the summation over nodes n in the hybrid FE/spectral representation. Then, at the same Gauss
point, the coordinates x, r and the potential values ¢, ¢ are computed along with their gradients with respect
to (x,r,0) at a number My of “virtual” equally spaced points in the circumferential direction. This process is
achieved by applying the inverse fast Fourier transform (FFT) algorithm [12,20] to the respective
circumferential modal values at (£, #), which corresponds to the summation over modes m in the FE/spectral
representation. (To minimise aliasing errors while maintaining a low computational cost, My is the smallest
power of 2 which is larger than four times the largest Fourier mode number in the coordinate and po-
tential modal representation.) Then, using the values of the coordinates, potential and gradients, the values
of the functions f and ¢ defined by Eqgs. (37) and (38) are computed at the “virtual” circumferential points,
with the (¢, 7) integration achieved through Gauss quadrature. Lastly, the volume integral is completed in
0 by applying the direct FFT to the ‘“‘virtual” point values of f and g. The modal values f,, and g,, com-
puted in this manner are then combined to obtain the matrix—vector product in the spectral representation
as f,, —i(x + m)g,,. The mean flow residual r(®) as defined by Eq. (31) is computed in exactly the same
manner.

The same procedure is also followed to evaluate the impedance condition contribution Fd to the discrete
residual of the acoustic equation as defined by Eq. (10). The Fourier circumferential modes of ® are coupled
by this boundary condition in the case of an asymmetric liner geometry and the surface integral contribution is
obtained in a way similar to the volume integral. However, a slight variation of this procedure is adopted in
the case of acoustic liners with circumferential non-uniformity (e.g. spliced liners). In that case, the impedance
value Z is a function of 6 which could be specified at a number of non-uniformly spaced circumferential
locations and/or could vary non-continuously. The FFT algorithm and its inverse must then be replaced by a
computationally slower implementation of the discrete Fourier transform on non-uniformly spaced points.

Unlike the liner case, the boundary condition contributions from farfield and fan face are computed directly
in the spectral representation as the circumferential modes are not coupled by the respective conditions; the
contribution to residual mode m is simply la‘m(i)m.

Finally, the Newton update residual K® is in fact the matrix—vector product L® computed for zero values
of the frequency w and circumferential mode number . Also, the residual (L 4+ F)?® of the acoustic matrix
Hermitian required by QMR can be obtained easily as the operator L is self-adjoint and the boundary
contributions are straightforward to modify for the adjoint residual.

Iogw(error)
real (acoustic potential)

15 2 . 25 0 0.2 0.4 0.6 0.8 1
(@) logo (number of axial nodes) (b) normalised axial coordinate

Fig. 3. Convergence of the computed acoustic field within an infinite hard-walled duct to the analytic solution (a): the variation of error
(rms of difference between computed and analytic solution) with the axial discretisation is second order for bi-linear FE (— —) and fourth
for bi-quadratic (—). The acoustic field within a blocked semi-infinite hard-walled duct is a superposition of the incident and reflected
waves (b): the computed solution (—) is in very good agreement with the analytic (OJ).



636 M.C. Duta, M.B. Giles | Journal of Sound and Vibration 296 (2006) 623-642
7. Method validation

The new hybrid spectral/FE method was validated on a number of testcases; the first part of these tests was
concerned with the accuracy of the axisymmetric analysis and the second part with the ability of the spectral
method to predict correctly 3D features of the acoustic field.

Most of the axisymmetric testcases have analytic solutions against which the corresponding numerical
solutions were directly compared. The first such testcase consists of an infinite hard-walled cylindrical duct
with uniform flow along which a cut-on duct eigenmode propagates. Retaining a finite length of the duct in the
numerical calculation, a FE convergence test proves the numerical solution converges to the analytic in the
limit of a fine mesh, Fig. 3(a). The second testcase is a semi-infinite hard-walled cylindrical duct with uniform
flow and a perfectly reflective hard-wall termination; a cut-on eigenmode is incident at the free end. Although
physically unrealistic, this testcase is useful to verify the correct treatment of the reflected duct eigenmode, Fig.
3(b), and to test the non-reflective boundary condition at the duct free end. The third case is a test for the non-
reflectivity of the boundary condition at the farfield and consists of a hard-walled sphere which vibrates or
pulsates harmonically in stagnant gas. Using a rectangular computation domain to force the acoustic waves
across the far-field boundary at an angle, the computed and analytic solutions are in very good agreement at a
moderately high frequency, Fig. 4.

The last axisymmetric test compares the solution obtained using the new spectral method with the result
from the proprietary aeroacoustics software ACTRAN [21], which has the same impedance acoustic liner
condition as well as the fan modal boundary condition. Two geometries were considered, the first a cylindrical
duct and the second the annular aft duct of a modern high-bypass turbofan, Fig. 5. Both ducts contained
mean flow and had axisymmetric acoustic liners of circumferentially uniform impedance. In both cases, the
new method used nine-node bi-quadratic quadrilateral elements while ACTRAN used eight-node serendipity
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Fig. 4. Contours of the acoustic pressure generated by the horizontal harmonic vibration of a hard-walled sphere in stagnant gas,
computed on a rectangular domain (a): the reduced frequency (based on the sphere radius) is 107. Variation of the SPL along the L.h.s. far-
field edge of the domain relative to the value on the axis of vibration (b): the computed (—) and analytic (— —) variations are in good
agreement (within 0.3 dB) as reflections from the farfield into the domain are minimised by the far-field boundary condition.

TIAAY

(a) (b)

Fig. 5. Coarse mesh discretisation of the aft-duct of a high-bypass turbofan: (a) showing the location of the acoustic liners in thick lines.
The acoustic pressure solution (b) excited by the duct eigenmode of radial order 0 incident at the fan outlet guide vane on the left.
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Table 1

Table of errors (measured in %) of the transmitted intensity values in radial modes 0, 1 and 2 output by the new method relative to the
corresponding values from ACTRAN. The duct eigenmodes of radial order 0, 1 and 2 were in turn incident at the fan boundary; because
of the acoustic lining, each input radial mode also energises all other radial modes inside the duct

Transmitted Incident

0 1 2
0 0.86 0.41 1.27
1 3.72 4.23 6.07
2 0.61 0.14 1.60

X

Fig. 6. Sketch of a cylindrical duct with a spliced acoustic liner. The liner is represented in a darker shade and the axes of cylindrical
coordinates are also shown.

quadrilaterals but, apart from the element mid nodes, the computational meshes used by the two codes were
the same. Also, the mean flow fields used by both the spectral method and ACTRAN were identical at the
common mesh nodes while the new code used the mean value of the neighbouring nodes at each element mid
node. Keeping the frequency fixed at 1.6 kHz and the circumferential mode number at 20, the duct eigenmodes
of radial orders 0, 1 and 2 were in turn input at the inflow boundary of both the cylindrical duct and the engine
aft duct. The validation was based on the sound intensities transmitted across the outflow boundary; the
intensity value is the surface integral over the boundary of the local acoustic intensity [22] defined for each
radial mode. The intensity values in the modes of radial order 0, 1 and 2 were computed independently using
both the new code and ACTRAN; the values proved to be in very good agreement and they were no more
than 3% off each other in the case of the cylindrical duct and 6% in the case of the aft duct, Table 1.

The last validation test was concerned with the 3D effects of acoustic liner non-uniformity on the acoustic
field inside an infinite cylindrical duct containing uniform flow. The validation case as well as the numerical
data (obtained using ACTRAN) were taken from Ref. [23]. The geometry was a cylinder of radius 1.27 m with
an acoustic liner extending longitudinally for 0.61 m. The liner had a constant impedance everywhere (non-
dimensional value 2 — i) except along two diametrically opposed hard wall thin splices (of infinite impedance),
each extending circumferentially over an angle of 3.44°. A sketch of the spliced liner geometry is given in
Fig. 6; this mimics the presence of splices inside a real engine inlet due to the impossibility of manufacturing a
continuous acoustic liner surface. Two cases were considered, one with zero flow and the other with a uniform
flow of Mach number 0.4. In both cases, the duct eigenmode (0,26) was incident at the outflow; the first
number indicates the radial order and the second the circumferential mode number. Keeping the cut-on ratio
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Fig. 7. Axial variation of the SPL along a cylindrical duct with a spliced acoustic liner: the no-flow case (a) and the Mach number 0.4 case
(b). The values obtained using the new method are shown in thin black lines while those from ACTRAN are in thick grey lines. The SPL
of the incident circumferential mode m = 26 is represented in continuous line and starts close to 0 dB. Other modes depicted are 24 (—),
22 (——)and 20 (- — -). The axial positions of the acoustic liner limits are marked in vertical dashed lines; the sound power absorption due to
the liner is thus clear in the incident mode.

constant at 1.1, the reduced frequency (based on the duct radius) was 24.61 in the zero flow case and 22.56 in
the other. The new method used a mesh with 133 by 41 nodes in the respective axial and radial directions
(ensuring more than 50 nodes per wavelength) and required 2M + 1 = 53 Fourier modes for a good
circumferential resolution.

Figs. 7(a) and (b) depict the variation of the sound power level (SPL) along the duct, comparing the values
predicted by the spectral method with those from ACTRAN. At each axial station, the SPL is computed using
the sound intensity which is, this time defined as the duct cross-section integral of the local acoustic intensity
defined for each circumferential mode number. By analogy with rotor—stator interaction, due to the presence
of the splices, the incident mode k = 26 is scattered into the modes of circumferential numbers given by the
sequence x = js with s = 2 the number of splices and j an arbitrary integer. Figs. 7(a) and (b) indicate a good
agreement between the results from the new method and those from the commercial code; although only a few
circumferential modes (j = 0, —1, —2, —3) modes are shown for an easy visual inspection, the comparison is
equally good for all other excited modes. The small differences between the two sets of results are partly due to
the fact that the acoustic fields were computed on different meshes by the two codes as well as to the
differences in post-processing in order to obtain the SPL values.

8. Numerical results

A further set of results obtained on a realistic geometry illustrate the use of the new spectral method in
practical terms. These results concern the calculation of the acoustic field of a single high frequency and
circumferential mode number propagated forward of a real engine inlet without acoustic liner treatment.

The engine inlet geometry was asymmetric with a scarfing angle of about 5° (the angle between the plane of
the inlet front and the engine axis) and could be accurately described using the axisymmetric mean and four
circumferential Fourier modes of asymmetry, i.e. using the modes —2<m< + 2. The mean flow had a Mach
number of 0.3 at the freestream and which became accelerated to 0.4 at the fan. Considering the first blade
passing frequency excitation and 26 fan blades, the incident circumferential mode number was x = 26 and the
reduced frequency (based on engine radius and freestream speed of sound) 30. Then, only the first radial order
mode was cut-on at the fan boundary. The computational mesh used bi-quadratic elements and 14,000 nodes
in the axial and radial directions, ensuring a minimum of eight nodes per wavelength.

Although four circumferential Fourier modes were enough to describe the asymmetric inlet geometry, the
number of modes required to accurately represent the acoustic field was expected to be greater, as the acoustic
field with a high circumferential wavenumber is less smooth than the geometry. In order to determine this
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Fig. 8. The variation of the “‘energy’’ distribution across circumferential mode number m + x with the number M of circumferential modes
used to represent the acoustic solution (a); there is no practical difference between the distribution at M = 8 and 12. An axial section
depiction of the acoustic pressure solution obtained using M = 8 (b).
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Fig. 9. Convergence histories of the BICGSTAB (—) and QMR (—-) spectral iterative methods for the inlet configurations with 1°, 2° and
5° scarfing. The lower the degree of asymmetry, the more efficient the preconditioner is and the faster the convergence.

number, a convergence test was performed through a series of calculations in which Fourier modes were added
until the acoustic solution converged. Thus, four separate calculations used M =4, 6, 8 and 12 modes and
convergence was monitored using the distribution of “energy”’ (the RMS of the solution vector in each mode)
across the Fourier modes, Fig. 8(a). The modal “energy” distribution in the case M = 12 did not change
significantly relative to the case M = 8 (using modes —8<m< + 8), therefore, the latter was practically
sufficient to obtain the solution with satisfying accuracy. Fig. 8(b) is a vertical axial section through the
acoustic pressure solution obtained using M = 8§ and depicts clearly the asymmetry of both the geometry and
of the computed acoustic field.

To illustrate the convergence properties of the spectral iterative solver based on the QMR and BICGSTAB
algorithms, a series of calculations was performed with different degrees of asymmetry. Thus, keeping the
axisymmetric circumferential mean of the same engine inlet geometry as above but linearly scaling all the
modes of asymmetry, configurations with scarfing angles of 1° (almost axisymmetric), 2° and 5° (original
geometry) were obtained. For each of these configurations, a separate acoustic calculation was performed
using the same parameters as for the inlet acoustic problem discussed above. Fig. 9 depicts the QMR and
BICGSTAB convergence histories in these three cases and shows clearly how the convergence rate was
greatest when the deviation from axisymmetry was smallest. This is explained by the fact that the
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Fig. 10. Variation of the magnitude of the far-field boundary acoustic solution with the latitude angle at four different circumferential
locations (a); — for 0 = 0°, — — for 90°, - — - for 180° and - - - for 270°. Sketch of the engine inlet surface unwrapped in the circumferential
angle coordinate (b); the fan is on the left and the farfield on the right.

preconditioner, based on an asymptotic axisymmetric approximation, is most effective when the degree of
asymmetry is smallest.

Lastly, an interesting aspect of these results is the “left-right” asymmetry of the acoustic field radiated
towards the farfield. Indeed, although the inlet geometry is symmetric with respect to the vertical axial plane,
the acoustic solution is not. Fig. 10(a) depicts the variation of the magnitude of the far-field boundary acoustic
solution ¢ (reconstructed from the circumferential Fourier representation) with the latitude angle (measured
from the engine axis at the inlet plane location). This variation is shown at four different circumferential
locations: 8 = 0° (engine top), 6 = 90° (right side as looking at engine from front), 6 = 180° (engine bottom)
and 0 = 270° (left side). While this variation has roughly the same form at different circumferential locations,
it peaks at a different maximum indicating a strong asymmetry. Thus, the maximum value of |¢| at 0 = 0° is
slightly smaller than at 6 = 180° and this is to be expected as the positive scarfing of the inlet directs noise
towards the ground. However, the maximum at 8 = 90° is roughly double the same value at 6§ = 270° and
bigger than at 6 = 180°; this results in a “left-right” difference of about 6 dB in noise intensity. Of course, the
variation discussed here is at the numerical far-field boundary rather than at the physical farfield, nevertheless
the observations are expected to be correct also at the latter.

This asymmetric radiation pattern can be explained using ray theory on Fig. 10(b) which shows a sketch of
the engine inlet surface unwrapped in the circumferential angle coordinate 6. Sound travels from the fan (left)
towards the inlet highlight (right) at an acute angle with the fan plane because of the high circumferential
mode number. Also, because of the positive scarfing, the inlet highlight (thick solid line) extends forward of
the fan to a greater extent at the top (0 = 0° and 360°) than at the bottom (0 = 180°). Consequently, at
different circumferential locations, the crests of the sound perturbation (thin dashed lines) cross the highlight
at different angles. This angle determines the strength of the sound radiated towards the farfield; the maximum
strength is roughly at 6 = 90° where the angle between the direction of propagation and the highlight line is
maximum.

Ref. [2] reports comparable results in which the acoustic field inside a plane-symmetric helicopter engine
inlet duct deviates from the plane-symmetry of the inlet geometry as the non-zero spinning modes interact with
the geometric variation about axial symmetry.

9. Performance aspects

The new spectral acroacoustic method has two important advantages over a standard 3D FE approach: it
requires significantly fewer unknowns and it benefits from an efficient specialised preconditioner.

First, consider the engine inlet problem discussed above. With 14,000 nodes in the computational mesh and
2M + 1 = 17 circumferential Fourier modes in the solution, the total number of unknowns was 0.24 million.
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The equivalent acoustic calculation using a standard 3D FE formulation with a minimum of eight nodes per
wavelength in the circumferential direction and using the same axial and radial resolution requires
approximately 3 million unknowns. Even for the spliced acoustic liner problem used for validation, where the
number of circumferential Fourier modes used was higher (2M + 1 = 53), the equivalent standard FE
approach must use at least eight times the highest cut-on circumferential wavenumber (28) resulting in a total
number of unknowns more than four times greater than the spectral method.

Second, the specialised preconditioning strategy impacts on the method in two ways. On one hand, it
ensures the solver iterations on the linear acoustic problem are stable even for larger degrees of asymmetry,
allowing the use of a relatively inexpensive solution method, such as BIGCSTAB, in preference to the more
general GMRES. On the other hand, the preconditioned iteration has a very good convergence rate; the
acoustic solution for the 5° scarfing inlet was obtained with reasonable accuracy in about 15 iterations using
BICGSTAB.

Lastly, it is worth also considering a couple of more practical performance aspects. First, the computer
implementation of the new spectral method was carried out in Matlab. Programming benefited substantially
from the high-level description of operations in Matlab as well as from a relative ease of code debugging. For
instance, preconditioning is carried out using the Matlab sparse direct solver on each pre-computed diagonal
block of the preconditioner. The second aspect is computing cost; the iterative solution of the linear acoustic
system for the engine inlet application with 5° scarfing angle required about 3 h wall-clock time on a 3 GHz
Pentium 4 PC using the BICGSTAB algorithm. This performance is comfortable even for such an application
as the design optimisation of the inlet geometry where the calculation might be repeated for a large number of
design configurations. Moreover, implementation of the new method in a programming language suitable for
scientific computation, e.g. Fortran, should result in a significant speed-up in terms of wall-clock time,
primarily due to a more efficient handling of nested loops in the residual calculation, which is inherently slow
in Matlab.

10. Conclusions

This paper has introduced a novel method for the analysis of tone noise radiation from non-axisymmetric
turbofan inlets with acoustic liner treatment. The method combines a standard FE discretisation of the
acoustic field in the axial and radial coordinates with a Fourier spectral representation in the circumferential
direction. The method requires much fewer unknowns than a standard 3D FE solution and is therefore
computationally significantly less expensive. Moreover, the use of iterative linear solvers in conjunction with
an efficient specialised preconditioning technique makes the new method very attractive for inlet aeroacoustic
applications.

Numerical examples of practical relevance have demonstrated the prediction capabilities of the new method,
with particular emphasis on acoustic liner modelling. An important aspect discussed was the number of
Fourier modes retained in the acoustic solution for an accurate representation. Also, of great practical interest
was the effectiveness of the preconditioner, illustrated clearly on a series of calculations with varying degrees
of asymmetry.

Although the proposed method is particularly targeting the niche application of engine inlet aeroacoustics,
it can be employed without modification in any situation where the degree of axial asymmetry is relatively low.
In any such case, a relatively small number of circumferential Fourier modes is adequate for an accurate field
representation. The method is also suited to cope with boundary conditions involving circumferentially
varying or even discontinuous parameters, such as spliced acoustic liners.
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