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Abstract

We analyse features of the patterns formed from a simple model for a martensitic phase transition. This is a fragmentation model that can be encoded by a general branching random walk. An important quantity is the distribution of the lengths of the interfaces in the pattern and we establish limit theorems for some of the asymptotics of the interface profile. We are also able to use a general branching process to show almost sure power law decay of the number of interfaces of at least a certain size. We discuss the numerical aspects of determining the behaviour of the density profile and power laws from simulations of the model.

1 Introduction

In this paper, we are concerned with the stochastic modelling and analysis of the self-similar patterns observed in a class of elastic crystals undergoing a shape-change at the level of the atomic lattice as a consequence of a first-order thermodynamic phase-transformation. This is the Austenite-to-Martensite (AM) phase transformation, a solid-to-solid transition observed in steel and shape-memory alloys driven by temperature or an applied mechanical stress [5]. In a temperature-driven transformation the material evolves from austenite, the highly symmetric and highly homogenous crystal phase (typically the cubic lattice), as temperature decreases via a series of “avalanches” from one energetically metastable state to another. The energy releases associated with the avalanches are manifested in the nucleation and growth of thin regions where the molecules are arranged locally according to a lower-symmetry lattice (martensite) as well as in acoustic waves generated by their moving interfaces. As a result, an intricate highly inhomogeneous pattern soon emerges populated by sharp interfaces that separate thin plates composed of mixtures of different martensitic phases (i.e., rotated copies of the low-symmetry lattice) and planes separating the austenite from martensite, what in the materials science literature is known as a microstructure (see Figure 1 and also a movie supplementary to [25]). An important point is that the Austenite-to-Martensite transformation is purely structural. It does not involve chemical reactions or diffusion but only a morphological change in the atomic arrangements. While the nucleation site of the interfaces is influenced by the state of disorder of the system, lattice defects and impurities which typically requires a probabilistic modelling approach, their orientation and directions of propagation are determined by the kinematic compatibility of the various crystal phases,
which are defined by rigid algebraic relations incorporated in the symmetry properties of the transformed lattice.

Statistical analysis of the acoustic activity captured during the transformation \cite{24} shows that several macroscopic variables such as amplitude, duration and energy of the acoustic waves exhibit a power law behaviour and a characteristic exponent. More experimental evidence \cite{23} seems to suggest that the exponents measured are indeed characteristic of an entire class of materials undergoing a specific AM transformation, leading to the conclusion, which constitutes the ansatz of this work, that materials with different chemical composition may be grouped into universality classes identified uniquely by the symmetry reduction of the AM transformation.

Although of great relevance for technological applications and despite the substantial literature on the analysis and prediction of the statics of this transformation, it is remarkable that the dynamics of the martensitic transition is still to date an outstanding open modelling problem \cite{1}, \cite{18}.

The modelling approach we propose for the dynamics of the AM transformation consists of a fragmentation process in which the microstructure evolves via formation of thin plates of martensite embedded in a medium representing the austenite. Here, the plates are idealized as planar surfaces which nucleate and propagate according to a stochastic process in space and time and that are allowed to grow parallel to a given set of admissible directions. Our main focus will be on a simple model in two dimensions and we imagine that the unit square represents the reference configuration occupied by the material in the austenitic phase. In our caricature model, nucleation events occur as a Poisson process in this domain and as each point appears it generates, with equal probability, a plate which propagates orthogonally in either the $x$ or $y$ direction. These plates propagate until they hit a part of the structure of plates that has already appeared or the boundary of the domain and as result a complicated structure of rectangles soon emerges. A physical process which generates patterns of the type we are interested in is shown in Figure 1 and the initial steps of a realization of the model are shown in Figure 2.

Figure 1: Snapshot from a temperature series of scanning electron micrographs of the alloy NiMnGa. Here the dark grey area corresponds to untransformed material (austenite) and the light grey 'needles' evolving in vertical or horizontal direction correspond to the domain already transformed into a martensitic phase. Courtesy of Robert Niemann and reproduced with the permission of the author.

It is believed that the acoustic emissions in experiments on the AM transformation are associated with the formation of plates and the power laws observed should correspond to
power laws in the number of plates. By encoding our probabilistic model into a general branching random walk, we are able to obtain predictions for the asymptotic behaviour of features of the random pattern generated. The question that we address is the behaviour of the number of plates of a given size. We treat two versions of this problem.

1. We look at the asymptotics for the sizes of small interfaces and show that this depends on the way the pattern is generated and is not a power law.

2. For a complete fragmentation we consider the number of interfaces above a certain size and obtain a power law for this quantity.

An analogous modelling approach for martensitic microstructure has been adopted for the first time, to the best of our knowledge, in [22], where the structural properties of martensite are deduced from the Fourier analysis of a 2D pattern obtained from a fragmentation process. We also refer to [26] for an alternative probabilistic model based on a fragmentation scheme which takes place over a finite-spacing lattice and addresses our second question. Besides the discrete nature of the model [26], the main difference with the present investigation lies in the mathematical approaches adopted for the analysis. In [26] the investigation is focused on the exact solution of a complicated finite-difference equation obtained ‘from scratch’ for the conditional probability of splitting events occurring at the lattice level and the outcome is limited to the construction of the asymptotic mean profile of the geometric quantities of interest. Conversely, in the present scenario general branching process theory provides finer information on the shape of the asymptotic distribution of the interfaces as it shows there is almost sure convergence of the quantities of interest to a limit random variable. It also allows us to vary the model more easily.

There are many papers which discuss models for patterns created by fragmentation. This model is referred to as the Gilbert tesselation in [17], where some features of the patterns are discussed. For mathematical work on the analysis of other fragmentation processes of relevance here, see [4] and [16]. In the scalar case, we refer to [13] and [14] where a simple fragmentation model has been introduced for the description of first order phase transitions occurring as avalanches. For two dimensional fragmentation processes there is work on quadtrees which provides a more sophisticated analysis [10] of a model related to the one we discuss here. Alternative approaches may be found in work on random tessellations. For tessellations of a compact region generated by iterations we refer to [19], and branching wise [15].

1.1 The model

The model divides the unit square up into a succession of rectangles which then evolve in time to get broken up into smaller and smaller pieces. The initial reference configuration is a unit square (Figure 2a) representing a homogeneous lattice in the high-symmetry phase (austenite). A point is selected in the square according to a uniform probability distribution and a line through the point is drawn in one direction, either horizontal (with probability $p$) or vertical (with probability $1 - p$). The line extends through the square until it hits the boundary of the domain and as a result the initial square is fragmented into two rectangles (Figure 2b). Now we iterate the procedure by picking a second point, again chosen according to a uniform probability distribution in the initial unit square and draw a line passing through this point in either direction, horizontal or vertical with probability $p$ and $1 - p$ respectively (in the illustration in Figure 2c the horizontal direction). Now the line extends through
the domain until it hits the boundary of the unit square or a part of the domain which has already transformed.
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Figure 2: (a)-(d) show the initial stages of a fragmentation process. (e) is the configuration after 11 nucleation events.

We continue iterating this procedure by choosing a nucleation point at random in the unit square and splitting the rectangle containing it, soon resulting in a complicated pattern (Figure 2d and 2e). The requirement that interfaces cannot overlap is an important ingredient of the model inspired by experiments. It constitutes the modelling mechanism for a material where the parts which have already transformed into martensite cannot evolve any further. The procedure described above is equivalent to requiring the nucleation to occur in a rectangle with a probability proportional to its area. This process can be continued indefinitely to get a complete fragmentation of the unit square. It is easy to see that, as each rectangle is split in two and the future evolution inside a rectangle is independent of what occurs outside, the individual rectangles that arise can be encoded by an infinite binary tree and then any pattern we see at a finite scale can be obtained by taking a cut through the branches of this tree. We will be interested in different ways of looking at this tree and will consider two time parametrizations that lead to a tractable analysis. Simulations of the outcome from the two different versions are shown in Figure 3.
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Figure 3: Left: microstructure obtained for the fragmentation model of Section 1.1. At each step we split the rectangle of largest area. Here $p = \frac{1}{2}$. Right. Pattern obtained when each existing rectangle is split at the same time. Both microstructures are composed of $2^{15}$ rectangles.

With Figure 3-Left we show a realization of the pattern obtained when, at each iteration, a new nucleation point is selected according to a uniform probability distribution in the rectangle of largest area. In order to do this we introduce a time parametrization so that at time $t$ in this evolution all rectangles in the pattern have area at most $e^{-t}$. This is the fragmentation mechanism analysed in Section 3.1.

Figure 3-Right shows one realization of the fragmentation process described in Section 3.2 which consists of splitting, at a fixed time, all the rectangles available regardless of their
size. This fragmentation mechanism leaves $2^n$ rectangles after $n$ steps, resulting in a pattern which after a finite number of steps is highly inhomogeneous. This is evident by observing the microstructure of Figure 3-Left which is composed of the same number of rectangles as Figure 3-Right. This difference is made rigorous in the theoretical analysis in Section 3 and empirically through the statistics of the distribution of rectangles in Section 6.1.

In order to describe the model mathematically we consider each rectangle as determined by two coordinates $(a, b)$ which are the side lengths for the edges parallel to the horizontal and vertical axes respectively. Nucleation events occur as a Poisson process in time and lead to the formation of an interface. The nucleation point is uniformly distributed in the rectangle and with probability $p$ the interface grows horizontally or with probability $1 - p$ it grows vertically until it reaches the edges of the rectangle in the vertical or horizontal direction respectively. In this way we can see that the rectangle $(a, b)$ evolves as

$$(a, b) \rightarrow \begin{cases} 
\{(a, bU), (a, b(1 - U))\} & \text{probability } p \\
\{(aU, b), (a(1 - U), b)\} & \text{probability } 1 - p
\end{cases}$$

where $U$ is a uniform random variable on $[0, 1]$.

The three-dimensional version of the fragmentation scheme is obtained analogously to the two-dimensional version by breaking down a unit cube into many rectangular cuboids by drawing planar plates. The procedure starts when a point is picked according to a uniform probability distribution on the unit cube. A plate through the point and orthogonal to either the $e_1$, $e_2$ or $e_3$ direction (assuming the standard Euclidian basis) with probability respectively $p_1, p_2$ or $1 - p_1 - p_2$ (with $0 \leq p_1, p_2, p_1 + p_2 \leq 1$) splits the cube into two rectangular cuboids. We iterate this procedure by picking another point in the interior of the rectangular cuboid of largest volume and repeating the fragmentation procedure by allowing the plates to grow till they hit the boundary of the cube or another part of the domain which has already transformed (see Figure 4).

Figure 4: Three stages of the 3D fragmentation model observed after $n$ iterations. From left to right, $n = 10, 100, 1000$. Here $p_1 = p_2 = \frac{1}{3}$.

1.2 The main results

Our aim is to look at certain asymptotic quantities associated with the resulting collection of rectangles. In particular we would like to determine the power law growth of the number of interfaces of at least a certain size. We now discuss two ways of looking at the model and give two theorems that show the different type of asymptotic analysis that can be performed.
Firstly we consider the asymptotics of the sizes of small rectangles in the pattern when we split the largest area first. Let $\tilde{N}_t(A)$ denote the number of rectangles with side length $(a, b) \in A \subset [0, 1]^2$ at time $t$. We will show the following:

**Theorem 1.1.** Let $S$ be a closed convex set with non-empty interior in $[0, 1]^2$.

1. If $S \cap \{(a, b) : ab = e^{-1}\} = \emptyset$, then
   \[ t^{-1} \log \tilde{N}_t(e^{-t}S) \to -\infty, \quad t \to \infty, \quad \text{a.s.} \]

2. If $S \cap \{(x, y) : ab = e^{-1}\} \neq \emptyset$, then setting $\beta = \sup \{\gamma^*(a, b) : (a, b) \in S\}$, where
   \[ \gamma^*(a, b) = 2\sqrt{\log a \log b}, \quad ab = e^{-1}, \]
   and $\gamma^*(a, b) = 0$ for all other values of $a, b$, we have
   \[ t^{-1} \log \tilde{N}_t(e^{-t}S) \to \beta, \quad t \to \infty \quad \text{a.s.} \]

In the case where each rectangle splits independently at the same constant rate we obtain a different function $\gamma^*$ which is strictly positive over an open set and given in (3.4).

For our second result we do not consider time but look at the number of interfaces that have ever appeared with length greater than say $x$. In the two-dimensional version of the model this quantity is only finite if there is a bias in the direction of interface formation. However, in the three dimensional unbiased version of the model, in which we split rectangular cuboids uniformly in the same way as above, we obtain a power law exponent. More precisely, if we set $N_h(x)$ to be the number of horizontal plates with area at least $x$ in the limit pattern, then

**Theorem 1.2.** There exists a non-degenerate random variable $W > 0$ such that

\[ \lim_{x \to 0} N_h(x)x^3 = W, \quad \text{a.s.} \]

By symmetry the same result holds for the plates which are parallel to the other axial directions and hence the total number of plates of more than a given area is power law with exponent 3. As this is a limit result, the initial domain is not important and we would expect to see that any material which fragmented uniformly at random by plates orthogonal to the axial directions would have the exponent 3 for decay of the areas of the interfaces.

The structure of the paper is as follows. We begin by describing the general branching process and the general branching random walk along with the main theorems concerning the growth rates of these processes in Section 2. In Section 3 we show how our model can be encoded as a general branching random walk. Using this we perform an analysis of the asymptotics for the number of rectangles of a given size within the pattern as a proxy for the lengths of the interfacial plates. In the case where we split the largest area first, this requires an extension of previous results on the general branching random walk. We then consider an alternative formulation in Section 4 in which we can calculate the asymptotics for the number of edges greater than a given length but only in a biased version of the model. In Section 5 we consider a variety of extensions of the model, including the three-dimensional case, and illustrate some further analytic results that can be obtained. In Section 6 we perform numerical experiments which confirm the analytical results and discuss the issues which need to be addressed when recovering these asymptotic results via simulations.
2 General branching processes

In the next section we will code up our fragmentation problem using a general branching random walk. The whole structure can be captured in a labelled tree as the evolution inside any rectangle does not affect what happens outside that rectangle. Thus in our tree each vertex will represent a rectangle and we put labels on the vertices to capture the information that we need about the size of the rectangle. The natural setting for this is the theory of general branching processes.

In the Crump-Mode-Jagers or general branching process (GBP), we model the evolution of a population of individuals who evolve independently. The typical individual \( x \) is born at time \( \sigma_x \), has offspring whose birth times are determined by a point process \( \xi_x \) on \((0, \infty)\), a lifetime modelled as a non-negative random variable \( L_x \), and a (possibly random) càdlàg function \( \phi_x \) on \( \mathbb{R} \) called a characteristic. For a general branching random walk (GBRW) we include a process for the birth position \( \eta_x \) as well as the birth time. We will develop the set up for the GBRW and then, by ignoring the spatial structure, we will have a GBP.

We now establish the model formally. Let \( I_n = \mathbb{N}_+ \times I_0 \) and \( I = \cup_k I_k \). A sequence in \( I \) will be denoted \( i \in I \), though we will write \( i \in I_1 \). \( I_0 \) is the empty sequence \( \emptyset \). We write \( ij \) for the concatenation of sequences \( i \) and \( j \in I \). For a point \( i \in I \setminus I_n \), denote by \( i|_n \) the sequence truncated to length \( n \) and by \( i[n] \) the \( n \)-th element of \( i \). We write \( j \leq i \) if \( i = jk \) for some \( k \), and denote by \( |i| \) the length of the sequence \( i \).

If \( i \) has \( j \) children, then these are \( i1, i2, \ldots, ij \). A tree \( T \) is a subset of the space \( I \) such that:

i) \( \emptyset \in T \) the root of the tree;

ii) \( i \in T \) implies \( i|_k \in T \) for all \( k < |i| \);

iii) if \( ij \in T \) for some \( j \in \mathbb{N} \), then \( i, i1, i2, \ldots, i(j - 1) \in T \).

We have a one-one correspondence between trees and feasible realisations of the set of individuals in a branching process. In this paper, unless otherwise stated, from the next section the tree will be fixed as a binary tree.

We now introduce suitable labels on the tree. For each element \( i \in I \), let the life-story for \( i \) be \( V_i = (L_i, \xi_i, \eta_i, \chi_i) \). The \( V_i \) are i.i.d., \( L_i \in \mathbb{R}_+ \) is the life span, \( \xi_i : \mathbb{R}_+ \rightarrow \mathbb{Z}_+ \) (non-decreasing) is the birth time process, \( \eta_i : \mathbb{R}_+ \rightarrow \mathbb{R}^d \) is the birth position process, and \( \chi_i : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is the characteristic, a function used to count attributes of the individual. For \( t \leq L_i \), \( \xi_i(t) \) is the number of children born to \( i \) up to and including time \( t \). Let \( N_i = \xi_i(L_i) \) be the total number of children born to \( i \). For a general branching random walk, we make no assumption about the joint distribution of \( L_i, \xi_i, \eta_i \) and \( \chi_i \), though we can w.l.o.g. assume that \( \xi_i(t) = \xi_i(t \wedge L_i) \). Let the birth time of \( \emptyset \) be \( \sigma_\emptyset = 0 \), and let the birth time for \( ij \) be \( \sigma_{ij} = \sigma_i + t_i(j) \), where \( t_i(j) = \inf\{t : \xi_i(t) \geq j\} \). Any distribution for \( V_\emptyset \) induces a probability space \((\Omega, \mathcal{B}, \mathbb{P})\), where \( \Omega \) is the space of trees \( T \) and associated life-stories \( \{V_i : i \in T\} \).

2.1 The general branching process

A key result for the GBP was obtained by Nerman [21] in which he established a reasonably general strong law of large numbers for the GBP.

For the GBP we take \( \eta_i = 0 \) in our earlier framework, so that we ignore the spatial component of the process. For the general branching process individual \( i \) has \( \xi_i(0, \infty) \) offspring
whose birth times $\sigma_i$ satisfy

$$\xi_i = \sum_{i=1}^{\xi_i(\infty)} \delta_{\sigma_i - \sigma_i}.$$  

The trace of the underlying Galton-Watson branching process is a random subtree of $I$ which we denote by $\Sigma$.

We assume that the triples $(\xi_i, L_i, \chi_i)$ are i.i.d. but make no assumptions on the joint distribution of $(\xi_i, L_i, \chi_i)$. We write $(\xi, L, \chi)$ for an unspecified individual. We will write $\mathbb{P}$ for the law of the general branching process and $\mathbb{E}$ for its expectation.

Let

$$\xi(t) = \xi((0, t]), \quad \nu(dt) = \mathbb{E}\xi(dt), \quad \xi_\gamma(dt) = e^{-\gamma t}\xi(dt), \quad \text{and} \quad \nu_\gamma(dt) = \mathbb{E}\xi_\gamma(dt),$$

for $\gamma \in (0, \infty)$. We assume that the general branching process is super-critical in that there exists a Malthusian parameter $\alpha \in (0, \infty)$ given by the value of $\gamma$ such that $\nu_\gamma(\infty) = 1$.

We will also need $\mu_1 = \int_0^\infty t\nu_\alpha(dt)$, the first moment of the probability measure $\nu_\alpha$.

The characteristic $\chi$ enables us to count quantities in the population. The characteristic counting process $Z_\chi$ is defined as

$$Z_\chi(t) = \sum_{i \in \Sigma} \chi_i(t - \sigma_i). \quad (2.1)$$

There is a recursive decomposition of $Z_\chi$

$$Z_\chi(t) = \sum_{i \in \Sigma} \chi_i(t - \sigma_i) = \chi_\emptyset(t) + \sum_{i=1}^{\xi_\emptyset(\infty)} Z_i^\chi(t - \sigma_i), \quad (2.2)$$

where the $Z_i^\chi$ are i.i.d. copies of $Z_\chi$.

To state the strong law of large numbers for the process $Z_\chi$ we require two more quantities.

Firstly we define the discounted mean process and the discounted characteristic

$$z_\chi(t) = e^{-\alpha t}\mathbb{E}Z_\chi(t) \quad \text{and} \quad u_\chi(t) = e^{-\alpha t}\mathbb{E}\chi(t).$$

It is easy to check that these satisfy the renewal equation

$$z_\chi(t) = u_\chi(t) + \int_0^\infty z_\chi(t - s)\nu_\alpha(ds). \quad (2.3)$$

The second quantity we require is the analogue of the classical branching process martingale defined by

$$M_t = \sum_{i \in \Lambda_t} e^{-\alpha \sigma_i},$$

where

$$\Lambda_t = \{i \in \Sigma : i = ji \text{ for some } j \in \Sigma, i \in \mathbb{N}, \text{ and } \sigma_j < t < \sigma_i\}$$

is the set of individuals born after time $t$ to parents born up to time $t$. The process $M$ is a non-negative càdlàg $\mathcal{F}_t$-martingale with unit expectation, where

$$\mathcal{F}_t = \sigma(\mathcal{F}_1, \sigma_1 \leq t) \quad \text{and} \quad \mathcal{F}_1 = \sigma(\{\xi_j, L_j \} : \sigma_j \leq \sigma_1).$$
As $M$ is a positive martingale, by the martingale convergence theorem, $M_t \to M_\infty$ as $t \to \infty$, almost-surely, for some random variable $M_\infty$. Furthermore, under the condition that $\mathbb{E}[\xi(\infty)(\log\xi(\infty))_+] < \infty$, the martingale $M$ is uniformly integrable, there is $L^1$ convergence $M_t \to M_\infty$ and the limit random variable is non-degenerate in that $0 < M_\infty < \infty$.

We now give Nerman’s Theorem, a strong law for the general branching process counted with characteristic $\chi$. This version is Theorem 2.5 in [11] (coupled with the comments in the paragraph preceding the statement of the Theorem).

**Theorem 2.1.** Let $(\xi, L, \chi)|_t$ be a general branching process with Malthusian parameter $\alpha$, where $\chi \geq 0$ and $\chi(t) = 0$ for $t < 0$. Assume that $\nu_\alpha$ is non-lattice. Assume further that $\mathbb{E}[\xi(\infty)] < \infty$ and there exists a non-increasing bounded positive integrable càdlàg function $h$ on $[0, \infty)$ such that $\mathbb{E}\left(\sup_{t \geq 0} e^{-\gamma t} \chi(t) h(t)\right) < \infty$. Then,

$$z^\chi(t) \to z^\chi(\infty) = \mu^{-1} \int_0^\infty u^\chi(s) ds,$$

and

$$e^{-\gamma t} Z^\chi(t) \to z^\chi(\infty) M_\infty, \; a.s.,$$

as $t \to \infty$, where $M_\infty$ is the almost sure positive limit of the fundamental martingale of the general branching process. Furthermore, if $\mathbb{E}[\xi(\infty)(\log \xi(\infty)_+)] < \infty$, the convergence also takes place in $L^1$.

### 2.2 General branching random walks

To discuss the GBRW we introduce a spatial component to the process. Let the birth position of $\emptyset$ be $z_\emptyset = 0$, and let the birth position of $ij$ be $z_{ij} = z_i + \eta_i(t_i(j))$. Let $\delta_x$ be the point mass at $x$. It is often useful to think about $Z_t$, the point process of individuals alive at time $t$, that is

$$Z_t = \sum_{i \in T} \chi_i(t - \sigma_i) \delta_{z_i},$$

where the characteristic $\chi_i(t) = I_{\{t < L_i\}}$. Another useful process is $Y_t$ the point process in $\mathbb{R}^d$ given by the coming generation at time $t$. That is $Y_t = \sum_{ij \in T, \sigma_i < t, \sigma_j \geq t} \delta_{z_{ij}}$. Here we give a theorem about the growth and spread of such processes.

It is a classical result that a supercritical branching process will grow exponentially and that a supercritical branching random walk will have an associated shape theorem which indicates the region in which the number of particles will grow exponentially. Here we quote a result from Biggins [8] in the $d$-dimensional case. A full version of the 1-dimensional case is stated and proved in [9].

Firstly we need to define some terms. The moment generating function for the positions and birth times of the offspring is

$$m(\theta, \phi) = E \int e^{\theta x - \phi t} \eta_0(dx) \xi_0(dt), \; \theta \in \mathbb{R}^d, \phi \in \mathbb{R}_+.$$

We assume that $m(\theta, \phi) < \infty$ in a neighbourhood of the origin. We set

$$\alpha(\theta) = \inf\{\phi : m(\theta, \phi) \leq 1\},$$
and $\alpha^*$ to be the Legendre transform defined by

$$\alpha^*(a) = \inf_\theta \{a.\theta + \alpha(\theta)\}.$$ 

We write $A := \{a : \alpha^*(a) > -\infty\}.$

Let $N_t$ be the number of individuals at time $t$ counted according to the characteristic $\chi$.

$$N_t = \sum_{i \in T} \delta_{z_i}(t - \sigma_i),$$

for the random measure of the positions of all the individuals counted by the characteristic $\chi$ at time $t$. Thus if $\chi_i(t) = I_{(\sigma_i < t)}$, then $N_t(A)$ is the number of individuals that have been in the set $A$ by time $t$. The characteristic $\chi_{ij} = I_{(\sigma_i < t, \sigma_j \geq t)}$ gives $N_t = Z_t$, the process which records the locations of the individuals in the coming generation at time $t$. We will see that this captures the rectangles which arise from splitting rectangles of area larger than $e^{-t}$, but not yet splitting ones of smaller area.

**Definition 2.2.** A process is said to be well regulated if

$$E \sup_t e^{-\alpha(\theta) t} \chi_\emptyset(t) < \infty.$$ 

It has exponential tails if for any unit vector $n$ there are $\theta, \phi$ such that $m(n.\theta, \phi) < \infty$.

We say that the process is lattice if the spatial location of the offspring is confined to lie on a discrete subgroup of $\mathbb{R}$.

**Theorem 2.3.** [8] Theorem 4.1] Suppose that the process with the characteristic $\chi$ is well regulated, non-lattice with exponential tails. Suppose that $A$ is a closed convex set with a non-empty interior such that $A \cap A^c = \emptyset$. Let $\beta = \sup\{\alpha^*(a) : a \in A\}$.

1. If $\beta < 0$, then for any $\gamma > \beta$

$$e^{-\gamma t} N_t(tA) \to 0, \ t \to \infty, \ a.s.$$ 

2. If $\beta > 0$, then

$$t^{-1} \log N_t(tA) \to \beta, \ t \to \infty \ a.s.$$ 

In the problem at hand the spatial locations and birth times of offspring will take values in $\mathbb{R}^{d+1}$ and hence the non-lattice condition is fulfilled. The other conditions will also follow straightforwardly in our application. Thus we should see exponential growth of the number of individuals at points in the interior of the region where $\beta > 0$. Unfortunately this theorem is not directly applicable as we will see that, for our model where we split the largest rectangle first, the function $\alpha^*(a)$ is only finite on a line segment in $\mathbb{R}^2$ and thus we will establish a version of this theorem for our model directly.

We also note that there are more refined theorems in less general settings, for instance in [27] and [27] and a large subsequent literature for discrete time branching processes, Markov branching process, branching diffusions and fragmentation processes.
3 Asymptotics of rectangles

In order to capture the patterns in our model for the martensitic phase transition, we encode
the model as a general branching random walk in $\mathbb{R}_+^2$. We will regard each rectangle as an
individual in the branching process and their location will be determined by the side lengths
of the corresponding rectangle.

For each vertex $i$ in the tree we have a pair $(U_i, B_i)$ where $U_i$ is a uniformly distributed
random variable over $[0, 1]$ determining the random division of the rectangle and $B_i$ is a
Bernoulli random variable which determines whether the interface is horizontal or vertical, so

$$B_i = \begin{cases} 1 \text{ horizontal} \\ 0 \text{ vertical} \end{cases}$$

We assume that it is a Bernoulli($p$) random variable for some $0 < p < 1$. Using this we can
write the possible outcomes for a rectangle $(a, b)$ with index $i$ from a splitting event as the
two pairs

$$(a, b) \rightarrow \begin{cases} ((1 - B_i)U_i a, B_i U_i b), \\ ((1 - B_i)(1 - U_i) a, B_i(1 - U_i)b). \end{cases}$$

At this stage there is no time parameter; the tree provides a description of all the frag-
mentations. We now consider two possible time parametrizations. In the first we split the
rectangles to ensure that at a given time all rectangles are at most a certain size. In the
second every rectangle evolves independently of the rest, the splitting time chosen according
to a given distribution. We will discuss the deterministic and exponential cases in detail.

3.1 Splitting largest areas first

In our first approach we ensure the rectangles in the pattern are of roughly the same size
at a given time by taking the birth time of the individual to be determined by their size.
To incorporate the branching structure we will make a logarithmic transformation of the
coordinate system. In this way all the individuals alive at time $t$ correspond to rectangles
with areas that are at most $e^{-t}$.

In order to convert this into a GBRW we regard each rectangle as an individual with a
location given by the logarithm of the side lengths of the rectangle. We also introduce a time
coordinate in order to ensure that the larger rectangles split before the smaller ones and do
this using the space and time distribution of the offspring of individual $i$:

$$\eta_i, \xi_i = \begin{cases} (- (1 - B_i) \log U_i, - B_i \log U_i) & - \log U_i \\ (- (1 - B_i) \log(1 - U_i), - B_i \log(1 - U_i)) & - \log(1 - U_i) \end{cases}$$

That is the offspring distribution of spatial positions and birth times is the point process

$$(\eta(dx), \xi(dt)) = \begin{cases} (\delta(0, - \log x))(dx), \delta_{- \log t}(dt))I_{\{x=t\}} + (\delta(0, - \log (1-x)))(dx), \delta_{- \log(1-t)}(dt))I_{\{x=t\}} & p \\ (\delta(- \log x, 0))(dx), \delta_{- \log t}(dt))I_{\{x=t\}} + (\delta(- \log (1-x), 0))(dx), \delta_{- \log(1-t)}(dt))I_{\{x=t\}} & 1 - p. \end{cases}$$

Thus we can view this evolution as the individual has two offspring which are both born in
a location displaced from their parent by a shift in either the $x$ or $y$ coordinate directions.
The time of their births is determined by how far they are displaced. The individual dies at
the time of its last birth, giving $L_i = \max\{- \log U_i, - \log (1 - U_i)\}$. 
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The associated general branching random walk, denoted by $Z_t$, is the point process of individuals in the population at their respective locations at time $t$. Each individual reproduces independently according to the point process above. In order to count all the individuals representing rectangles that have subdivided by time $t$ we need to use a characteristic. This we choose to be the indicator of individuals who are born after time $t$ to mothers born before time $t$ - that is the coming generation, denoted by $M_t$.

We now proceed to do the concrete calculations for the interface model we have here. From this we will be able to compute asymptotically how many individuals are in a given region at a given time and hence how many rectangles there are of certain sizes.

We recall the definitions from Section 2.2. Firstly we compute $m(\theta, \phi)$. It is straightforward to calculate this from our description of the individual particle evolution. We let $\theta = (\theta_1, \theta_2)$,

$$m(\theta, \phi) = E \int e^{-\theta \cdot \chi - \phi \cdot \eta_0} (dx) \xi_0 (dt)$$

$$= (1 - p) \int_0^1 e^{\theta_1 \log u + \phi \log u} + e^{\theta_1 \log (1-u) + \phi \log (1-u)} du$$

$$+ p \int_0^1 e^{\theta_2 \log u + \phi \log u} + e^{\theta_2 \log (1-u) + \phi \log (1-u)} du$$

$$= \frac{2(1-p)}{1+\theta_1 + \phi} + \frac{2p}{1+\theta_2 + \phi},$$

which is finite for $(\theta, \phi) \in \{\theta_1, \theta_2, \phi : \theta_1 + \phi > -1, \theta_2 + \phi > -1\}$.

Then we can find $\alpha(\theta)$ as

$$\alpha(\theta) = \inf \{ \phi : m(\theta, \phi) \leq 1 \}$$

$$= \inf \{ \phi : \phi^2 + (\theta_1 + \theta_2)\phi + \theta_1\theta_2 + (2p-1)(\theta_2 - \theta_1) - 1 \geq 0 \}.$$

Thus by continuity we can solve the quadratic and take the smallest root over the set where $m(\theta, \phi)$ is defined to get

$$\alpha(\theta) = -\frac{1}{2}(\theta_1 + \theta_2) + \frac{1}{2} \sqrt{(\theta_1 - \theta_2)^2 + 4(2p-1)(\theta_2 - \theta_1) + 4}.$$

Note that $\alpha(\theta)$ exists for all $\theta \in \mathbb{R}^2$ and that it is positive for all $\theta_1 + \theta_2 < 0$.

We now wish to determine the Legendre transform

$$\alpha^* (a) = \inf_{\theta} \{ a \cdot \theta + \alpha(\theta) \}.$$

At this point it is useful to change variables and set $\varphi = \theta_1 + \theta_2$ and $\psi = \theta_1 - \theta_2$ with $\varphi, \psi \in \mathbb{R}$,

$$\theta_1 = \frac{\varphi + \psi}{2}, \quad \theta_2 = \frac{\varphi - \psi}{2}.$$

Thus our function to minimize becomes

$$a \cdot \theta + \alpha(\theta) = \frac{1}{2} \varphi(a_1 + a_2 - 1) + \frac{1}{2} (a_1 - a_2)\psi + \frac{1}{2} \sqrt{\psi^2 + 4(2p-1)\psi} + 4.$$

Hence, if $a_1 + a_2 - 1 \neq 0$, the infimum is $-\infty$ by taking $\varphi \to \pm \infty$. If we have $a_1 + a_2 - 1 = 0$, then we are left with an equation in $\psi$ which we can minimise to get

$$\psi = -2(2p-1) + \frac{4 \sqrt{p(1-p)} |a_1 - a_2|}{\sqrt{1 - (a_1 - a_2)^2}},$$
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and hence
\[
\alpha_p^*(a) = \begin{cases} 
2\sqrt{p(1-p)}\sqrt{1 - (a_1 - a_2)^2} + (a_1 - a_2)(2p - 1), & a_1 + a_2 = 1 \\
-\infty & a_1 + a_2 \neq 1.
\end{cases}
\] (3.1)

In the case where \( p = 1/2 \) this is
\[
\alpha^*(a_1, a_2) = \begin{cases} 
\sqrt{1 - (a_1 - a_2)^2}, & a_1 + a_2 = 1 \\
-\infty & a_1 + a_2 \neq 1.
\end{cases}
\]
That is, for \( 0 \leq a_1 \leq 1 \) we have
\[
\alpha^*(a_1, 1 - a_1) = 2\sqrt{a_1(1-a_1)} = 2\sqrt{a_1a_2}
\]
and \( \alpha^*(a_1, a_2) = -\infty \) for all other values of \( a = (a_1, a_2) \).

Unfortunately, as \( \alpha^*(a) \) is only finite on a closed set, we cannot apply the original theorem of Biggins but give our own version for this degenerate set up.

**Theorem 3.1.** Suppose that \( A \) is a closed convex set in \( \mathbb{R}_+^2 \) with a non-empty interior. Let \( \beta = \sup \{ \alpha^*(a) : a \in A \} \).

1. If \( A \cap \{ (x, y) : x + y = 1 \} = \emptyset \), then
   \[
t^{-1} \log N_t(tA) \to -\infty, \quad t \to \infty, \quad a.s.
\]
2. If \( A \cap \{ (x, y) : x + y = 1 \} \neq \emptyset \), then setting \( \beta = \sup \{ \alpha^*(a) : a \in A \} \) we have
   \[
t^{-1} \log N_t(tA) \to \beta, \quad t \to \infty \quad a.s.
\]

**Proof:** In order to prove this theorem we use the one-dimensional version of the result from [9] and follow the same line of reasoning as [8]. At this point we will just prove the version where \( p = 1/2 \). The extension to general \( p \) is a minor modification.

We consider the projections of the model onto lines through the origin at angle \( \psi \). That is the points \((0,y) \to y\sin \psi \) and \((x,0) \to x\cos \psi \). We now consider the one-dimensional projected general branching random walk which has offspring distribution as
\[
(\cos(\psi) \log U, -\cos(\psi) \log (1-U)) \quad \text{with probability } \frac{1}{2}
\]
\[
(-\sin(\psi) \log U, -\sin(\psi) \log (1-U)) \quad \text{with probability } \frac{1}{2}.
\]

The Theorem of Biggins [9] will then apply to this case for all points except possibly at \( \tilde{a}_{\psi} := \sup \{ a : \alpha^*_\psi(a) > -\infty \} \), the right boundary of finiteness of \( \alpha^* \).

Let \( n_\psi = (\cos(\psi), \sin(\psi)) \) be a unit vector with angle \( \psi \). By construction the moment generating function for the projection of the GBRW onto the line in the direction \( n_\psi \) is given by

\[
m_\psi(\theta, \phi) = m(\theta n_\psi, \phi) = \frac{1}{1 + \cos(\psi)\theta + \phi} + \frac{1}{1 + \sin(\psi)\theta + \phi}
\]

and similarly we have
\[
\alpha_\psi(\theta) = \alpha(\theta n_\psi) = -\theta c_\psi + \sqrt{\theta^2 d_\psi^2 + 1},
\]
where
\[
c_\psi = \frac{\cos(\psi) + \sin(\psi)}{2}, \quad d_\psi = \frac{\cos(\psi) - \sin(\psi)}{2}.
\]
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Computing the Legendre transform of $\alpha_\psi(\theta)$ as before we obtain, assuming $\psi \neq \pi/4$,

$$
\alpha^*_\psi(a) = \begin{cases}
\sqrt{1 - \left(\frac{c_\psi - a}{d_\psi}\right)^2}, & |c_\psi - a| \leq d_\psi, \\
-\infty, & |c_\psi - a| > d_\psi.
\end{cases}
$$

Rewriting this we have

$$
\alpha^*_\psi(a) = \begin{cases}
2\sqrt{\frac{(\cos(\psi) - a)(a - \sin(\psi))}{(\cos(\psi) - \sin(\psi))^2}}, & \sin(\psi) \wedge \cos(\psi) \leq a \leq \cos(\psi) \vee \sin(\psi), \\
-\infty, & a < \sin(\psi) \wedge \cos(\psi), \quad a > \cos(\psi) \vee \sin(\psi).
\end{cases}
$$

In the case where $\psi = \pi/4$ we see that $\alpha_{\pi/4}(\theta) = -\frac{\theta}{\sqrt{2}} + 1$ and thus

$$
\alpha^*_{\pi/4}(a) = \begin{cases}
1, & a = 1/\sqrt{2}, \\
0, & a \neq 1/\sqrt{2}.
\end{cases}
$$

Let

$$
\mathcal{L}_c = \bigcap_{\psi \in (0,2\pi)} \{ a : \alpha^*_\psi(a.n_\psi) \geq c \},
$$

where

$$
\alpha^*(a.n_\psi) = 2\sqrt{\left((1 - a_1)(\cos(\psi) - a_2\sin(\psi))(a_1\cos(\psi) - (1 - a_2)\sin(\psi))\right)}.
$$

It is easy to see that the line segment $\{ a : 2\sqrt{a_1a_2} \geq c, a_1 + a_2 = 1 \} \subset \{ a : \alpha^*_\psi(a.n_\psi) \}$ for all $\psi \in [0,\pi/4) \cup (\pi/4,\pi/2]$. We also observe that as $\psi \to \pi/4$ we have for $|a_1 + a_2 - 1 + \epsilon(a_1 - a_2) + o(\epsilon)| < \epsilon$

$$
\alpha^*_{\pi/4-\epsilon}(a.n_{\pi/4-\epsilon}) = \frac{1}{\epsilon}\sqrt{(a_1 + a_2 - 1 + \epsilon(a_1 - a_2 + 1))(1 - a_1 - a_2 + \epsilon(1 - a_1 + a_2)) + O(\epsilon)}.
$$

Hence we see that at $\pi/4$, by letting $\epsilon \to 0$, we must have

$$
\alpha^*_{\pi/4}(a.n_{\pi/4}) = \sqrt{1 - (a_1 - a_2)^2} \text{ if } a_1 + a_2 = 1, |a_1 - a_2| < 1.
$$

That is

$$
\alpha^*_{\pi/4}(a.n_{\pi/4}) = 2\sqrt{a_1(1 - a_2)} \text{ if } a_1 + a_2 = 1, 0 < a_1 < 1.
$$

If $a_1 + a_2 \neq 1$, then $\alpha^*_{\pi/4}(a.n_{\pi/4}) = -\infty$.

We now remark on the boundary. We know that the one-dimensional results of Biggins hold for all $a$ except possibly at $\tilde{a} = \sup\{ a : \alpha^*_\psi(a) > -\infty \}$. In the case of the point $\tilde{a}$ we know that $\exp(\alpha^*_\psi(\tilde{a})t)$ is an upper bound for the number of particles at $\tilde{a}t$ and beyond. In our setting we have, writing $\tilde{a}_\psi = \sup\{ a : \alpha^*_\psi(a) > -\infty \}$, that $\alpha^*_\psi(\tilde{a}_\psi) = 0$ for all $\psi \neq \pi/4 \in [0,\pi/2]$. At the point $\psi = \pi/4$ we have $\tilde{a}_{\pi/4} = 1/\sqrt{2}$ and $\alpha^*_{\pi/4}(1/\sqrt{2}) = 1$. It is easy to check in this case that by construction we have with probability one a particle born at position $-\log U)/\sqrt{2}$ at time $-\log U$ and one at $(-\log(1 - U))/\sqrt{2}$ at time $-\log(1 - U)$ and hence at time $t$ all $c^t$ particles are close to $t/\sqrt{2}$ and we have the exponential growth at rate 1. For the other cases we note that as $\alpha^*_\psi(\tilde{a}) = 0$ we are considering the behaviour of the rightmost particle $R^\psi_t$. By using [9] Corollary 2 we know that, under the conditions of
our theorem, that $R_{t}^{\psi}/t \to \gamma$, where $\gamma := \inf \{ a : \alpha_{\psi}^{*}(a) < 0 \}$. Thus we have $\gamma = \tilde{a}$ and at this value

$$\frac{\log N_{t}(t \gamma, \infty)}{t} \to 0.$$ 

Thus the limit result for the number of particles in $(ta, \infty)$ holds at $a = \tilde{a}$ too.

Hence $L_{c}$ will be equivalent to the line segment in $\mathbb{R}^{2}_{+}$ where $\alpha^{*}(a)$ is above $c$.

The claims of the theorem now follow from a minor modification of the proof of Theorem 4.1 of [8].

We now treat the original problem with the Theorem we have just obtained. For a set $S \subset [0, 1]^{2}$ we ask about $\tilde{N}_{t}(S)$, the number of rectangles with side lengths $(a, b)$ in $S$ at time $t$. We transform the function $\alpha^{*}$ to $\gamma^{*}$ as

$$\gamma^{*}(a, b) = 2\sqrt{-\log a \log b}, \quad ab = e^{-1},$$

and $\gamma^{*} = 0$ for all other values of $a, b$.

**Corollary 3.2.** Let $S$ be a closed convex set with non-empty interior in $[0, 1]^{2}$.

1. If $S \cap \{(a, b) : ab = e^{-1}\} = \emptyset$, then

$$t^{-1} \log \tilde{N}_{t}(e^{-t}S) \to -\infty, \quad t \to \infty, \quad a.s.$$

2. If $S \cap \{(a, b) : ab = e^{-1}\} \neq \emptyset$, then setting $\beta = \sup \{ \gamma^{*}(a, b) : (a, b) \in S \}$ we have

$$t^{-1} \log \tilde{N}_{t}(e^{-t}S) \to \beta, \quad t \to \infty \quad a.s.$$ 

This can be viewed as roughly giving for instance that if $S_{a,b}$ is a closed convex set with non-empty interior such that $S_{a,b} \cap \{(x, y) : xy = e^{-1}\} = \{(a, b)\}$, then for large $t$

$$\tilde{N}_{t}(S_{a,b}) \approx \exp(2\sqrt{-\log a(t + \log a)}).$$

The quantity we are interested in is the density of interfaces of a given length. At this stage we have a description of all the rectangles in the unit square after a time $t$. The interfaces come from the lengths of the sides of these rectangles. That is, when a rectangle is split, aside from two new rectangles we have an interface whose length is the length of the side which is not split. Thus, if we consider $F_{t}(x)$ to be the number of interfaces that are greater than $x$ at time $t$, then we can write this in terms of the branching process as

$$F_{t}(x) = \sum_{i \in \mathcal{F}} I_{i((z_{i})_{i} \leq \log x, i = 1 \text{ or } 2)} I_{\sigma_{i} < t}.$$ 

Hence we are counting the branching process with a 0-1 characteristic and can apply our Theorem to conclude that

$$\lim_{t \to \infty} \frac{\log F_{t}(tx)}{t} = 2\sqrt{-\log x(1 + \log x)}.$$
3.2 Splitting independently

Our calculations so far supposed that we always split the largest rectangles first. An alternative is to choose to split each rectangle independently of the rest. Our approach via a general branching random walk process allows us to use any distribution for the splitting time but we can obtain more precise limit theorems in the case where the split is at constant rate, in which case we have a Markov branching random walk. In this setting small pieces divide in the same way as the large pieces and this will give, in general, a greater disparity in the sizes of the individual rectangles at a given time.

We will compute \( \alpha^*(a) \), the function which determines the asymptotic growth rate in the general branching random walk for this version of the model. In general, if the birth time process \( \xi \) is independent of the spatial displacement \( \eta \), we will have

\[
m(\theta, \phi) = E \int_{\mathbb{R}^d} e^{-\theta \cdot x} \eta_0(dx) E \int_0^\infty e^{-\phi t} \xi_0(dt), \quad \theta \in \mathbb{R}^d, \phi \in \mathbb{R}_+.
\]

Let \( \hat{\xi}(\phi) = E \int_0^\infty \exp(-\phi t) \xi(dt) \) so that

\[
m(\theta, \phi) = \hat{\xi}(\phi) \left( \frac{1}{1 + \theta_1} + \frac{1}{1 + \theta_2} \right)
\]

where we assume that \( m(\theta, \phi) < \infty \) in a neighbourhood of the origin. Now

\[
\alpha(\theta) = \hat{\xi}^{-1} \left( \left( \frac{1}{1 + \theta_1} + \frac{1}{1 + \theta_2} \right)^{-1} \right),
\]

and \( \alpha^* \) will be the Legendre transform defined by

\[
\alpha^*(a) = \inf_{\theta} \{ a \cdot \theta + \alpha(\theta) \}.
\]

To compute this we write \( \psi_1 = 1 + \theta_1 \) and \( b(\psi_1, \psi_2) = 1/\psi_1 + 1/\psi_2 \). Now, expressing the problem in terms of the variables \( \psi_1 \), we have the first order conditions

\[
a_1 - \frac{1}{b^2} \frac{\partial b}{\partial \psi_1} (\hat{\xi}^{-1})'(\frac{1}{b}) = 0
\]

\[
a_2 - \frac{1}{b^2} \frac{\partial b}{\partial \psi_2} (\hat{\xi}^{-1})'(\frac{1}{b}) = 0.
\]

Thus we must have

\[
a_2 \frac{\partial b}{\partial \psi_1} = a_1 \frac{\partial b}{\partial \psi_2},
\]

that is \( \psi_1 = \sqrt{a_2/a_1} \psi_2 \). Using this to express our first order equations in terms of \( \psi_2 \) we have that \( \psi_2 \) must satisfy

\[
a^2 = - (\hat{\xi}^{-1})'(\frac{\psi_2 \sqrt{a_2}}{a}),
\]

where \( a = \sqrt{a_1} + \sqrt{a_2} \). Using this in our expression for \( \alpha^* \) we have, writing \( \zeta(x) = [\hat{\xi}'(x)]^{-1} \) for the inverse function of the negative of the derivative of the Laplace transform in time, that \( \psi_2 = a \zeta(\zeta(-1/a^2))/\sqrt{a_2} \) and hence

\[
\alpha^*(a) = a^2 \hat{\xi}(\zeta(-\frac{1}{a^2})) - a_1 - a_2 + \zeta(-\frac{1}{a^2}).
\]
In the case where there is bias in the offspring distribution, with \( p \), the probability of a horizontal edge, then similar calculations give the same formula where now \( a = \sqrt{2pa_1 + \sqrt{2(1-p)}a_2} \).

We note that the same argument allows us to handle the three dimensional case and we find that for \( a = (a_1, a_2, a_3) \)

\[
\alpha^*(a) = a^2\xi(\zeta(-\frac{1}{a^2})) - a_1 - a_2 - a_3 + \zeta(-\frac{1}{a^2}),
\]

where now \( a = \sqrt{a_1 + \sqrt{a_2 + \sqrt{a_3}}} \) and \( \xi \) and \( \zeta \) are as before. Again adding bias just changes the expression for \( a \) to \( a = \sqrt{3p_1a_1 + \sqrt{3p_2a_2} + \sqrt{3p_3a_3}} \), where \( p_1, p_2, p_3 \) with \( p_1 + p_2 + p_3 = 1 \) are the probabilities for the three axial directions.

We now consider a couple of natural cases.

### 3.2.1 Constant rate case

The simplest version is the case where individuals reproduce independently at a constant rate. The GBRW becomes a Markov branching random walk and we can apply more precise limit theorems. As it is still a GBRW we stay within that framework initially to compute the asymptotic growth rate as before. Firstly the Laplace transform of the offspring birth and location measure is

\[
m(\theta, \phi) = \left( \frac{1}{1 + \theta_1} + \frac{1}{1 + \theta_2} \right) \frac{1}{1 + \phi}.
\]

Hence

\[
\alpha(\theta) = \frac{1}{1 + \theta_1} + \frac{1}{1 + \theta_2} - 1.
\]

Inverting this by setting

\[
\theta_1 = a_1^{-1/2} - 1, \quad \theta_2 = a_2^{-1/2} - 1
\]

gives

\[
\alpha^*(a) = 1 - (1 - \sqrt{a_1})^2 - (1 - \sqrt{a_2})^2, \quad a_1, a_2 > 0.
\]

As \( \alpha^*(a) > 0 \) in an open set we can apply a transformed version of Theorem 2.3. We let

\[
\gamma^*(a, b) = \alpha^*(-\log a, -\log b) = 1 - (1 - \sqrt{-\log a})^2 - (1 - \sqrt{-\log b})^2, \quad 0 < a, b < 1
\]

and \( S \) be a closed convex set in \([0, 1]^2\). Then for \( \beta = \sup_{(a,b) \in S} \gamma^*(a, b) \) we have if \( \beta > 0 \)

\[
\lim_{t \to \infty} \frac{1}{t} \log \tilde{N}_t(e^{-t}S) = \beta, \quad a.s.
\]

while if \( \beta < 0 \), then for any \( \delta > \beta \)

\[
\lim_{t \to \infty} e^{-\delta t} \tilde{N}_t(e^{-t}S) = 0, \quad a.s.
\]

In [27] it is shown that for a Markov branching random walk, where the individual gives birth at the moment of their death, that there is a finer limit theorem on the growth of the number of individuals in a certain set. The result states, in our notation, that for a fixed \( a \) such that \( \alpha^*(a) > 0 \), we have

\[
\lim_{t \to \infty} t \exp(-\alpha^*(a)t)N_t(ta + D) = \frac{\theta_1}{\pi} \frac{\theta_2}{\pi} \int_D e^{\theta_1 x + \theta_2 y} dx dy W_a, \quad a.s.
\]

where \( W_a > 0 \) is a non-degenerate mean one random variable and \( \theta_1, \theta_2 \) are as in (3.3).
3.2.2 Discrete generations

An alternative version of this model is the one in which we work in generations, in that each rectangle splits at a fixed time 1. This can be encoded by a classical branching random walk and a realization of the associated microstructure is shown in Figure 3. Fitting this into the framework of this section we have $\xi = \delta_1$ and $\hat{\xi}(\phi) = \exp(-\phi)$. Applying the same calculations we have

$$\alpha(\theta) = \log\left(\frac{1}{1 + \theta_1} + \frac{1}{1 + \theta_2}\right),$$

and hence

$$\alpha^*(a) = 1 - a_1 - a_2 + 2\log(\sqrt{a_1} + \sqrt{a_2}). \quad (3.5)$$

The constant rate model can be approximated by a geometric random variable with a probability $\Delta t$ of success. We consider the case where $\Delta t \leq 1$ and define the life time distribution of the rectangle as

$$\xi = \sum_{n=1}^{\infty} \Delta t(1 - \Delta t)^{n-1}\delta_{n\Delta t}.$$  

This corresponds to a model in which each rectangle splits with probability $\Delta t$ at each discrete time step $n\Delta t$, $n \in \mathbb{N}$. Computing the Laplace transform for the life time distribution we have

$$\hat{\xi}(\phi) = \frac{\Delta t \exp(-\phi \Delta t)}{1 - (1 - \Delta t) \exp(-\phi \Delta t)},$$

and hence, keeping track of the dependence on $\Delta t$, we have

$$\alpha_{\Delta t}(\theta) = \frac{1}{\Delta t} \log\left(1 - \Delta t + \Delta t \left(\frac{1}{1 + \theta_1} + \frac{1}{1 + \theta_2}\right)\right).$$

Computing the Legendre transform, and writing $a = \sqrt{a_1} + \sqrt{a_2}$, we have

$$\alpha_{\Delta t}^*(a) = a \sqrt{a^2(\Delta t)^2 + 4(1 - \Delta t) - a\Delta t}$$

$$+ \frac{1}{\Delta t} \log\left(1 + \Delta t \left(\frac{2a(1 - \Delta t)}{\sqrt{a^2(\Delta t)^2 + 4(1 - \Delta t) - a\Delta t}} - 1\right)\right) - a_1 - a_2.$$

It is possible to check that in the limit we recover the constant rate case by letting $\Delta t \to 0$ and we get the fixed time version by letting $\Delta t \to 1$. In the numerical work we take $\Delta t$ small and it is not hard to see from the asymptotics that for $\Delta t$ small

$$\alpha_{\Delta t}^*(a) = 2(\sqrt{a_1} + \sqrt{a_2}) - a_1 - a_2 - 1 + o(\Delta t),$$

$$= \alpha_c^*(a) + o(\Delta t),$$

where $\alpha_c^*(a)$ is the Legendre transform given in (3.3).
4 An alternative view and a power law

We will now consider the lengths of horizontal interfaces in a complete fragmentation of the unit square. Let \( N^p_h(x) \) denote the number of horizontal interfaces in the unit square which are of length greater than or equal to \( x \) when the probability of horizontal edges is \( p \). It is a simple observation that if \( p > 1/2 \), this quantity will be infinite with positive probability, as there is a positive probability that the number of edges of unit length goes to infinity, as the number of edges of unit length is a supercritical Galton-Watson branching process. In the case where \( p = 1/2 \) the random variable \( N^p_h(x) \) has infinite mean and we will not discuss it further. As a result we will only consider the case \( p < 1/2 \) and will see that \( N^p_h(x) \) is almost surely finite and will give a limit theorem for its scaling with \( x \).

In order to do this we introduce another general branching process. As we are tracking the number of horizontal edges of a certain size, if a rectangle is split in the horizontal direction, that will correspond to having a horizontal edge of exactly the same length as the parent and two new rectangles which could produce more horizontal edges of the same size. A split in the vertical direction will lead to new rectangles which will produce edges of smaller length. To map this into a general branching process we will regard the horizontal axis as time and an individual’s offspring will correspond to two sets of edges; those that are the offspring of the first child which all have the same horizontal length and those that are the offspring of the second child which all have the same horizontal length. As \( p < 1/2 \), the number of horizontal edges generated at a single location is a subcritical branching process and we will see that it is straightforward to compute its law.

We now consider the family of individuals corresponding to horizontal edges at a given location. There are two types of edge; those that have given rise to further horizontal edges of the same size and those that just yield edges of a smaller size. It is this second type that constitute the children for our general branching process, as they will continue to reproduce. The first type just need to be counted as they contribute to the number of interfaces. Thus we will have a general branching process where the offspring law is \( \tilde{X}_1 \) individuals at time \( -\log U \) and \( \tilde{X}_2 \) at time \( -\log(1-U) \), where \( \tilde{X}_1, \tilde{X}_2 \) are independent random variables determined by the law of the edges that reproduce. As our initial condition in the model is a unit square the initial condition for the general branching process is not necessarily a single individual. It will be the reproducing members of the subcritical branching process located at the origin.

We now compute the law of the sub-critical branching process. Let \( (S_n)_{n=0}^{\infty} \) be a simple random walk on the positive integers with

\[
P(S_n - S_{n-1} = 1) = p, \quad P(S_n - S_{n-1} = -1) = 1 - p,
\]

and let \( T_0 = \inf\{n : S_n = 0\} \).

**Lemma 4.1.** The law of the number of offspring at a given \( x \) is that of \( T_0 \) given that \( S_0 = 1 \).

**Proof:** We observe that if a parent with horizontal length \( x \) has two children with the same horizontal length (with probability \( p \)) the number of horizontal components of length \( x \) increases by one. If the two children are of horizontal length less than \( x \) (with probability \( 1 - p \)), then the number of horizontal components of size \( x \) decreases by one. In this way we see that the number of horizontal components of a given size \( x \) behaves as a simple random walk with drift. At the time \( T_0 \) there are no more horizontal edges of the parent length that can be produced. \( \square \)
We can construct the law of our general branching process. As observed the number of horizontal components behaves like a simple random walk. We observe that each upstep of the walk, which corresponds to the increase in the number of components does not lead to a 'birth' in the future. The down steps correspond to components that will reproduce in the future. Thus we can observe that there are \((T_0 + 1)/2\) offspring that will reproduce in the same way as the parent. There are also \((T_0 - 1)/2\) individuals that correspond to horizontal edges of length \(-\log x\). It is these pieces that we wish to count and so we use the following general branching process.

Let \((\xi, L, \chi)\) be the triple consisting of the birth point process \(\xi\), the lifelength \(L\) and the characteristic counting function \(\chi\). All are defined using a \(U[0, 1]\)-random variable \(U\) and \(T_0, \tilde{T}_0\), two independent copies of \(T_0\). The birth point process is

\[
\xi(dt) = \frac{T_0 + 1}{2} \delta_{-\log U}(dt) + \frac{\tilde{T}_0 + 1}{2} \delta_{-\log (1-U)}(dt).
\]

The lifelength is \(\max\{-\log U, -\log (1-U)\}\), that is the parent dies at the birth of its final child. The counting function \(\chi\) is used to capture the number of edges of length at least \(e^{-t}\) produced by an individual and is thus given by

\[
\chi(t) = \frac{T_0 - 1}{2} I_{\{t \geq -\log U\}} + \frac{\tilde{T}_0 - 1}{2} I_{\{t \geq -\log (1-U)\}}.
\]

We write

\[
Z^\chi(t) = \sum_{i\in \Sigma} \chi_i(t - \sigma_i),
\]

so that \(Z^\chi(t)\) counts all the edges of length greater than \(e^{-t}\). Theorem 2.1 shows that, provided there are not too many offspring too far in the future, there will be a strong law of large numbers for this process. We first find the Malthusian parameter \(\alpha\) as the solution to

\[
1 = \mathbb{E} \sum_{i=1}^{\xi(\infty)} e^{-\alpha \sigma_i} = \mathbb{E} \left( U^\alpha \frac{T_0 + 1}{2} \right) + \mathbb{E} \left( (1 - U)^\alpha \frac{\tilde{T}_0 + 1}{2} \right) = \mathbb{E} T_0 + 1, \]

using the independence of \(U\) and \(T_0, \tilde{T}_0\). That is the Malthusian parameter is given by \(\alpha = \mathbb{E} T_0 = 1/(1 - 2p)\).

Recalling the notation from the section on the general branching process we then set

\[
z^\chi(t) = e^{-\alpha t} \mathbb{E} Z^\chi(t),
\]

and

\[
u^\chi(t) = e^{-\alpha t} \mathbb{E} \chi(t)
= e^{-\alpha t} \mathbb{E} \left( \frac{T_0 - 1}{2} I_{\{t \geq -\log U\}} + \frac{\tilde{T}_0 - 1}{2} I_{\{t \geq -\log (1-U)\}} \right)
= e^{-\alpha t} \mathbb{E} \left( (T_0 - 1) I_{\{t \geq -\log U\}} \right)
= (\alpha - 1) e^{-\alpha t} \mathbb{P}(U \geq e^{-t})
= (\alpha - 1) e^{-\alpha t} (1 - e^{-t}).
\]

20
There is also a fundamental martingale $M$ determined by the weighted birth times of the coming generation:

$$M_t = \sum_{j : \sigma_i \leq t < \sigma_{ij}} e^{-\sigma_{ij}}.$$

**Theorem 4.2.** For the counting process $Z^\chi(t)$ we have

$$\lim_{t \to \infty} e^{-\alpha t} Z^\chi(t) = (1 - \frac{1}{\alpha}) M_\infty = 2pM_\infty, \text{ a.s.}$$

where $M_\infty = \lim_{t \to \infty} M_t$ exists and is non-degenerate.

**Proof:** In order to apply Theorem 2.1, the strong law of large numbers for the general branching process, we need to check the conditions. Firstly observe that the expected family size is finite and the measure $\nu_\alpha$ is non-lattice. The characteristic $\chi$ is increasing in $t$ with $E\chi(\infty) = \alpha - 1 < \infty$ and hence, taking the function $h(t) = \exp(\epsilon t)$ for $\epsilon < \alpha$, in the conditions of Theorem 2.1, we have

$$E \left( \sup_{t \geq 0} e^{-\alpha(t-\epsilon)} \chi(t) \right) \leq E\chi(\infty) = \alpha - 1 < \infty.$$

Thus we can apply the Theorem and all we need is to compute the limit in the renewal equation. That is

$$z^\chi(t) \to \frac{1}{\mu_1} \int_0^\infty u^\chi(t) dt,$$

where $\mu_1 = E \int_0^\infty e^{-\alpha t} \xi(dt)$. Straightforward calculations give

$$\int_0^\infty u^\chi(t) dt = \int_0^\infty (\alpha - 1) e^{-\alpha t} (1 - e^{-t}) dt = \frac{\alpha - 1}{\alpha(\alpha + 1)},$$

and

$$\mu_1 = E \int_0^\infty e^{-\alpha t} \xi(t) dt$$

$$= E \left( (-\log U) U^\alpha T_0 + \frac{1}{2} + (-\log (1 - U))(1 - U)^\alpha \tilde{T}_0 + \frac{1}{2} \right)$$

$$= (\alpha + 1) E \left( (-\log U) U^\alpha \right)$$

$$= \frac{1}{\alpha + 1}.$$

Putting these two calculations together we have

$$z^\chi(t) \to 1 - 1/\alpha = 2p,$$

as required. \qed
Remark 4.3. An alternative way to see the growth rate is to consider the general branching process in which individuals can give birth immediately, so that for individual $i$ we have $\xi_i(dt) = 2\delta_{t=0}I_{B_i=1} + (\delta_{t=-\log U} + \delta_{t=-\log (1-U)})I_{B_i=0}$. It is then straightforward to calculate $\alpha$ such that $1 = \mathbb{E}\sum_{i=1}^{\xi(\infty)} \exp(-\alpha \sigma_i)$ and arrive at the same result. We do not follow this route as such offspring distributions are not usually part of general branching process theory.

As a corollary we have our power law limit theorem.

**Theorem 4.4.** There exists a strictly positive random variable $W = \sum_{i=1}^{(T_0+1)/2} M_{\infty}^{(i)}$, where $M_{\infty}^{(i)}$ are independent copies of $M_{\infty}$, such that

$$\lim_{x \to 0} x^{1/(1-2p)} N_h^p(x) = 2pW, \text{ a.s.}$$

**Proof:** We observe that the initial condition for the process is the number of reproducing individuals at time 0 which is given by $(T_0 + 1)/2$. We also have $(T_0 - 1)/2$ non-reproducing individuals which are counted. We will write $Z^\chi_i(t)$ for the evolution of the general branching process started from the initial individual $i$. Thus, making the time transformation that $t = -\log x$, we have

$$N_h^p(x) = \frac{T_0 - 1}{2} + \sum_{i=1}^{(T_0+1)/2} Z^\chi_i(-\log x).$$

Hence

$$\lim_{x \to 0} x^{1/(1-2p)} N_h^p(x) = \lim_{t \to \infty} \left( e^{-t/(1-2p)} \frac{T_0 - 1}{2} + \sum_{i=1}^{(T_0+1)/2} e^{-t/(1-2p)} Z^\chi_i(t) \right).$$

The result then follows from Theorem 4.2. \qed

Remark 4.5. 1). The three dimensional case of the model enables us to compute the exponent without requiring bias and we discuss this in the next section along with a range of other variations on the basic model.

2). The power law result is a function of the whole fragmentation and the time parameter used to generate the fragmentation has no impact on this.

5 Alternative models

We give brief accounts of how our methods can be extended to alternative models. In particular we use a GBRW analysis and the power law analysis via the GBP and label the approaches by (G) and (P) respectively. In the case (G) we will compute the function $\alpha^*(a)$ for the branching process. This is related to the decay function for rectangles via the transformation $\gamma^*(a, b) = \alpha^*(-\log a, -\log b)$.

5.1 The three dimensional case

Here we take the unit cube and split it along the three axes using the same mechanism as in two dimensions.
The three dimensional problem leads to a GBRW in the same way, although now we have three directions in which the individuals can move. The moment generating function is given by
\[
m(\theta, \phi) = \frac{2}{3} \left( \frac{1}{1 + \theta_1 + \phi} + \frac{1}{1 + \theta_2 + \phi} + \frac{1}{1 + \theta_3 + \phi} \right)
\]
and this can be used to find \( \alpha(\theta) \) as the solution to a cubic equation. The computation of \( \alpha^* \) is then best done numerically.

In the alternative power law view we obtain Theorem 1.2. If we take our two dimensional picture of the previous case but now take as the time axis the area of the horizontal slabs we see that a horizontal slab preserves its area, if there is a horizontal slice, and we produce an interface with that area. When we split in a different direction the horizontal area is uniformly split into two pieces. Thus we have exactly the same GBP as before but now the critical probability is 1/3 as this is the chance of a horizontal split. Directly applying our previous result we see that if \( N_h(a) \) is the number of horizontal slabs of area \( a \), then
\[
\lim_{a \to 0} N_h(a) a^3 = \frac{2}{3} W, \quad P - a.s.
\]
Thus we have Theorem 1.2.

### 5.2 Splitting right triangles

In the general case of the martensitic phase transition there are a set of compatible angles which determine the directions of the plates that form. These cannot in general be mapped to axial directions and the different component types cannot be kept track of using such a simple coordinate system as we use here. We discuss a simple modification of our model to illustrate the difficulties with even the simplest modifications.

We start with a right angled triangle and then split it into four right angled triangles by choosing a point in the interior according to the uniform distribution and then drawing a line parallel to one of the right angled edges until it hits the hypotenuse and then joining this point to the other edge. This leaves two triangles and a rectangle which can be further split into two triangles by a line along the main diagonal. The distribution of the side lengths of each triangle can be computed.

(G) In this case we have,
\[
(a, b) \rightarrow \begin{cases} 
(aU, bU), (a(1 - U), bU), (a(1 - U), b(1 - U)), (a(1 - U), b(1 - U)) \{ \text{probability 1/2} 
\}
\end{cases}
\]
with birth times given by their size, that is \( U^2, U(1 - U), (1 - U)^2 \). Again we take logs to map this into a general branching random walk. The Laplace transform for this GBRW is given by
\[
m(\theta, \phi) = \frac{2}{1 + \theta_1 + \theta_2 + 2\phi} + 2 \frac{\Gamma(\theta_1 + \phi + 1)\Gamma(\theta_2 + \phi + 1)}{\Gamma(\theta_1 + \theta_2 + 2\phi + 2)}
\]
and it does not appear possible to solve this analytically to find \( \alpha(\theta) \).

(P) If we consider the alternative approach, in which the \( x \)-axis becomes time, we see that there is no chance of explosion as all triangles decrease in area and the interfaces produced also decrease in length. An individual of side length 1 has three interfaces of length \( U, 1 - U \) and \( \sqrt{U^2 + (1 - U)^2} \) along with the four children. We can count these interfaces using a
characteristic for the general branching process run with time given by the negative logarithm of the horizontal side length. In this framework the number of particles with side length around \( x \) is the number of individuals alive at around time \( -\log x \). If we calculate the Malthusian parameter, \( \gamma \), for this general branching process

\[
1 = 3EU^\gamma + E(1 - U)^\gamma = \frac{4}{\gamma + 1},
\]

we see \( \gamma = 3 \). If \( N(x) \) is the number of interfaces of length greater than \( x \) we can express it in terms of \( Z_\chi^x \), the total population in the general branching process up to time \( t \) counted according to a characteristic \( \chi \), which counts the interfaces of length \( e^{-t} \). As \( \chi \) is bounded by 3, we can apply the Theorem 2.1 to see that there is a constant \( m^\chi \) such that

\[
\lim_{t \to \infty} e^{-3t}Z_\chi^x = m^\chi W, \ P - a.s.
\]

In terms of interface length

\[
\lim_{x \to 0} N(x)x^3 = m^\chi W, \ P - a.s.
\]

Remark 5.1. The move to more other angles leads to more complications. For example imagine that we start with a regular hexagon and split it along any of the three directions which are parallel to its sides with equal probability in the same way as for the square. It is clear that the offspring of the original will consist of a hexagon, no longer regular, and a trapezium. As we iterate then we will have irregular shapes appearing but they will all have either 3, 4, 5 or 6 sides and can be summarized by a set of up to 6 numbers. An exact analysis looks to be very challenging.

5.3 Non-uniform splitting

In practice nucleation sites are not equally likely to occur at any point uniformly across the square. In order to model this we could assume that the random variable \( U \) in the model is no longer uniformly distributed but comes from some other distribution on \([0, 1]\). We consider the case of the Beta distribution.

Let \( U \) have a Beta\((\alpha, \alpha)\) distribution in which the density is given by

\[
f_\alpha(x) = \frac{\Gamma(\alpha)^2}{\Gamma(2\alpha)}x^{\alpha-1}(1 - x)^{\alpha-1}, \ 0 < x < 1.
\]

At \( \alpha = 1 \) this is uniform but as we increase \( \alpha \) the density function becomes more peaked around 1/2. We note that if \( U \) is Beta\((\alpha, \alpha)\) distributed then

\[
EU^\gamma = \frac{\Gamma(\gamma + \alpha)\Gamma(2\alpha)}{\Gamma(\gamma + 2\alpha)\Gamma(\alpha)}.
\]

(G) Here we assume \( p = 1/2 \). Using (5.1) in the case of Beta\((\alpha, \alpha)\), we have

\[
m(\theta, \phi) = \frac{\Gamma(\theta_1 + \phi + \alpha)\Gamma(2\alpha)}{\Gamma(\theta_1 + \phi + 2\alpha)\Gamma(\alpha)} + \frac{\Gamma(\theta_2 + \phi + \alpha)\Gamma(2\alpha)}{\Gamma(\theta_2 + \phi + 2\alpha)\Gamma(\alpha)}.
\]

Determining the function \( \alpha(\theta) \) explicitly is therefore not possible in general. We can make progress when \( \alpha = 2 \). In this case (5.2) becomes

\[
m(\theta, \phi) = \frac{6}{(\theta_1 + \phi + 3)(\theta_1 + \phi + 2)} + \frac{6}{(\theta_2 + \phi + 3)(\theta_2 + \phi + 2)},
\]
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and from this

\[ \alpha(\theta) = -\frac{1}{2}(\theta_1 + \theta_2) - \frac{5}{2} + \frac{1}{2}\sqrt{(\theta_1 - \theta_2)^2 + 2\sqrt{25(\theta_1 - \theta_2)^2 + 144 + 25}}. \]

Minimizing \( a.\theta + \alpha(\theta) \) by setting \( \phi = \theta_1 + \theta_2 \) and \( \psi = \theta_1 - \theta_2 \) we see that the only values which are greater than \( -\infty \) are on the line \( a_1 + a_2 = 1 \) and they are found as

\[ -\frac{5}{2} + \inf_{\psi} \left( \frac{(a_1 - a_2)\psi}{2} + \frac{1}{2}\sqrt{\psi^2 + 2\sqrt{25\psi^2 + 144 + 25}} \right). \]

This does not have an explicit solution but can be computed numerically.

Numerical solutions could also be found for other integer values of \( \alpha \), as the expressions in (5.2) become polynomial.

In the limit as \( \alpha \to \infty \) we have a deterministic split in that the rectangle is always divided in half and only the direction of the split is random. In this case we can compute \( \alpha^* \). Note that we have \( E(U^\gamma) = 2^{-\gamma} \) which gives

\[ \alpha(\theta) = \frac{\ln(2^{-\theta_1} + 2^{-\theta_2})}{\ln 2} - 1. \]

Thus we can compute \( \alpha^*(a) \) as

\[ \alpha^*(a) = \begin{cases} \frac{a_1 \ln a_1 + a_2 \ln a_2}{\ln (1/2)} & a_1 + a_2 = 1 \\ -\infty & a_1 + a_2 \neq 1. \end{cases} \quad (5.3) \]

As we have a growth function which exists only on a line segment in \( \mathbb{R}_2^+ \), we can give results on the exponential growth of the number of rectangles of a certain size in the model using Corollary 3.2.

It is not difficult to see that we have a continuous dependence on \( \alpha \) in this model, even though analytically tractable \( \alpha \) are rare! Thus we could envisage using this as a basis for a statistical estimation procedure to determine the parameter \( \alpha \) from data on the number of rectangles of given length and height.

(P) In this setting we can find the power law exponent in the biased case. For the case of \( \alpha = 2 \) we see that the Malthusian parameter in the branching process will satisfy

\[ 1 = E \sum_{i=1}^{2} U_i^\gamma T_0^i + \frac{1}{2}. \quad (5.4) \]

We can use the independence of \( U_i \) and \( T_0^i \) to see that

\[ 1 = \frac{(ET_0 + 1)6}{(\gamma + 3)(\gamma + 2)}, \]

and hence as \( ET_0 = 1/(1-2p) \),

\[ \gamma = -\frac{5}{2} + \frac{1}{2}\sqrt{\frac{49 - 50p}{1 - 2p}}. \]

In the general case, to find the exponent \( \gamma \), we need to solve

\[ 1 = \frac{2 - 2p \Gamma(\gamma + \alpha)\Gamma(2\alpha)}{1 - 2p \Gamma(\gamma + 2\alpha)\Gamma(\alpha)} \quad (5.5) \]
By continuity of the Gamma function the exponent $\gamma$ will be a continuous function of $p, \alpha$ for $0 < p < 1/2$ and $\alpha > 0$. Also in the case where $\alpha \to \infty$, using $E(U^\gamma) = 2^{-\gamma}$, we can solve equation (5.4) explicitly to get

$$\gamma = \frac{\ln \frac{2-2p}{1-2p}}{\ln 2}. \quad (5.6)$$

A graph of the value of $\gamma$ as a function of $\alpha$ for two different values of $p$ is shown in Figure 9 Right.

As $p \to 1/2$ we can observe the asymptotics in the exponent $\gamma(p)$ as a function of the parameter $\alpha$. It is clear from equation (5.5) that we want $\gamma(p)$ such that

$$\frac{\Gamma(\gamma(p) + 2\alpha)}{\Gamma(\gamma(p) + \alpha)} = \frac{2 - 2p}{1 - 2p}. \quad (5.5)$$

Note that the right hand side of this equation diverges as $p \to 1/2$ and hence we require the large parameter asymptotics of the Gamma function;

$$\lim_{x \to \infty} \frac{\Gamma(x + a)}{\Gamma(x) x^a} = 1.$$

Employing this we see that

$$\lim_{p \to 1/2} \gamma(p)^\alpha (1 - 2p) = \frac{\Gamma(2\alpha)}{\Gamma(\alpha)} = C_\alpha,$$

and hence

$$\gamma(p) \sim \left( \frac{C_\alpha}{1 - 2p} \right)^{1/\alpha} \quad \text{as } p \to 1/2.$$

In the case where $\alpha = \infty$, from the explicit expression, we see that $\gamma(p)$ diverges logarithmically as $p \to 1/2$.

6 Numerical results

We present a set of numerical results for realizations of the fragmentation schemes discussed throughout this paper and compute and analyze the statistics of the patterns generated. All the numerical routines are implemented in Matlab and make use of Matlab’s pseudorandom number generator.

6.1 Asymptotics of rectangles

Theorem 3.1 provides us with the asymptotic description of the rectangles generated in the 2D fragmentation process described in Section 1.1. Although this works in the limit as $t \to \infty$, we now show how to compare the analytical result with numerical computations of the distribution of rectangles obtained for finite $t$. The average distribution of rectangles will be represented in the form of a 3-dimensional histogram computed by binning the rectangles based on the length of their sides. Each rectangle of coordinates $(a, b)$ with $0 < a, b < 1$ contained in the unit square is mapped onto the space of normalized coordinates $(x, y)$ defined in Theorem 3.1 To fix ideas, consider the unbiased case with $p = 1/2$. In Figure 5a
we report the averaged logarithmic histogram of the distribution of the rectangles stopped at \( n = 2 \times 10^5 \) which corresponds to \( t \approx 11.51 \). Indeed, \( t \) grows logarithmically as a function of \( n \). An averaged histogram is obtained by averaging out 100 realizations of the 2D fragmentation process and it is represented in a logarithmic space. For finite time, the distribution collapses onto a surface defined over the line of equation \( x + y = 1 \). For general \( p \), the exact formula \( \alpha^* \) for the asymptotic average distribution of the rectangles is given in (3.1). In order to make the dependence on the parameter \( p \) explicit and make the notation more intuitive, here we identify \( x \equiv a_1, y \equiv a_2 \) and define the new function \( f_p(x, y) := \alpha^*(a_1, a_2) \) which, in turn, yields
\[
f_p(x, 1-x) = 4\sqrt{p(1-p)}\sqrt{x(1-x) + (2p - 1)(2x - 1)}, \quad 0 \leq x \leq 1,
\]
when \( x + y = 1 \), while we assume \( f_p \equiv -\infty \) if \( y \neq 1 - x \). Observe that the shape of the histogram (and, in particular, the maximum point) depends heavily on a set of parameters such as the number, size and location of the bins. Here, we decide to normalize the averaged histogram so that its maximum value coincides with that of the analytical solution, even for a finite \( t \). By doing this we implicitly assume the only relevant information is the shape of the histogram, which can be directly compared with the profile of the analytical solution. Comparison with the analytical solution shows good matching of the profiles in all the cases under consideration 5a, 5c. From an inspection of the histograms we note that at finite time the majority of the rectangles tend to concentrate along the line of equation \( x + y = 1 \). In the untransformed variables, this is equivalent to the curve given by the equation \( ab = e^{-t} \), the set of the rectangles of areas equal to \( e^{-t} \), which is in agreement with the assumptions of a model for which the individuals alive correspond to rectangles with area less than \( e^{-t} \) at time \( t \).

Figure 5: Averaged histograms for the distribution of rectangles obtained for a fragmentation model parametrized by different values of \( p \). From left to right: \( p = 0.5, 0.3 \) or \( 0.1 \) respectively. The exact analytical solution \( f_p \) is represented by a continuous curve. The set \( x + y = 1 \) corresponds to the dashed line.

6.2 Power laws

Focusing on the alternative viewpoint for counting interfaces described in Section 4, we consider the statistics of interfaces leading to power laws. Beginning with the 2-dimensional
case, we denote by $N^p_h(x)$ the cumulative distribution of horizontal interfaces of length greater or equal than $x$ in a biased fragmentation process, where $0 < p < 1$ is the probability of an interface growing horizontally. From Theorem 4.4 we deduce $N^p_h(x)$ has a power law profile with exponent equal to $-\left(\frac{1}{1-2p}\right)$ when $p < 1/2$. Analogously, the derivative of $N^p_h(x)$, regarded as the density of the horizontal interfaces of length $x$ (in other words, the number of interfaces of length contained in the interval $(x, x+dx)$) displays power law behavior with characteristic exponent equal to $-1 - \left(\frac{1}{1-2p}\right)$.

The analytical prediction for the exponent has been tested with simulations of fragmentation schemes analogous to those described in Section 1.1. The procedure consists of assigning a value to $p$ and then running several realizations of the fragmentation routine, each one composed of $n = 3 \times 10^5$ interfaces for each value of $p$. To make our routine faster, we split at each iteration the rectangle with largest horizontal side first so that at each step a significant amount of data is available for our analysis. The numerical results confirm the histograms of the density of the interfaces obtained in this way do have a power law behaviour (see, for instance, Figure 6). In order to determine the exponents of the power laws, we have employed Clauset’s library [12] based on the Maximum Likelihood Method (MLM). We remark the MLM is insensitive to the histogram parameters, such as the number, size and location of the bins and is stable with respect to possible fluctuations in the tail of the distribution. The results reported in Table 1 and in Figure 7 show in general excellent agreement with those predicted by the theory, even for $p$ close to 1/2. As $p \to 1/2$ the number of horizontal interfaces of length less than or equal to $x$ tends to infinity, and in turn, the exponent of the power law for the density of horizontal interfaces diverges. We pushed our numerical experiments up to case $p = 0.43$, in which the density of horizontal interfaces is characterized by an exponent which is approximately $-8$. Even in this situation we obtain an overall good agreement of the computed averaged exponent although with much less accuracy than for smaller $p$’s.

In the 3D version of the fragmentation process, a unit cube is fragmented by planar interfaces nucleating and growing perpendicular to the three coordinate axes with equal probability, that is, with $p_1 = p_2 = 1/3$ as described in Section 1.1. If we focus on the horizontal plates (or, in other words, the ones perpendicular to the direction $e_3$ in the Cartesian frame), we expect the exponent for the density of the plates of area equal to $x$ to coincide with the exponent for the density of horizontal lines equal to $x$ in a biased 2D process with $p = 1/3$, which is $-1 - \left(\frac{1}{1-2/3}\right) = -4$. In Figure 6 we show the histogram of the density of the areas of the horizontal interfaces in one realization of a 3-Dimensional fragmentation process. The histogram shows a clear power law behaviour with a sharp $-4$ exponent, in agreement with the prediction. In order to compute the statistics of the exponents of the density of the areas of the horizontal plates, a series of 50 realizations of the 3D fragmentation were run, with each realization containing $5 \times 10^5$ plates. The averaged exponent and its standard deviation from the 50 realizations are displayed in Table 1, showing excellent agreement with the prediction.

### 6.3 Constant rate splitting

We focus on the approach described in Section 3.2 consisting of splitting rectangles without regard to their size. The fragmentation mechanisms yield highly inhomogenous microstructures and consequently distribution profiles for the rectangles which are very spread out, a striking difference from the case analysed in Section 3.1 where at each step the largest rectangle splits.
Figure 6: Histogram of the density of the areas of horizontal plates in a 3D fragmentation model. For this particular realization we have counted $166866 \approx 5 \times 10^5 \times \frac{1}{2}$ horizontal interfaces. A line of slope $-4$ has been drawn in the log-log plane to guide the reader’s eye. We plot (in-picture) the histogram for the (absolute values of the) exponents of the densities of interfaces obtained in 50 realizations of a 3D fragmentation scheme, each of which is composed of $5 \times 10^5$ cuboids. Computed average and standard deviation are reported in Table 1.

Figure 7: Histograms of the (absolute values of the) exponents of the densities associated with the 2D fragmentation process parameterised by $p$. Left to right: the parameter $p$ ranges through $\{0.1, 0.2, 0.3, 0.4, 0.43\}$ with the corresponding predicted exponents equal to $\{-2.25, -2.6, -3.5, -6, -8.142\ldots\}$ respectively. Each histogram has been constructed from 50 realizations of the 2D version of the fragmentation process with each realization containing $3 \times 10^5$ rectangles. Computed averages and standard deviations are reported in Table 1.

Consider the discrete-generation mechanism of Section 3.2.2. An example of a microstructure obtained according to this method is displayed in Fig. 3-Right. Equation (3.5) provides us with the expected asymptotic distribution of the rectangles obtained according to this fragmentation model. The general rectangle with coordinates $(a, b)$ is mapped into the space of normalized logarithmic coordinates $(x, y)$ and time $t = \log_2(2^n) = n$ coincides with the number of generations. The exact formula for the asymptotic density of the rectangles is then given by

$$g(x, y) = 1 - x - y + 2 \log(\sqrt{x} + \sqrt{y}) \quad x, y > 0.$$ (6.1)

In particular, observe that $g$ attains its maximum value at the point $(x, y) = (1/2, 1/2)$, where $g(\frac{1}{2}, \frac{1}{2}) = \log 2$. When running a set of realizations of this fragmentation scheme for subsequent generations (in other words, for increasing values of $n$) and if we construct the corresponding histograms in the logarithmic space $x, y$ while keeping the number, location and size of the bins constant we observe the profile of the histogram rises and, at the same time,
<table>
<thead>
<tr>
<th>$p$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>1/3*</th>
<th>0.4</th>
<th>0.43</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted exponent</td>
<td>-2.25</td>
<td>-8/3</td>
<td>-3.5</td>
<td>-4</td>
<td>-6</td>
<td>-8.142..</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.0106</td>
<td>0.0079</td>
<td>0.0194</td>
<td>0.0193</td>
<td>0.0604</td>
<td>0.1932</td>
</tr>
</tbody>
</table>

Table 1: Analytical and numerical computation of the power law exponents for the densities of the length of horizontal interfaces in a biased fragmentation process parameterized by $p$. The computed exponents are averages over 50 realizations of a fragmentation process, each of which is composed of $3 \times 10^5$ rectangles. *The case corresponding to $p = 1/3$ refers to the 3D model. Here the data correspond to the density of the areas of horizontal plates in an unbiased fragmentation process. Averages are computed over 50 realizations of a fragmentation process, each of which is composed of $5 \times 10^5$ cuboids.

The coordinates of the maximum point move towards $(1/2, 1/2)$. We turn this observation into a method for a more effective comparison of the histogram and the analytical solution. The profile of the logarithmic histogram for the distribution of the rectangles obtained in a single realization of the fragmentation process is shown in Figure 8. It has been normalized and shifted rigidly so that both its maximum and the location of its maximum correspond to those of $g$. We are therefore left with comparing the shape of the analytical solution of the asymptotic density of the rectangles and the profile of the histogram for a single (finite) microstructure which show a reasonably good agreement.

![Figure 8](image)

Figure 8: Uniform splitting fragmentation process. A normalized histogram for the distribution of rectangles of one realization of the fragmentation mechanism occurring via discrete generations and described in Section 3.2.2. The histogram is represented here by a stem-plot. Binning is uniform in the transformed space with bin size equal to 0.1 in both directions. The microstructure obtained is composed of $2^{21}$ rectangles. The full-colour surface corresponds to the analytical solution.

6.4 Beta distribution

Numerical computations for the distribution of rectangles obtained when the nucleation occurs according to a beta distribution show excellent agreement with analysis. A plot for the averaged histograms is displayed in Figure 9-Left and compared with the analytical solution.
Figure 9: Fragmentation experiments where nucleation follows a beta distribution process as described in Section 5.3. Left: Surface plot of the normalized and averaged histogram of the distribution of rectangles for an unbiased process ($p = \frac{1}{2}$). The analytical solution is represented by a continuous curve. The set $x + y = 1$ corresponds to the dotted line. Right: Power law exponents of the density of horizontal interfaces obtained for a biased process with $p = 0.3$ or $0.2$, respectively. Continuous curves represent the value of the exponents as a function of $\beta$. Dashed lines represent the asymptotic exponents obtained when $\beta \to \infty$. The average exponents are obtained by running 100 realizations of the fragmentation process (each of which is composed of $10^5$ rectangles) and error bars (measuring standard deviation) are displayed.

available for $p = \frac{1}{2}$ given by Eq. (5.3) (approach (G) in Section 5.3). Here 100 realizations of the fragmentation have been performed, each containing $2 \times 10^4$ rectangles. For details on how the normalized histogram has been constructed see Section 6.1.

Following approach (P) in Section 5.3 power laws exponents for the density of the length of horizontal interfaces have been computed and compared with the analytical prediction (Figure 9 Right). Recall $-\gamma$ is the exponent for the cumulative distribution of the horizontal interfaces. The continuous lines in Figure 9 (Right) correspond to the values of $-\gamma - 1$, where $\gamma$ is obtained by inverting (5.5) as a function of $\beta$ and where $p$ is regarded as a parameter (equal to either 0.3 or 0.2). Numerical results for the average exponents (along with their corresponding standard deviation) are obtained from a set of 100 realizations of the microstructure, each containing $10^5$ rectangles. The limit cases correspond to $\beta \to \infty$ (for which $\gamma$ can be computed explicitly from (5.6)) and $\beta = 1$ (in which case the beta distribution coincides with the uniform distribution and therefore $\gamma \equiv \frac{1}{1-2p}$, see Theorem 4.4).
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