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Abstract

We generalise the existence of combinatorial designs to the setting of subset sums in lattices
with coordinates indexed by labelled faces of simplicial complexes. This general framework in-
cludes the problem of decomposing hypergraphs with extra edge data, such as colours and orders,
and so incorporates a wide range of variations on the basic design problem, notably Baranyai-
type generalisations, such as resolvable hypergraph designs, large sets of hypergraph designs and
decompositions of designs by designs. Our method also gives approximate counting results, which
is new for many structures whose existence was previously known, such as high dimensional
permutations or Sudoku squares.

1 Introduction

The existence of combinatorial designs was proved in [15], to which we refer the reader for an in-
troduction to and some history of the problem. There we obtained a more general result on clique
decompositions of hypergraphs, that can be roughly understood as saying that under certain extend-
ability conditions, the obstructions to decomposition can already be seen in two natural relaxations
of the problem: the fractional relaxation (where we see geometric obstructions) and the integer re-
laxation (where we see arithmetic obstructions). The main theorem of this paper is an analogous
result in a more general setting of lattices with coordinates indexed by labelled faces of simplicial
complexes. There are many prerequisites for the statement of this result, so in this introduction we
will first discuss several applications to longstanding open problems in Design Theory, which illus-
trate various aspects of the general picture, and give some indication of why it is more complicated
than one might have expected given the results of [15].

1.1 Resolvable designs
In 1850, Kirkman formulated his famous ‘schoolgirls problem’:

Fifteen young ladies in a school walk out three abreast for seven days in succession: it is required
to arrange them daily, so that no two shall walk twice abreast.

The general problem is to determine when one can find designs that are ‘resolvable’: the set of
blocks can be partitioned into perfect matchings. Recall from [15] that a set S of g-subsets of an
n-set X is a design with parameters (n,q,r, ) if every r-subset of X belongs to exactly A elements
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of S, and that such S exists for any n > ng(q,r, A) satisfying the necessary divisibility conditions
that (g:;) divides )\(Zf:;) for 0 < i < r — 1. For a resolvable design, a further necessary condition
is that ¢ | n, otherwise there is no perfect matching on X, let alone a partition of S into perfect
matchings! We will show that these necessary conditions suffice for large n; the case r = 2 of this
result was proved in 1973 by Ray-Chaudhuri and Wilson [26, 27].

Theorem 1.1. Suppose ¢ > r > 1 and X are fived and n > no(q,7,A) is large with q | n and
(1= | A(PZ) for 0 <i <r—1. Then there is a resolvable (n,q,r,\) design.

It is convenient to generalise the problem and then translate the generalisation into an equivalent
hypergraph decomposition problem. Suppose G € NX* is a r-multigraph supported in an n-set X,
where g | n, satisfying the necessary divisibility conditions for a K -decomposition, i.e. (g:;) divides
> A{Ge : f C e} for any i-set f with 0 <7 <7 (we say G is K-divisible). We also suppose that G
is ‘vertex-regular’ in that |G(z)| is the same for all x € X (this is clearly necessary for a resolvable
decomposition). Under certain conditions (extendability and regularity) to be defined later, we will
show that G has a K -decomposition that is resolvable, i.e. its g-sets can be partitioned into perfect
matchings, each of which can be viewed as a K -tiling, i.e. n/q vertex-disjoint Kg’s.

Now we set up an equivalent hypergraph decomposition problem. Let Y be a set of m vertices
disjoint from X, where m is the least integer with! (") > ¢|G|/Qn, with @ = (¢). Let J be an

(r —1)-graph on Y with |J| = ¢|G|/Qn = (7‘{:})_1|G(33)] for all x € X. Let G’ be the r-multigraph
obtained from G by adding as edges (with multiplicity one) all r-sets of the form f U {x} where
f€Jand x € X. Let H be the r-graph whose vertex set is the disjoint union of a g-set A and an
(r —1)-set B, and whose edges consist of all r-sets in AU B that are contained in A or have exactly
one vertex in A.

We claim that a resolvable K¢-decomposition of G is equivalent to an H-decomposition of G'.
To see this, suppose that an H-decomposition H of G’ is given. Let A be the set of the restrictions
to A of the copies of H in H. Then A is a Kj-decomposition of G. Furthermore, for each f € J
and x € X there is a unique copy of H in H containing f U {x}, so the elements of A corresponding
to copies of H containing f form a perfect matching of X, and every element of A is thus obtained
from a unique such f, so A is resolvable. Conversely, any resolvable K{-decomposition of G can be
converted into an H-decomposition of G’ by assigning an edge of J to each perfect matching in the
resolution and forming copies of H in the obvious way.

For general r-graphs H, Glock, Kiihn, Lo and Osthus [9] solved the H-decomposition problem for
certain structures that they call ‘supercomplexes’, which in particular solves the problem for r-graphs
G that are ‘typical’ or have large minimum degree: they show that in this setting there is an H-
decomposition if G is H-divisible, i.e. every i-set degree is divisible by the greatest common divisor of
the i-set degrees in H. However, the bipartite form of the problem considered here is not covered by
their framework; indeed, we will see later in more generality that there are additional complications
in partite settings. Our general result on H-decompositions will be of the form discussed above,
i.e. that under certain extendability conditions, the obstructions to decomposition appear in the
fractional or integer relaxation. However, one should note that there can be additional obstructions
in the integer relaxation besides the divisibility conditions mentioned above.

We identify G with its edge set, so |G| denotes the number of edges in G.



1.2 Baranyai-type designs

Next we develop the theme suggested by the construction in the previous section, namely that of
obtaining variations on the basic design problem that are equivalent to certain partite hypergraph de-
composition problems. We will call these Baranyai-type designs, after the classical result of Baranyai
[1] that any complete r-graph K, with r | n can be partitioned into perfect matchings.

One natural question of this type is whether K} can be decomposed into (n, ¢, 7, \)-designs; such
a decomposition is known as a ‘large set’ of designs. Besides the necessary divisibility conditions
discussed above for the existence of one such design, another obvious necessary condition is that the
size )\(Z)_l(:}) of each design in the decomposition should divide the size (Z) of K}; equivalently,
we need A | (Z’::) It is natural to conjecture that these necessary divisibility conditions should be
sufficient, apart from a finite number of exceptions. Even in the very special case of Steiner Triple
Systems, this was a longstanding open problem, settled in 1991 by Teirlinck [29]. Lovett, Rao and
Vardy [22] extended the method of [18] to show that if ¢ > 9r, £ € N and n > no(q,r,¢) satisfies

the divisibility conditions then there is a large set of (n,q,r, A\)-designs, where (Z) = E/\(:{)_l ™.
This settles the existence conjecture when the edge multiplicity A is within a constant factor of the
maximum possible multiplicity, but leaves it open otherwise (for example, it does not include the
case of large sets of Steiner systems). We will prove the general form of the existence conjecture for

large sets of designs.

Theorem 1.2. Suppose g > r > 1 are fized, n > no(q,r) is large and X | (Z::) with all (Z:z) | /\(Z::)
Then there is a large set of (n,q,r,\) designs.

As for resolvable designs, we can consider the more general problem of decomposing any ¢-
multigraph G on an n-set X into (n, ¢, r, A)-designs. This clarifies the general form of the divisibility
conditions, as there are several conditions that collapse into one in the case that G = K;.. Indeed,
for each 0 < i < r and i-set I C [n] we need the degree |G(I)| of I to be divisible by the number

Z; = )\(3:3)_1(’;:;) of g-sets containing I in any (n, g, 7, A)-design. Furthermore, we clearly need G
to be an ‘r-multidesign’, meaning that all |G(e)| with e € [n], are equal.

Again we formulate an equivalent hypergraph decomposition problem. Let Y be a set of m
vertices disjoint from X, where m is the least integer with (q’fr) > |G|/Zy. Let J be an (¢ —r)-graph
on Y with |J| = |G|/Zy. Let G’ be the g-multigraph obtained from G by adding as edges with
multiplicity A all g-sets of the form e U f with e C X and f € J. Let H be the g-graph whose
vertex set is the disjoint union of a ¢-set A and a (¢ — r)-set B, and whose edges consist of A and all
g-sets in AU B that contain B. Then a decomposition of G into (n, g, r, \)-designs is equivalent to an
H-decomposition of GG. Indeed, given an H-decomposition H of G, each edge of G appears as exactly
one copy of A in H, and for each f € J the copies of A within the copies of H that contain f form
an (n,q,r, A)-design. Conversely, any decomposition of G into (n,q,r, \)-designs can be converted
into an H-decomposition of G' by assigning an edge of J to each design in the decomposition.

Another natural example of a Baranyai-type design is what we will call a ‘complete resolution’
of K. we partition K} into Steiner (n,q,q — 1) systems, each of which is partitioned into Steiner
(n,q,q — 2) systems, and so on, down to Steiner (n,q,1) systems (which are perfect matchings).
Again we show that this exists for n > ng(g) under the necessary divisibility conditions, which take
the simple form ¢ — j | n —j for 0 < j < q, i.e. n = ¢ mod lem(][q]).

Theorem 1.3. Suppose q is fized and n > ny(q) is large with n = q¢ mod lem([q]). Then there is a
complete resolution of K.



To formulate an equivalent hypergraph decomposition problem, we consider disjoint sets of ver-
tices X and Y where |X| = n and Y is partitioned into Y;, 0 < j < ¢ with |Yj| = % We let G
be the g-graph whose edges are all g-sets e C X UY such that [eNnY;| <1 forall 0 < j < ¢, and if
eNY; # 0 then enY; # 0 for all i > j. Let H be the g-graph whose vertex set is the disjoint union
of two ¢-sets A and B = {by,...,bs—1}, whose edges are all g-sets e C AU B such that if b; € e then
b; € e for all i > j.

Then a complete resolution of K is equivalent to an H-decomposition of G’. Indeed, given an
H-decomposition H of G’, we note that for any y; € Y; for j < i < ¢ the set of copies of A in
the copies of H in H that contain {y;,...,y,} form a Steiner (n,q,j — 1) system, and as y; ranges
over Y; we obtain a partition of the Steiner (n,q,j) system corresponding to the copies of H in
H that contain {y;i1,...,yq}. Conversely, a complete resolution of Kj can be converted into an
H-decomposition of G’ by iteratively assigning vertices of Y; to the Steiner (n,q,j — 1) systems that
decompose each Steiner (n,q, j) system.

1.3 Partite decompositions

The above applications demonstrate the need for hypergraph decomposition in various partite set-
tings. We defer our general statement and just give here some easily stated particular cases. First
we consider the nonpartite setting and the typicality condition from [15].

Definition 1.4. Suppose G is an r-graph on [n]. The density of G is d(G) = |G| (:f)*l. We say that
G is (c,s)-typical if for any set A of (r — 1)-subsets of V(G) with |A| < s we have |NrcaG(f)| =
(1= |Ale)d(G)AIn.

We show that any typical r-graph has an H-decomposition provided that it satisfies the necessary
divisibility condition discussed above (this result was also proved in [9]).

Theorem 1.5. Let H be an r-graph on [q] and G be an H-divisible (c, h?)-typical r-graph on [n],
where n = |V (G)| > no(q) is large, h = 257" § = 27100 q(@) > 2n=9/"" ¢ < cod(G)"™™ where
co = co(q) is small. Then G has an H-decomposition.

Next we consider the other extreme in terms of partite settings.

Definition 1.6. Let H be an r-graph. We call an r-graph G an H-blowup if V(G) is partitioned as
(Vy:2 € V(H)) and each e € G is f-partite for some f € H, i.e. f ={z:enV, # 0}.

We write Gy for the set of f-partite e € G. For f € H let df(G) = |G¢|[ L [Vz|~t. We call
G a (c, s)-typical H-blowup if for any s’ < s and distinct ey, ..., ey where each e; is fj-partite for
some f; € V(H),_1, and any x € ﬂjlle(fj) we have

! !
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j=1 j=1

We say G has a partite H-decomposition if it has an H-decomposition using copies of H with
one vertex in each part V.

We say G is H-balanced if for every f C V(H) and f-partite e C V(G) there is some n. such
that |G (e)| = ne for all f C f' € H.

Note that if G has a partite H-decomposition then G is H-balanced; we establish the converse
for typical H-blowups.



Theorem 1.7. Let H be an r-graph on [q] and G be an H-balanced (c,h?)-typical H-blowup on
(Vy : x € V(H)), where each n/h < |Vy| < n for some large n > ng(q) and h = 250’ § = 2710°¢",
d¢(G) >d > om0/ for all f € H and ¢ < codh30q, where ¢y = co(q) is small. Then G has a partite
H -decomposition.

For example, if H = K] ; and G = K] (n) is the complete (r+1)-partite r-graph with n vertices
in each part then Theorem 1.7 shows the existence of an object known variously as an r-dimensional
permutation or latin hypercube. (It can be viewed as an assignment of 0 or 1 to the elements of
[n]"*! so that every line has a unique 1, or as an assignment of [n] to the elements of [n]” so that
each line contains every element of [n] exactly once.) The result for general G implies a lower bound
on the number of r-dimensional permutations: we can estimate the number of choices for an almost
H-decomposition by analysing a random greedy algorithm, and show that almost all of these can be
completed to an (actual) H-decomposition (we omit the details of the proof, which are similar to
those in [16]). In combination with the upper bound of Linial and Luria [21] we obtain the following
answer to an open problem from [21].

r

Theorem 1.8. The number of r-dimensional permutations of order n is (n/e” + o(n))™ .

More generally, many applications of our main theorem can be similarly converted to an approx-
imate counting result, where the upper bound comes from a general bound by Luria [23] on the
number of perfect matchings in a uniform hypergraph with small codegrees (for example, we could
give such estimates for the number of resolvable designs or large sets of designs). Another example?
is the following estimate for the number of (generalised) Sudoku squares (the theorem says nothing
about the squares of the popular puzzle, in which n = 3).

Theorem 1.9. The number of Sudoku squares with n? bozes of order n is (n%/e3 4 o(n2))"" .

1.4 Colours and labels

There are many questions in design theory that are naturally expressed as a decomposition problem
for hypergraphs with extra data associated to edges, such as colours or vertex labels. A decomposition
theorem for coloured multidigraphs with several such applications was given by Lamken and Wilson
[20]. Here we illustrate one such application and an example of a hypergraph generalisation. (There
are many other such applications, but for the sake of brevity we leave a detailed study for future
research.)

The Whist Tournament Problem (posed in 1896 by Moore [24]) is to find a schedule of games
for 4n players, where in each game two players oppose two others, such that (1) the games are
arranged into rounds, where each player plays in exactly one game in each of the rounds, (2) each
player partners every other player exactly once and opposes every other player exactly twice. (There
is also a similar problem for 4n + 1 players in which one player sits out in each round.) Whist
Tournaments exist for all n (see [5, Chapter VI.64]). If we remove condition (1) we obtain the Whist
Table Problem. As observed in [20], we obtain an equivalent form of the latter by considering a
red/blue coloured multigraph on the set of players, where between each pair of players there is one

2 Alexey Pokrovskiy drew this to my attention. Our theorem does not apply to the construction given by Luria
[23], but it is not hard to give a suitable alternative construction. For example, let H be the 4-graph with V(H) =
{z1,22,Y1,Y2, 21, 22} and E(H) = {z122Yy1Y2, T1T221 22, Y1Y22122, T1Yy12122 }. Then an H-decomposition of the complete
n-blowup of H can be viewed as a Sudoku square, where we represent rows by pairs (a1, az), columns by (b1, b2), symbols
by (c1,c2) and boxes by (a1,b1); a copy of H with vertices {a1, az2,b1, b2, c1,c2} represents a cell in row (a1, a2) and
column (b1, b2) with symbol (c1, c2).



red edge (‘partner’) and two blue edges (‘oppose’), and we seek a decomposition into copies of Ky
coloured as a blue C4 with two red diagonals. The Whist Tournament Problem is equivalent to a
partite decomposition problem that fits into our framework, but not that of [20] (which only covers
the case of 4n + 1 players).

There are many ways to formulate similar problems with more complexities, such as larger teams
and particular roles for players within teams. Here we describe a fictional illustration of this idea,
which we may call a ‘tryst tournament’ (sports aficionados will no doubt be able to provide real
examples). A tryst team consists of three players, one of whom is designated the captain. A tryst
game is played by nine players divided into three tryst teams. The Tryst Table Problem is to find
a schedule of tryst games for n players, such that (1) for every triple T' of players and every z € T
there is exactly one game in which T is a team and x is the captain, (2) for every triple T" of players
there is exactly one game in which 7T is the set of captains of the three teams in that game.?

Theorem 1.10. The Tryst Table Problem has a solution for all sufficiently large n.

We reformulate the Tryst Table Problem (somewhat vaguely at first) as follows. Form a ‘structure’
G on the set V of players by including a red triple (‘captains’) for each triple and a blue ‘pointed’
triple (‘teams’) for each triple 7" and x € T. We want to decompose G by copies of a ‘structure’ H
on 9 vertices, with 3 vertex-disjoint blue pointed triples, and a red triple consisting of the points of
the blue triples.

To make sense of the undefined terms just used we now switch to a setting in which all edges
come with labels on their vertices, so our fundamental object becomes a set of functions (instead of
a hypergraph, which is a set of sets). For the Tryst Table Problem, we let G* contain a red copy and
a blue copy of each injection from [3] to V. We define a set H* of red and blue injections from [3]
to [9] as follows, in which we imagine that three teams are labelled 123, 456 and 789 with captains
1, 4 and 7. The red functions of H* consist of all bijections from [3] to 147. The blue functions of
H* consist of all bijections from [3] to one of the teams 123, 456 or 789, such that 1 is mapped to
the captain. A copy of H* in G* is defined by fixing any injection ¢ : [9] — V and composing all
functions in H* with ¢; the interpretation of this copy is a tryst game between teams ¢(123), ¢(456)
and ¢(789) with captains ¢(1), ¢(4) and ¢(7). It is clear that the Tryst Table Problem is equivalent
to finding an H*-decomposition of G*.

Our main theorem is a decomposition result for vectors where coordinates are indexed by functions
and take values in some lattice Z”. The ‘subcoordinates’ in Z” may be interpreted as colours, so
e.g. we may think of J, = (2,3) € 7Z? as saying that J has 2 red copies and 3 blue copies of some
function . This general framework includes all of the problems discussed above and many other
variations thereupon (see subsection 2.4 for more examples).

One consequence of our main theorem is a generalisation of the hypergraph decomposition result
alluded to above to decompositions of coloured multihypergraphs by coloured hypergraphs. It seems
hard to describe the divisibility conditions in general, so here we will specialise to the setting of
rainbow clique decompositions, for which the divisibility conditions are quite simple. We write
[(9)] K7, for the r-multigraph on [n] in which there are () copies of each r-set coloured by [(¢)] =
{1,....(%)}. We ask when [()]K}, can be decomposed into rainbow copies of Ky, i.e. copies of Ky in

3We choose these simple rules for simplicity of exposition, and there is no doubt a direct proof of Theorem 1.10 not
using our main theorem. The point is that one can use the same method to analyse variations with more rules, such as
a Tryst Tournament Problem (arranging the games into rounds) and/or constraining more triples, e.g. we could also
ask for every triple T of players and every x € T to have exactly two games in which x captains a team and T\ {z} is
the set of non-captains in a different team.



[(;{)]Kﬁ in which the colours of edges are all distinct. A stricter version of the question is to fix some
rainbow colouring of K and only allow the decomposition to use copies of K that are isomorphic
to the fixed rainbow colouring. We will answer both versions of the question.

First we consider the question in which we allow any rainbow Kg. Ignoring colours, we have the
same necessary divisibility condition as before for the multigraph (g) K7, to have a Kj-decomposition,

namely (?:z) | (g) (’Z:;) for 0 <i <r—1. We will show that under the same conditions we even have

a rainbow K¢-decomposition.

Theorem 1.11. Suppose n > no(q) is large and (g:z) | (9) (2:2) for 0 <i<r—1. Then [(9)]K},
has a rainbow Kg-decomposition.

Now suppose that we only allow copies of some fixed rainbow colouring. For convenient notation
we identify the set of colours with [¢], := {B C [q] : |B| = r} and suppose that in the fixed colouring
of [g], we colour each set by itself. We write [g], K7, for the corresponding relabelling of [(?)]K}. Any
injection ¢ : [q] — [n] defines a copy of [q], where for each B € [g]|, we use the colour B copy of
¢(B). We say [q]- K] has a [g],-decomposition if it can be decomposed into such copies.

Theorem 1.12. Suppose n > no(q) is large and (7)) | (’;::) for 0 <i <r—1. Then [q],K] has a
[q]--decomposition.

The divisibility conditions in Theorem 1.12 are necessary for » < ¢/2 but not in general.* To
see necessity, suppose D is a [q],-decomposition of [¢], K. Identify each copy ¢([g],) with a vector
v? € (Zl4r)Kn where each vg(B) = ep (the standard basis vector for B € [¢],). For any f € [n]; we

have S{vl : f Cee K, ¢ € D} = (’Z:;)l € Zldr equal to (::ZZ) in each coordinate. On the other
hand, the contribution of any given ¢([g],) to this sum is > {ep : ¢~!(f) C B}, which is a row of
the inclusion matrix M] (¢): this has rows indexed by [¢];, columns by [¢], and each M (q) fe = 1fce.
As M] (q) has full row rank (by Gottlieb’s Theorem [10], using r < ¢/2), each row must appear the

same number of times, say m, and then any B € [q], contributes m(}) times, so (}) | (jf:f)

1.5 Decomposition lattices

Here we will give some indication of what new ideas are needed in the general setting besides those
in [15]. We start by recalling the proof strategy in [15] for clique decompositions of hypergraphs that
are extendable and have no obstruction (fractional or integer) to decomposition. The first step is a
Randomised Algebraic Construction, which results in a partial decomposition (the ‘template’) that
covers a constant fraction of the edge set, and carries a rich structure of possible local modifications.
By the nibble and other random greedy algorithms, we can choose another partial decomposition
that covers all edges not in the template, which also spills over slightly into the template, so that
every edge is covered once or twice, and very few edges (the ‘spill’) are covered twice.

Next we find an ‘integral decomposition’ of the spill, and apply a ‘clique exchange algorithm’
that replaces the integral decomposition by a ‘signed decomposition’, i.e. two partial decompositions,
called ‘positive’ and ‘negative’, such that the underlying hypergraph of the negative decomposition
is contained in that of the positive decomposition, and the difference forms a ‘hole’ that is precisely
equal to the spill. We also ensure that for each positive clique QT there is a modification (a ‘cascade’)
to the clique decomposition of the template so that it contains Q*. Then deleting the positive cliques

4The precise divisibility conditions can be extracted from our characterisation of the divisibility lattice, but we omit
this for the sake of a simple illustration.



and replacing them by the negative cliques eliminates one of the two uses of each edge in the spill,
and we end up with a perfect decomposition.

In broad terms, the strategy of the proof in this paper is similar. Furthermore, much of the proof
for designs can be adapted to the general setting (we give the details of this in section 3). However,
the ‘integral decomposition’ step becomes much more difficult (and it is necessary to overcome these
difficulties, as this is a relaxation of the problem we are trying to solve). There are in fact two
aspects of this step, which both become much more difficult: (i) characterising the decomposition
lattice (i.e. the set of Z-linear combinations of the vectors that we allow in our decomposition), (ii)
finding bounded integral decompositions. Regarding (ii), there is a ‘local decoding’ trick for designs
that greatly simplifies the proof of [15, Lemma 5.12] (version 2), but in the general setting we do not
have local decodability, so we revert to the original randomised rounding method of [15] (version 1).

As for (i), we give a cautionary example here to show that the decomposition lattice is in general
not what one might guess given its simple structure for designs. Let us first recall the characterisation
by Graver and Jurkat [12] and Wilson [34] of the set of J € Z» with an integral K]-decomposition,
i.e. the Z-linear combinations of (characteristic vectors of) copies of Kj. Clearly, any such J is
K -divisible (as defined above), and the converse is also true for n > g + r. For partite problems
there may be additional ‘balance’ constraints (as in Theorem 1.7) but there may be further more
subtle constraints.

Let us consider the decomposition lattice of the triangles of a rainbow K, defined as follows.
Fix any bijection b : E(K4) — [6] and colouring ¢ : E(K,) — [6]. Let B be the set of all b-
coloured copies of K3, i.e. for each injection ¢ : [4] — [n] such that all c¢(¢(i)é(5)) = b(ij) we include
{o([4]\{3}) : i € [4]}. We wish to characterise the lattice (B) generated by B. Certainly any J € (B)
must be Kj-divisible and supported on the set 7 of triangles that appear in B. One might guess by
analogy with the lattice of K3}’s in a random 3-graph (see [15]) that if ¢ is random then whp there
would be no further condition.

However, we will now describe a Kj-divisible vector (a ‘twisted octahedron’) that is not in (B).
Suppose that b(12) = 3, b(13) = 2, b(23) = 1, b(14) = 4, b(24) = 5, b(34) = 6. Consider any
octahedron, i.e. complete tripartite graph, with parts {xo,z1}, {y0,v1}, {20, 21} coloured so that all
c(yiz;) = 1, c(xoyo) = c(zoyr) = c(x120) = c(x121) = 2, e(x1Y0) = c(x1Y1) = c(T020) = c(T021) = 3.
Then every triangle x;y;2) is rainbow. Let J € Z7 be +1 on these triangles and 0 otherwise, with
Joig,z, = (=1)7%F Then J is null (3 {Je : f C e € T} =0 whenever | f| < 2) so is K3-divisible.

To see J ¢ (B) we use the colouring to define an algebraic invariant. For each triangle T" =
Tyozo € T containing yozo we let f(T) be one of the standard basis vectors of Z* according to the
colouring of T': we let f(T') be ey, ea, e3 or esq according to whether (c(xyo), c(xz29)) is (2,3), (3,2),
(5,6) or (6,5). We extend f to a Z-linear map from Z7 to Z°, where f(T") = 0 if T’ does not contain
yozo. If J' € (B) then f(J') lies in the lattice generated by (1,0,1,0) and (0,1,0,1). However, we
have f(J) = (1,-1,0,0), so J ¢ (B). This example hints at the importance of vertex labels (even
when not explicitly presented in a problem) when characterising decomposition lattices.

1.6 Organisation

The organisation of this paper is as follows. In the next section we set up our general framework
of labelled complexes and vector-valued decompositions, and develop some basic theory of these
definitions that will be used throughout the paper. In section 3 we state our main theorem and
present those parts of the proof that are somewhat similar to those in [15]. We define and analyse
the Clique Exchange Algorithm in section 4. We complete the proof of our main theorem by solving



the problems of integral decomposition (section 5) and bounded integral decomposition (section 6).
Section 7 gives several applications of our main theorem.

1.7 Notation

Most of the following notation is as in [15]. Let [n] = {1,...,n}. Let (f) denote the set of r-subsets
of S. We write Q = ([Z}) and also @ = () (the use will be clear from the context). We identify
Q= ([g}) with the edge set of K7 (the complete r-graph on [q]). We write K/ (S) for the complete
g-partite r-graph with parts of size |S| where each part is identified with S. If S = [s] we write
Ky (S) = K (s)-

We use ‘concatenation notation’ for sets (zyz may denote {z,y, z}) and for function composition
(fg may denote f o g).

We say E holds with high probability (whp) if P(E) =1 — e~*") for some ¢ > 0 as n — oc.

We write YX for the set of vectors with entries in Y and coordinates indexed by X, which we also
identify with the set of functions f : X — Y. For example, we may consider v € F as an element of
a vector space over [, or as a function from [g¢] to [F,,.

We identify v € {0,1}% with the set {z € X : v, = 1}, and v € N¥ with the multiset in X
in which = has multiplicity v, (for our purposes 0 € N). We often consider algorithms with input
v € ZX, where each x € X is considered |v;| times, with a sign attached to it (the same as that of
v, ); then we refer to = as a ‘signed element’ of v.

If G is a hypergraph, v € Z% and e € G we define v(e) € Z%®) by v(e); = vy for f € G(e).

We denote the standard basis vectors in R? by e, ..., eq. Given I C [d], we let e; denote the T
by [d] matrix in which the row indexed by i € I is e;.

We write M € F}*" to mean that M is a matrix with ¢ rows and 7 columns having entries in F,,.
For I € Q = ([;{]) we let M be the square submatrix with rows indexed by I. Note that M; = e; M.

We will regard Fpa as a vector space over F,,. For e C Fpa we write dim(e) for the dimension of
the subspace spanned by the elements of e. For e € Fga we write dim(e) for the dimension of the set
of coordinates of e.

When we use ‘big-O’ notation, the implicit constant will depend only on ¢.

We writea=btctomeanb—c<a<b+ec.

Throughout the paper we omit floor and ceiling symbols where they do not affect the argument.

We also use the following notation (not from [15]).

Let Bij(B, B’) denote the set of bijections from B to B’.

Let Inj(B,V) denote the set of injections from B to V.

We extend our concatenation notation to sets of functions, e.g. ¢T = {po 1) : ¢ € T}.

We let () denote the empty set and also the unique function with empty domain.

For any set X write X; = ()]( ) (convenient notation for use in exponents).

We write [g](S) for the set of partite maps f : [q] — [q] x S.

We write Im(¢) and Dom(¢) for the image and domain of a function ¢.

We write 1 C ¢ for functions 1 and ¢ if 1 is a restriction of ¢. Then ¢\ 1) denotes the restriction
of ¢ to Dom(¢) \ Dom(v)). Given functions ¢; on A; for j = 1,2 that agree on A; N Ay we write
¢1 U @9 for the function on A; U Ay that restricts to ¢; on A; for j =1, 2.

Given I' C R, the I'-span of S C R? is (S). = {3, cq Pow : ® € I} We write (S) = (5);.

If u € (ZP)X we write [u| = >, c v > dern [(ua)al-



2 Basic structures

In this section we define the basic objects needed for the statement of our main theorem and record
some simple properties of them that will be used throughout the paper. We start in the first
subsection with the labelled complex structure that is the functional analogue of a simplicial complex.
The second subsection concerns embeddings and extensions of labelled complexes, and defines the
extendability property mentioned in the introduction. In the third subsection we consider adapted
complexes, in which we add the structure of a permutation group that acts on labellings: the orbits
of this action play the role of edges in the example of hypergraph decomposition. Then in the fourth
subsection we formalise our general decomposition problem with respect to a superimposed system
of vector values on functions; here we also show how to realise several concrete examples within this
general framework. We describe some basic properties of vector-valued decompositions in the fifth
subsection and introduce some terminology (atoms and types) for them; we also define the regularity
property that formalises the ‘no fractional obstacle’ assumption discussed above.

2.1 Complexes

We start by defining a structure that we call a labelled complex.’

Definition 2.1. (labelled complexes) We call & = (¢p: B C R) an R-systemon V if ¢ : B — V is
injective for each ¢ € ®5. We call an R-system ® an R-complex on V if whenever ¢ € ®p and B’ C B
we have ¢ [pr€ @pr. Let % = {¢(B) : ¢ € g}, @3 = J{Py: B € (Jj)} and ®° = [J{®% : B C R}.
We write V(@) = 3.

Note that if A C A" € ®%, then A € ®% for some B C B’ (not necessarily unique); thus
®° is a (simplicial) complex. We will now define some basic operations (forming restrictions and
neighbourhoods) for working with labelled complexes.

Definition 2.2. (restriction) Let ® be an R-complex and @' an R-system. We let ®[®'] be the
R-system where ®[®']p is the set of ¢ € ®p such that ¢ |p€ @'y, for all B’ C B such that @, is
defined (we allow some ®’, to be undefined). If @/, = U C V(®) for all z € R and ®’; is undefined
otherwise then we also write ®[®'] = ®[U] = {¢p € ®: Im(¢) CU}.

Lemma 2.3. ®[®’] is an R-complex.

Proof. Consider ¢ € ®[®']p and B* C B such that ®’. is defined. We need to show ¢ |p-€ ®[D]-.
To see this, note that ¢ |gp-€ ®p+, and if B’ C B* is such that ®, is defined then (¢ |p+) |p=
¢ |pre Py as ¢ € P[P]. O

Definition 2.4. Let ® be an R-complex and ¢* € ®. We write ® [4.= {¢ € & : ¢* C ¢}.

Definition 2.5. (neighbourhoods) Let ® be an R-complex and ¢* € ®p«. For ¢ € (® |4+)pup+ with
B C R\ B* let ¢/¢* = ¢ |g. We define an (R \ B*)-system ®/¢* where each (®/¢*)p consists of
all ¢/¢* with ¢ € (® |4+)pup+. For J € T? we define J/¢* € T'®/¢" by (J/9")pjox = Jp whenever
" C 9.

Lemma 2.6. ®/¢* is an R\ B*-complex.

Proof. Consider B C B C R\ B* and ¢/¢* € (®/¢*)p. We need to show (¢/¢*) |g€ (P/d*)p.
ThlS hOldS as Qb/ = gb B*UB’G (I>B*UB’ Wlth d)/ ‘B*: ¢* O

5We suppress the term ‘labelled’ in our terminology, as the labels are indicated by the labelling set R.
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2.2 Embeddings and extensions

Here we formulate our extendability property and show that it is maintained under taking neigh-
bourhoods. We start by defining embeddings of labelled complexes.

Definition 2.7. Let H and ® be R-complexes. Suppose ¢ : V(H) — V(®) is injective. We call ¢ a
d-embedding of H if ¢ o1p € ® for all ¢ € H.

We will define extendability using the following labelled complex of partite maps.

Definition 2.8. Let R(S) be the R-complex of all partite maps from R to R x S, i.e. whenever
i€ BC R and ¢ € R(S)p we have ¢(i) = (i,x) for some z € S. If S = [s] we write R(S) = R(s).

The following extendability property can be viewed as a labelled analogue of that in [15].

Definition 2.9. Suppose H C R(S) is an R-complex and F C V(H). Define H[F] C R(S) by
H[F] = {¢ € H : Im(¢) C F}. Suppose ¢ is a ®-embedding of H[F]. We call E = (H,F,¢) a
d$-extension of rank s = |S|. We say E is simple if |V(H) \ F| = 1.

We write Xg(®) for the set or number of ®-embeddings of H that restrict to ¢ on F. We say E
is w-dense (in @) if Xg(®) > w|V(P)["Z, where vy := |[V(H) \ F|. We say ® is (w, s)-extendable if
all ®-extensions of rank s are w-dense.

We will also require the following extension of the previous definition that allows for a system of
extra restrictions.

Definition 2.10. Let ® be an R-complex and ® = (&' : ¢t € T') with each ®* C &. Let F = (H, F, ¢)
be a ®-extension and H' = (H' : ¢t € T) for some mutually disjoint H* C H \ H[F]; we call (E, H')
a (P, ®)-extension.

We write Xg g/ (®, ') for the set or number of ¢* € Xp(®) with ¢* o) € ®'; whenever ¢ € HY
and ®%; is defined. We say (E, H') is w-dense in (®, ®') if Xp 5/ (P, D) > w|V(®)|Z. We say (D, D')
is (w, s)-extendable if all (®, ®’)-extensions of rank s are w-dense in (®, ’).

When [T| = 1 we identify " C & with (®’). We also write Xg(®, ') = Xp i gie (P, ).
For L C ®° we write Xg(®,L) = Xg(®,?’) where & = {¢ € ® : Im(¢) € L}; we also write
®[L] = ®[P'], and say that (P, L) is (w, s)-extendable if (P, P’) is (w, s)-extendable.

If L C V(®) we also say that (®,L) is (w, s)-extendable wrt L if Xg g/(®,®") > w|L|"Z for all
(P, ®')-extensions (E, H') of rank s.

Note that if @ C ® and (®,d’) is (w, s)-extendable then @[] is (w, s)-extendable. In the next
definition we combine the operations of taking neighbourhoods and restriction to an (unordered)
hypergraph; the accompanying lemma shows that under the generalised extendability condition of
the previous condition the resulting labelled complex is extendable. We note that if L = ®; the
restriction has no effect, so ®/¢*L = ®/¢*, and in this case Lemma 2.12 states that if ¢ is (w, s)-
extendable then ®/¢* is (w, s)-extendable. A less trivial example is when L C V(®) = ®Y; then
®/p*L = (®/¢*)[L] is obtained by restricting ®/¢* to L.

Definition 2.11. Suppose ® is an R-complex, L C &7 and ¢* € ®p«. Let ®/¢*L be the set of all
¢/d* € ®/¢* such that e € L for all e € Im(¢), with e\ Im(¢*) # 0.

Lemma 2.12. If (9, L) is (w, s)-extendable (wrt L) then ®/¢*L is (w, s)-extendable.

5The unlabelled analogue of our assumption here is weaker than that in [15], as we only consider partite extensions.
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Proof. Consider any ®/¢* L-extension E = (H, F, ¢) where H C (R\ B*)(s). We need to show that
E is w-dense in ®/¢*L. To see this, we consider H+ C R(s) where for each B C R\ B*, B’ C B*,
¢ € Hp we include ¢ UB' in Hf, 5, defined by (v UB') |[p= 1 and (y UB')(i) =i = (i,1) fori € B'.
Consider the ®-extension BT = (H, F* ¢ U ¢*) with F* = F U B*.

As (®,L) is (w, s)-extendable, we have Xp+(®,L) > w|V(®)|Ve+, or Xp+(P,L) > w|L|’et if
(®,L) is (w,s)-extendable wrt L. Tt remains to show that if ¢* € Xpi(®,L) then ¢t |y ()€
Xp(®/¢*L). For any BC R\ B*, ¢ € Hp as ¢ € Xg+(®) we have ¢' := ¢T o (» U B*) € ®pyp~,
and as ¢’ |p-= ¢* we have ¢* |y (yy o = ¢ |p= ¢/ /¢* € (®/¢*)p. Furthermore, as ¢ € Xp+(P, L)
we have e € L for any e € Im(¢™), with e\ Im(¢*) # (). Therefore ¢ |y (gy€ Xp(®/¢*L). a

2.3 Adapted complexes

Next we introduce the setting of adapted complexes, where we have a permutation group acting on the
functions in a labelled complex. We start with some notation for permutation groups; in particular,
given a permutation group ¥ on R we define an R-complex X5 that consists of all restrictions of
elements of X.

Definition 2.13. Suppose ¥ is a permutation group on R. For B, B’ C R we write Z‘g/ = {o |B:
oc€X,0(B) =B}, Yp=UpXE 28 =upnl S[B]=UpcpEP, 25 =up pXE.

We let P> be the equivalence classes of the relation B ~ B’ <+ 8, £ (). Note that B ~ B’
implies |B| = |B’|. We write ij ={CeP*:BeC=|B|=j}

We will restrict attention to labelled complexes in which any function can be relabelled under
the group action, as follows.

Definition 2.14. (adapted) Suppose ® is an R-complex and ¥ is a permutation group on R. For
oce€Xand ¢ € P,(p)let po=¢oo |p. We say @ is Y-adapted if ¢po € @ for any ¢ € @, 0 € X.

Next we introduce some notation for the orbits of the action implicit in the previous definition;
these will play the role of edges in hypergraph decompositions.

Definition 2.15. (orbits)

For ¢ € ®p with B C R we define the orbit of ¢ by ¢% := X8 = {spo : 0 € ¥P}. We denote
the set of orbits by ®/%. We write ®¢ = Ugec®p for C € P¥. We write Im(O) = Im(y) for
e O ed/X. For O,0" € &/% we write O C O’ if there are ¢ € O, ¢/ € O' with ¢ C /.

Note that the orbits partition ® and ®¢ = | J{¢X : ¢ € ®p} for any B € C. When we later
consider functions on ® we will decompose them by orbits as follows.

Definition 2.16. (orbit decomposition) Let ' be an abelian group. For J € T'®" and O € ®,/% we
define JO by J? = Jylyeco. The orbit decomposition of J is J = ZOe@,«/E JO.

Now we will illustrate the role of orbits with the two most obvious examples (see also subsection
2.4 for more examples).
Examples.

i. If ¥ = {idR} is the trivial group then each equivalence class and orbit has size 1, and we can
identify ® with ®/%. This choice of ¥ is suitable for ‘fully partite’ hypergraph decompositions,
in which every edge is uniquely labelled by the set of parts that it meets. We also denote <
by ﬁ, or by ¢ when R = [g]. Then ¢ 5 = {idg} for all B C [q].
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ii. If ¥ is the symmetric group Sk on R then the equivalence classes of P> are (f) for 0 <r < |R].
We also denote ©= by RS. Then each Rg = Inj(B, R) consists of all injections from B to
R. We can identify ®° with ®/%, where e € ®° is identified with {¢) € ® : Im(¢)) = e}. This
choice of ¥ is suitable for nonpartite hypergraph decompositions, in which the labels play no
essential role.

Next we show that adapted complexes have neighbourhoods that are also adapted complexes.

Definition 2.17. Let ¥ be a permutation group on R. For B* C R and o € ¥ with o |g~= idp- we
write 0/B* = o |g\p-- We let ¥/B* be the set of all such /B

Note that ¥/B* is a permutation group on R\ B*.

Lemma 2.18. Let ® be a X-adapted R-complexr and ¢* € ®Pp«. Then ®/¢* is a X/B*-adapted
(R\ B*)-complez.

Proof. Suppose B C R\ B*, 0 = ¢//B* € ¥/B* and ¢ = ¢//¢* € (P/p*)p. As @ is X-adapted,
P'o' € @, s0 Yo =Y a’/p* € D/P*. O

Next we introduce the labelled complex structure defined by embeddings of one labelled complex
in another.

Definition 2.19. Given R-complexes ¢ and A we let A(®) denote the set of ®-embeddings of A.
We let A(®)S denote the V (A)-complex where each A(@)% for FF C V(A) is the set of ®-embeddings
of A[F].

In the next subsection we will apply Definition 2.19 with A = £=; we conclude this subsection
by showing that if ® is Y-adapted then we can identify the resulting complex of embeddings with ®
itself.

Lemma 2.20. If ¢ is ¥-adapted and B C [q| then ¥[B](®) = ®p.

Proof. Consider any ¢ € ®p. As & is Y-adapted, for any ¢ € 8 we have ¢po € &. As @ is a
[q]-complex we deduce ¢po € @ for any o € X[B], so ¢ € X[B](P). Conversely, if ¢ € L[B](P) then
¢ =¢idp € Pp. O

2.4 Vector-valued decompositions

Now we introduce our general framework for decomposing vectors with coordinates indexed by the
functions of a labelled complex and entries in some abelian group. We follow the definition with
several examples to show how it captures hypergraph decompositions and other related problems.

Definition 2.21. Let A be a set of R-complexes; we call A an R-complex family. If each A € A is
a copy of = we call A a LS-family. For r € N we write A, = |J{Ap: B € (f)} and A, = UgcaAr.
We let A(®)S denote the V(A)-complex family (A(®)S: A € A).

Let v € I for some abelian group I'; we call y a T-system for A,..

Let ® be an R-complex. For ¢ € A(®)S with A € A we define v(¢) € I'®" by 7(¢)gop = 7o for
0 € A, (zero otherwise). We call v(¢) a y-molecule and let v(®) be the set of y-molecules.

Given ¥ € ZA®) we define 0¥ = 9V = > s Vsr(9) € I'®". We also call ¥ an integral v(®)-

decomposition of G = ¥ and call (y(®)) the decomposition lattice. If furthermore ¥ € {0, 1}4(®)
(i.e. U C A(P)) we call ¥ a v(P)-decomposition of G.
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Examples.

i.

ii.

iii.

v.

Suppose H and G are r-graphs with V(H) = [q]. Let ® be the complete [¢]-complex on V(G),
ie all g = Inj(B,V(G)). Let G* = {¢ € &, : Im(¢)) € G}. Let ¥ = Sy, A = {A} with
A = %= and v € {0,1}*" with each vy = Lim(g)en- Note that ® is ¥-adapted. For any
¢ € A(®) = @, and 0 € A, we have v(¢)p0 = V9 = Lrm()en, S0 an (integral) H-decomposition
of G is equivalent to a (an integral) (®)-decomposition of G*. Similarly, if H is a family of
r-graphs, by introducing isolated vertices we may assume they all have vertex set [g]. Then an
H-decomposition of G is equivalent to a v(®)-decomposition of G*, where now A contains AX
defined as above for each H € H, and 7y is as defined above whenever § € A,

We generalise the previous example (for simplicity we revert to one r-graph H). Now suppose
H and G have coloured edges. Let the set of colours be [D], let H? and G? be the edges in H
and G of colour d. Let e, ..., ep be the standard basis of ZP. Let ®, 3, A be as above. Define
G* € (NP)®r by G}, = eq for all ¢ with Im(¢) € G* and G, = 0 otherwise. Define € (NP)4r
by 79 = eq for all € A, with Im(¢)) € H? and 5 = 0 otherwise. Then an H-decomposition
of G that respects colours is equivalent to a v(®)-decomposition of G*.

Now suppose that G is g-partite, say with parts Vi,...,V;. The previous examples will not be
useful for finding an H-decomposition of G, as our main theorem requires (®, G) to be extend-
able, but if we allow ® to disrespect the partition then we cannot extend all partial embeddings
within G. Instead, we define ®p for B C [g] to consist of all partite ¢ € Inj(B,V(G)), i.e.
Y(i) € V; for all i € B. We let ¥ = {id} be trivial, A = {A} with A = ¥=, i.e. all Ag = {idg}.
Defining G* and ~ as in the first example, we again see that an H-decomposition of G is
equivalent to a y(®)-decomposition of G*.

Next we consider the H-decomposition problem for G' when we are given bipartitions (X,Y") of
V(G) and (A, B) of V(H) = [q], and we only allow copies of H in which A maps into X and B
into Y (recall that the problems of resolvable designs and large sets of designs are equivalent to
such bipartite decomposition problems). We let & for F' C [g] consist of all ¢ € Inj(F,V(QG))
such that Y(FNA) C X and (FNB) CY. As usual, we let G* = {¢p € ¢, : Im(¢p) € G}.
We let ¥ be the group of all 0 € S, such that 0(A) = A and o(B) = B. Then ® is ¥-adapted.
As usual, we let A = {4’} with A’ = £= and v € {0,1}*" with each vg = Lrm(o)er- Then an
H-decomposition of G is equivalent to a v(®)-decomposition of G*.

. In the above examples we were decomposing hypergraphs (sets of sets) and treating the la-

bellings (sets of functions) as a convenient device, but many applications explicitly require
labellings. An example that may have some topological motivation is that of decomposing
the set of top-dimensional cells of an oriented simplicial complex. The standard definition of
orientations fits very well with our framework: for r-graphs H and G, an orientation is defined
by a bijective labelling of each edge by [r]|, where two labellings are considered equivalent if
they differ by an even permutation in S,. Then we wish to decompose G by copies of H, where
we only allow copies ¢(H) such that for each edge e of H composing the labelling of e with
¢ gives a labelling of ¢(e) equivalent to that in G. To realise this problem in our framework
(consider for simplicity the nonpartite setting where ® is the complete [g]-complex on V(G)
and ¥ = 5,), for each B € Q = [q], we let g € Bij([r], B) be order preserving and let G5
consist of all ) € &g such that ¢/ =1 o with Im(¢’) € G is correctly oriented. Similarly,
we let A = {A} with A == and v € {0, 1} where for § € Ag we let 79 be 1if ¢/ = 0o 7p
with Im(0’) € H is correctly oriented, otherwise vy = 0. Then an oriented H-decomposition
of G is equivalent to a v(®)-decomposition of G*.
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2.5 Atoms and types

In this subsection we introduce some structures and terminology for working with vector-valued
decompositions, and make some preliminary observations regarding the decomposition lattice ((®)).
We also define the regularity property referred to above. Throughout we let 3 < S, be a permutation
group, ® be a Y-adapted [¢]-complex, A be a =-family and v € TAr.

Definition 2.22. (atoms) For any ¢ € A(®) and O € ®,/% such that v(¢)? # 0 we call v(¢)° a
~v-atom at O. We write [O] for the set of v-atoms at O. We say + is elementary if all y-atoms are
linearly independent. We define a partial order <, on I'®" where H <, G iff G — H can be expressed
as the sum of a multiset of y-atoms.

Note that if J € (7(®)) then each J can be expressed as a Z-linear combination of y-atoms at
O. Furthermore, if 7 is elementary then this expression is unique, so if J is the sum of a multiset Z
of y-atoms then a v(®)-decomposition of J may be thought of as a partition of Z, where each part is
the set of y-atoms contained in some molecule (¢). This is a combinatorially natural condition, as
it avoids arithmetic issues that arise e.g. for decompositions of integers (the Frobenius coin problem).
In our main theorem we will assume that - is elementary, but the proof also uses other vector systems
derived from ~ that are not necessarily elementary.

The following definition and accompanying lemma give various equivalent ways to represent
atoms. The notation v(¢) matches the notation for molecules in Definition 2.21 when ¢ € A(®P).

Definition 2.23. For ¢ € ®p and 6 € Ap we define y[¢)]? € T¥* by '7[1/’]3;0 = Yo
For ¢ € A(®)= = ® we define v(¢) € I'* by y(¢) s = Y9 whenever 0 € A, with Im(0) C Dom(¢).

Lemma 2.24. Suppose ¢ € A(P) and ¢ € A(@)]SB = Pp.
i. If i = ¢0 with @ € A, then v(¢)¥> = y[¢]°.
Furthermore, if 0 € Ap and o € ©F then y[]? = y[¢o]?”.
ii. If  C ¢ then v(¢)¥ = y[¥]'""# = y(¢).

Proof. For (i), by Definitions 2.21 and 2.23, for any o € X8 we have v(¢)yo = V(D) g0 = Vo0 =
7[1!1]%0, ie. v(0)¥* = y[¥]?. Furthermore, if § € Ap, o € ¥B, o € 5" then 7[@[1]3}00, = Vogo! =
7[¢a]fﬁm,. For (ii), we have ¢ = ¢ idp, so v(¢)¥> = y[1)]"¥® by (i). Also, for any o € 7 we have
VW)yo = Yo = VWIGZ, s0 Y[W]145 = (). O

The following definition will be used for the extendability assumption on (®,~[G]) in our main
theorem, which gives a lower bound on extensions such that all atoms belong to G.

Definition 2.25. For G € T'® we let v[G] = (7[G]* : A € A) where each v[G]* is the set of
Y € A(®)S = ®, such that v(v) <, G.

When using the notation y[¢]? for an atom, there may be several choices of 6 that give rise to the
same atom; this defines an equivalence relation that we will call a type. To illustrate the following
definition, we recall example i (nonpartite H-decomposition) from subsection 2.4. In this case, there
are two types for each r-set B of labels: for any 6 € Ag, if Im(f) € H then ~4? is the all-1 vector (we
think of this type as an edge), whereas Im(0) ¢ H then 7’ is the all-0 vector (the zero type, which
we think of as a ‘non-edge’).

Definition 2.26. (types) For 6 € Ag with B € Q we define 1/ € T=" by 78 = vgo.

15



A type t = [0] in ~ is an equivalence class of the relation ~ on any Ap with B € @ where 6 ~ ¢’
iff v = 4%, We write T for the set of types in Ag.

For § € t € Tg and ¢ € &g we write v* =% and y[yp]t = y[1]’.
If 4* = 0 call ¢ a zero type and write t = 0.
If ¢ € A(®) with v(¢)¥™ = y[¥)]" we write t4(¢)) = t.

The next lemma shows that ~[¢]! is well-defined.
Definition 2.27. For B € C € P and J € I'*¢ we define f5(J) € (T=")®5 by (f5())p)e = Jyo-
Lemma 2.28. If J = ~[¢]" for some ¢ € ®p, t € T then fp(J)y, =+
Proof. For any o € ¥ and 6 € t we have (f5(J)y)o = Jyo = V[w]z}U =790 =72 =L, O

We also see from Lemma 2.28 that v is elementary iff for any B € @ the set of nonzero «* with
t € Tg is linearly independent. Next we introduce certain group actions that will be important in
section 5; the following lemma records their effect on types.

Definition 2.29. For any set X we define a right Eg action on X" by (vT); = v;» whenever
UEXEB,TEEB,O'EEB.

Note that Definition 2.29 is indeed a right action, as for 71,70 € Eg we have ((vr)7m2), =
(VT1) 1o = Uryre = (V(7172))s. For future reference we also note the linearity (v + v')7 = v7 + v'7;
indeed, for o € 8 we have (v + v)7)s = (V + V) rg = V7o + 01y = (V7)o + (V7).

Lemma 2.30. If 0 € Ap and 7 € £5 then A7 = 477.

Proof. For any o € 8 we have (7/7)y =1, = 79,0 = 77", O

The next definition and accompanying lemma restate and provide notation for the earlier obser-
vation that any vector in the decomposition lattice can be expressed as a Z-linear combination of
atoms (we omit the trivial proof).

Definition 2.31. Let £ (®) be the set of J € ['®r such that JO € (y]0]) for all O € ®,/%.
Lemma 2.32. (y(®)) C L3 (®).
Next we define two notions of symmetry, one for vectors and the other for subsets.

Definition 2.33. We call v € (I'™")®5 symmetric if UyT = vy, whenever ¢ € g, 7 € L5,
We call H C I'=" symmetric if g7 € H whenever g € H, 7 € Eg.

Note that .
GB:={4':teTg} and 4P :=(GP) <T*

are symmetric by Lemma 2.30. Now we use types to give an alternative description of the lattice
from Definition 2.31.

Lemma 2.34. Let Be C € Py and J € T*¢ N L (®). Then fp(J) € (vF)*? is symmetric.
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Proof. By linearity, we can assume .J is a y-atom, say J = y[¢]? with ¢ € ®p, § € Ap. For any
7 € B we have J = 4[¢7]°" by Lemma 2.24.i and fg(J)y, = 77 = 797 = fp(J)y7 by Lemmas
2.28, 2.30 and 2.28 again. ]

For future reference (in section 4) we also note the following lemma which will allow us to split
any linear dependence of y-atoms into constant sized pieces. If 7 is elementary then Zg(v) = {0} so
there is nothing to prove; in this case we let Cyp = 1. We call Cj the lattice constant.

Lemma 2.35. There is Cy = Co(7y) such that for any n € Zp(7y) = {n € Z* : Yy ngy? = 0}, there

are n' € Zp(y) fori € [t] for some t < Co|n| with each |n'| < Cy and n = Zie[ﬂ n.

Proof. Let X be an integral basis for Zg(y). Let Z be the matrix with columns X. We will find an
integral solution v of n = Zv and then for each X € X take |vy| of the n' equal to £X (with the
sign of vy). The following explicit construction implies the required bound for |v| in terms of |n|.
We can put Z in ‘diagonal form’ via elementary row and column operations: there are unimodular
(integral and having integral inverses) matrices P and @) such that D = PZ(Q has D;; # 0 & i = j.
To solve n = Zv we need to solve Pn = DQ 'v. Let R be the set of nonzero rows of D and let
(Pn)g and Dg denote the corresponding restrictions of Pn and D. Then Dy'(Pn)p is integral (as
n € (X)) so v =QDx"(Pn)g is an integral solution of n = Zv. O

Next we introduce some notation for the coefficients that arise from decomposing a vector into
atoms.

Definition 2.36. (atom decomposition)

Suppose 7 is elementary and J € L7 (®). For ¢ € &p with |B| = r we define integers Jé) for all
nonzero t € T by J¥* = > 04teTy Jfﬂ[@b]t. Any choice of orbit representatives /© € ®zo for each
orbit O € @, /¥ defines an atom decomposition J =3 5cq /5 ZO#GTBO proﬁ’[l/lo]t‘

We need one final definition before stating our main theorem in the next section; note that the
coefficients Gfb are as in the previous definition.

Definition 2.37. (regularity) Suppose v € (ZP)4 and G € (ZP)®". Let
A(®,G) ={¢ € A(®) : 7(9) <, G}

We say G is (v, ¢, w)-regular (in ®) if there is y € [wn™9, w1 n"~9A®E) such that for all B € [q],,
Y € dp, 0#£t € Tp we have

Oyy = Z Yy = (1 j:c)ij,.
Pitg ()=t

Note that if G and y are as in the previous definition and ) € O € ®,/% then

@)° ="y = Y. D oyl = D 1xo)GiR] = (1+)GC.
5

0#t€T ¢:ty(v)=t 0#t€Tp

We note for future reference that this implies an upper bound on the use (see Definition 3.13 below)
of any orbit O € ®,/3, namely U(G)o < 2|Ajw™! (if ¢ < 1/2). Also, summing over O we obtain
Ny =(1£c)G, 1e. 3, ypV(P)ya = (1 £c)Gyg for all ¢ € @, d € [D].
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3 Main theorem

Now we can state our main theorem. We will give the proof in this section, assuming Lemmas 3.27
and 3.18, which will be proved in sections 4 and 6. The parts of the proof given in this section are
those that are somewhat similar to the proof in [15], so we will be quite concise in places where they
are similar, and give more details at points of significant difference. To apply Theorem 3.1 we also
need a concrete description of the decomposition lattice (y(®)); this will be given in section 5.

Theorem 3.1. For any q > r and D there are wy and ng such that the following holds for n > nyg,
h o= 250¢° § = 2_103’15, n% < w < w and ¢ < ", Let A be a Y= -family with ¥ < S,
Suppose v € (ZP)Ar is elementary. Let ® be a L-adapted [q]-complex on [n]. Let G € (y(®))
be (,c,w)-regular in ® such that (®,v[G]?) is (w,h)-extendable for each A € A. Then G has a
~v(®)-decomposition.

Throughout this section we let 3, A, v, ® and G be as in the statement of Theorem 3.1. We note
that the assumption that 7 is elementary bounds |.A| as a function of ¢ and D, say |A| < (Dq)?".
For convenient reference, we list here several parameters used throughout the paper.

Q=(), z=h= 250¢° 5 =010 =0 o, o wo(q, D), wq:= w0
p is a prime with 287 < p < 2%, ¢ e N with p®» 2 < n < p* 1,
y=nap~?  p=wz ?A (@), %", where (¢), = q!/(q - 1),

c=w", o =(2Qc), ¢y = w e for i€ [4].

3.1 Probabilistic methods
We briefly recall two concentration inequalities (see [15, Lemmas 2.4 and 2.11]).

Definition 3.2. Suppose Y is a random variable and F = (Fy,...,F,) is a filtration. We say that
Y is (C, p)-dominated (wrt F) if we can write Y = Y | Y;, where Y; is F;-measurable, |Y;| < C and
E(|Y;| | Fi—1] < pi for i € [n], where Y"1 | i < pu.

Lemma 3.3. If Y is (C, ji)-dominated then P(|Y| > (1 + c)p) < 2e+e*/2(420)C

Definition 3.4. Let a = (a1, ...,a,) and @’ = (ai,...,a},), where a; € N and o} € [a;] for i € [n], and

r'n
II(a,a’) be the set of 7 = (my,...,m,) where 7; : [a}] — [a;] is injective. Suppose f : (a,a’) - R
and b = (by1,...,b,) with b; > 0 for 7 € [n]. We say that f is b-Lipschitz if for any i € [n] and
m, 7' € Il(a,a’) such that 7; = 7 for j # i and m; = 7 o 7; for some transposition 7 € S,, we have
|f(s) — f(s')] < b;. We also say that f is B-varying where B = Y 1" | a}b?.

Lemma 3.5. Suppose f : l(a,a’) — R is B-varying and X = f(x), where 7 = (m;) € Il(a,d’) is
random with {m; : i € [n]} independent and m; uniform whenever a; > 1. Then P(|X —EX| > t) <
9¢—t*/2B

The following lemma will be used to pass from fractional matchings to almost perfect matchings.
The statement and proof are similar” to those given by Kahn [14], so we omit the details. Call a
hypergraph H a kS-graph if all edges have size at most k.

"The constraint set P acts on the edges of H in [14], whereas here it is more convenient to use vertices. It is assumed
to be of constant size in [14], which allows for a simple second moment argument, but we need to allow P to grow
polynomially in o', which can be achieved by proving exponential tails on the failure probabilities (which follows
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Lemma 3.6. Suppose H is a k=-graph and w is a fractional matching in H with Z{x,y}geeH We <
o < ag(k) sufficiently small for all {x,y} C V(H). Let P C RV") with |P| < a~* and max, p, <
(loga)™2 ", py for all p € P. Then there is a matching M of H such that

Z Py = (1:ta1/2k)2w62pv for allp € P.

veM ecH vEe

We will apply Lemma 3.6 to a hypergraph whose vertices can be identified with ~-atoms, we
have a = O(n™1), and elements of P indicate atoms that ‘use’ a given ordered (r — 1)-tuple from [n];
the conclusion will be that there is a matching with ‘bounded leave’ (see Definition 3.13 and Lemma
3.15 below).

3.2 Template

Recalling the proof strategy discussed in the introduction, we start by describing the template. This
will be determined by some M* C A(®) such that G* := queM* $(Q) C 2, i.e. G* is an r-graph
(with no multiple edges) contained in ®7 and {¢(Q) : ¢ € M*} is a Kj-decomposition of G*. Thus
for each e € @7 there is at most one orbit O € @,/ with Im(O) = e and O C ¢X for some ¢ € M*,
and given such O with representative »© € ® g the use of O by ¢ has a unique type t¢(wo) =telp
(which may be the zero type).

As in [15], we fix M € FJ*" as a ¢ x r matrix over F, that is generic, in that every square
submatrix of M is nonsingular.

As G is (7,c,w)-regular, there is y € [wn"%,w™In™~NA®E) with dty, = (1 + ¢)GY, for all
B e [q]r, ¥ € ®p, 0#t € Tg. We activate each ¢ € A(P) independently with probability ygwn?™".

Let f = (fj:J € [2]), with 2 = h = 250’13, where we choose independent uniformly random
injections f; : [n] = Fpe. Given f, for each e € ®7 we let

Te = {j € [2] - dim(f;(e)) = r}.

We abort if any |7.| < z — 2r, which occurs with probability O(n~"). We assume without further
comment that the template does not abort.

We choose T¢ € [z] for all e € @2 independently and uniformly at random. We say ¢ € A(®) is
compatible with j if T, = j € T, for all e € $(Q) and for some y € Fj. we have f;(¢(i)) = (My); for
all i € [q].

Let m = (m. : e € ®2) where we choose independent uniformly random injections 7. : e — [q].
We say ¢ € ® is compatible with 7 if m.¢(i) = i whenever ¢(i) € e € ¢(Q) (for brevity we write this
as me¢ = id).

We choose independent uniformly random Ay € A for each injection ¢ : [q] — [n].

Definition 3.7. Let M} be the set of all activated ¢ € Ay(®) compatible with j and 7 such that
7(¢) <y G. The template is M* = Uj;c) M.
The underlying r-graph of the template is G* = U;¢[,) G, where each G} = Uge M ?(Q).

from the same proof by applying standard concentration inequalities). Also, the error term in the conclusion is not
explicitly given in [14], whereas we state a polynomial dependence on « (the proof gives al/?k ), which is needed if one
desires counting versions of our results, as in [16]. A final comment is that it is not essential to consider edge weights,
as we anyway reduce to the case that all w. are equal, but it is convenient to leave the weights in the statement, and
this also facilitates comparison with the statement in [14].
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Note that G* is the edge-disjoint union of the G}, and each {¢(Q) : ¢ € M} is a K-
decomposition of G (see [15, Lemma 3.3]).
We introduce the following further notation that will be used in the analysis of the template.

Definition 3.8. For e € G* let ¢° € M* be such that e € ¢°(Q). We write M*(e) = ¢°(Q).
For J C G* let M*(J) = .o, M*(e) € NY".
For e € G* we write y(e) = v(¢°)?¢ where O, = 7. '%. We call y(e) an M*-atom.

Note that (e) may be zero in Definition 3.8. If y(e) # 0 then «(e) is also a y-atom. Furthermore,
for any vy-atom (1) <, 07M* we have y()) = y(e) where Im(z)) = e.

If0<,J<,0"M* with J =) Z for some set Z of y-atoms we write J° = {e € G* : y(e) € Z}.
For example, G* = (07 M*)°.

3.3 Extensions

Next we give estimates on the probability that certain y-atoms appear in the template and deduce
that the template is whp extendable. Our estimates are conditional on the following local events
(defined similarly to [15]).

Definition 3.9. (local events) Suppose e € ®7. We reveal T, = j and fj|.= o If dim(a) < r then
£¢ is the event that T, = j and fj|.= «, which witnesses e ¢ G*.

Now suppose dim(a) = r, reveal m., and let y € Fj. with f;(z) = (My); for all z € e, Tc(x) = i.
We reveal fj_l((My)i) for all i € [q] \ me(e), and let ¢ : [q] — [n] be such that f;j¢ = My, and reveal
Ag. If we do not have y(¢) <, G with ¢ € Ayg(®P) then £° is the event that T, = j and fj¢ = My,
which witnesses e ¢ G*.

Finally, if v(¢) <4 G we reveal whether ¢ is activated, and reveal (T, 7s) for all ¢’ € ¢(Q) \ {e}.
Then &€ is defined by all the above information, which determines whether e € G*: given T, = j,
fio =My, ¢ € Ay(®), v(¢) <y G we have e € G* iff ¢ is activated and Ty = j and 7 ¢ = id for all
e € p(Q).

We say that a vertex z is touched by £¢ if f;(z) is revealed by £¢.

We say that an edge €’ is touched by £°¢ if T, is revealed by £°.

The following lemma is analogous to [15, Lemma 3.6]. Let
pi=wz @A (@), Y

Lemma 3.10. Let S C & with |S| < h =z and & = NyesEl. Let ¢ € ®p and t € Ty with t # 0
and y[Y]t <, G (i.e. Gib > 0). Suppose e := I'm(v) is not touched by & and j € [z]\ {Ty : f € S}.
Then P(y[y]" < IM;|E)=(1+ 1.lc)prp.

Proof. We fix any ¢ € A(®) with 7(¢) <, G and t4(¢)) = ¢, and estimate the probability that
¢ € M. We have P(Ay = A) = |A|~!. We activate ¢ with probability yswn? ". We can assume every
¢ € ¢(Q) is not touched by &, as this excludes O(n?~"~!) choices. Then all T, = j with probability
2~Q. With probability (q),TQ all m¢ = id. We condition on f; |. such that dim(fj(e)) = r; this
occurs with probability 1 —O(n™!). There is a unique y € Fj. such that (My); = f;(z) for all z € e,
i = me(z). With probability (1 + O(n™1))(p~®)?"" we have f;(¢(i)) = (My); for all i € [g] \ me(e).
Therefore P(¢ € My [ &) = (1 + O(n_l))|.A|_1y¢wnq_rz_Q(q);Q(p_“)q_r. The lemma follows by
summing over ¢, using d'yy = (1 + ¢)GY,. O
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Remark 3.11. The same proof shows
L P[] <, "My | EN{T. =j}) = (1+ l.lc)szfb for any j € [2] \ {T} : f € S},
i P({y[¢]" <, IM:yN{me = mpN{Age = A} | €) > w?pGY,, for any A € A and injection
7 :e — [g] such that ¢/ = 71 € A(®)= satisfies y[1]" = v ().
Note that (ii) is weaker than the corresponding bound in [15] as we cannot permute ¢ (this may
change v(¢)). Instead, we use extendability to see that there are at least wn?™" choices of ¢ with
v(¢) <, G containing ', and each has y, > wn" 7.

The following lemma is analogous to [15, Lemma 3.8].

Lemma 3.12. Suppose E = (¢, F,H) is a ®-extension with |H| < h/3. Let A € A and H' C
H, \ H[F]. Then whp Xpg g/(®,y[07 M*]4) > wn¥s(zp/2)11.

Proof. As (®,7[G]") is (w, h)-extendable, there are at least wn'? choices of ¢ € Xpg g/ (®,7[G]4),
ie. pT € Xp(®) with ¢T¢' € v[G]4 for all ¥/ € Hf. We fix any such ¢ and estimate P(¢+ €
Xpg (®,7[07M*]4)) by repeated application of Lemma 3.10. For any ¢ = ¢*¢’ with ¢/ € Hl, we
condition on the intersection £ of all previously considered local events, and estimate pfﬁ =P(v[¢]* <,
OTM; | €), where t € T contains idp € A and we can assume In(¢) is not touched by €. If t = 0

then pfzj = 1; otherwise, there are at least 2z/3 choices of j € [z] not used by any previous edge
such that Lemma 3.10 applies to give pfp =(1+1.1¢) prb‘ Multiplying all conditional probabilities
and summing over ¢* gives EXp g (®,v[07 M*]4) > wn??(0.62p)/7'l. The proof of concentration is

similar to that in [15, Lemma 3.8|, noting that the effect of changing any A, has a similar effect to
that of changing whether ¢ is activated. O

3.4 Approximate decomposition

Similarly to [15, section 4] we will now complete the template to an approximate decomposition,
namely M’ C A(®) such that 97 M’ is almost equal to G, except that some (suitably bounded) set of
M*-atoms are each covered one time too many. First we introduce some notation and terminology
that will be used throughout the rest of the paper.

Definition 3.13. For J € (Z”)?" and ¢ € ®,, we define the use U(J)y of ¢ by J as the minimum
possible value of Y - |zw| where W is the set of y-atoms at O = ¢% and = € Z" with JO =
>~ @ypw. If there is no such x then U(J)y is undefined. For ¢/ € ® we let U(J)y =Y {U(J)y : ' C
1 € ®,.}. We note that use is a property of orbits, so U(J)ys; = U(J)y is well-defined. We say J is
6-bounded if U(J)y < 0|V (®)| whenever ¢ € &,._;.

Note that as v is elementary the use of ‘minimum’ in Definition 3.13 is redundant, as J° has
a unique atom decomposition; however, we will also need this definition for other = that are not
necessarily elementary. We will also sometimes use the following definition that ignores the edge
labellings and atom structure (so is analogous to that used in [15]).

Definition 3.14. Suppose J € (ZP)®". We let U(J)e = 3 4cipr |(Je)al for e € @5 and U(J); =
YH{U(J)e: f Cee @y} for f e ®°. We say J is 6-bounded if U%Jgf < 0|V (®)| for all f e ®2_,.

Now we find a v(®)-decomposition of almost all of G — 97 M*, such that the leave is bounded in
the sense of Definition 3.13. The following lemma is analogous to [15, Lemma 4.1].

Lemma 3.15. There is M"™ C A(®) with ci-bounded leave L := G — 9"M* — 9" M"™ >, 0.
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Proof. We define ® C A(®) randomly as follows. Consider any ¢ € A(®) such that y(¢) <, G
and reveal the local events £¢ for each e € Q' := ¢(Q). If ¢ is not activated or T, = T,/ for any
e # ¢ in @' then we do not include ¢ in ®'. For each e € Q' we fix 1. with image e such that
Y(We) <y v(9), and let to = tg(ve), s0 Y(¥e) = Y[he)te. For v € {0,119 let £¢ be the event that all
Ve = lypo<,onm+- 1f ¢ is activated, all T, for e € Q' are distinct and £2 holds then we include 10)
in ¢ independently with probability pj = [].cq/(1 — vege), where g = 1/Gf;e if te #0 or g. = zp if
te = 0.

Now we fix any % and ¢ # 0 with Gfp > 0 and estimate the number X of ¢ € ®' with t4(¢)) = t.
We consider any activated ¢ with t4(¢)) = ¢, let ¢’ = Im(¢)), Q" = ¢(Q) and condition on the local
event £¢ and any event C = Neegr{Te = j} such that all j. are distinct (the latter occurs with
probability (z)gz~9).

For any v € {0, 1}Q/ with vy = (87M*)f/}, by repeated application of Remark 3.11.i we have
PES | £ NC) = (1+Qc) [Tecon gery P, where if T = 0 we let pl =1 and pY = 0, and otherwise
pl = szf;e and p¥ =1 — szzfe. Then p? + pl(1 — g.) = 1 — 2p, so as in the proof of [15, Lemma
41],Plp € ' | €9 NCl = (1 £ Qc)(1 — (7M*),,/GL) (1 — zp)@~.

We activate each ¢ with probability yewn?™", so as 'y, = (1+ c)Gfp we deduce EX = (2)gz79-
(1£Qc)(1— (GVM*)Q/G’Z})(l —zp)@7l. (14 c)wnq_”Gfp = (1+£1.1Qc)d'n?" (G — 87M*)fw where
d = (2)gz %w(l — 2p)?~ L. As in the proof of [15, Lemma 4.1], by Lemma 3.5 whp X = (1 +
1.2Qc)d'n®"(G — Y M*);,.

Finally, we consider the following hypergraph H, where V(H) is the disjoint union of sets V,LZ of
size (G —0"M *)fp corresponding to the y-atoms of G — 7M™ counted with multiplicity. For each
¢ € " we let V, be the set of all Vdé with v[¢]" <, v(¢), and include as an edge a uniformly random
set e? with one vertex in each V' € V4. Then whp every v € V/(H) has degree (14 2Qc)d'n?~". Also
any {u,v} C V(H) is contained in O(n9~"~1) edges. Let P C RV where for each ¢/ € ®,_; and
we include pw/ where pf/ is 1 if v is in some Vlz with ¢'Y C 9%, otherwise 0. Then ), pfl counts
the number of vy-atoms of G — 97 M* on orbits containing ¢’Y..

By Lemma 3.6, applied with uniform weights we. = ((1+ 2Qc)d'n?=")~!, there is a matching M"
in H with 35, jpmpo = (1 (1.1Qe) Y2 Y g we S e Po = (1 £ (1.2Qc)/2@) > vev(ay Po for all
p € P. We can also view M™ as a subset of A(®). Then L := G — d"M* — 97 M"™ contains at most
(1.2Q¢)'/?Q proportion of the y-atoms of G — 8 M* on orbits containing ¥'S, for any ¢/ € ®,_;.
Recalling that U(G)o < 2|Ajw™! and |A| < D7 we see that L is c;-bounded. O

To complete the approximate decomposition, we choose a partial v(®)-decomposition that exactly
matches the leave on ®;\ G*, but has some ‘spill’ S in G* that we will need to correct for later. The
following lemma is analogous to [15, Lemma 4.2].

Lemma 3.16. Suppose 0 <, L <, G — 0"M* is ci-bounded. Then there is M C A(®) such that
Y(¢) <y L+ 0VM* for all ¢ € M® and "My, = Ly for all ¥ € @, with Im(y) ¢ G*, with spill
8= G"N Y genre 9(Q), such that M*(S) is a set and cz-bounded.

Proof. We order the y-atoms of L as (vy(¢;) : i € [ng]), where each 1; € Ai(q))éi = ®pi. For
each 7 we consider the ®-extension F; = (7, B',¢;) and let H' = qr \ {B‘}. We apply a random
greedy algorithm to select ¢; € XEi’HZ((CD,V[GWM*]AZ), where we write S; = G* N Uy<;¢7(Q) and
choose ¢; uniformly at random such that M*(¢;(Q)) is a set disjoint from M*(S;). For each i we
add ¢; € AY(®) to M. The remainder of the proof is very similar to that of [15, Lemma 4.2]. We
show that whp M€ has the stated properties. At any step i before M*(S) fails to be ca-bounded at
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most half of the choices of ¢; are forbidden, as XEZ.7HZ((<I>,7[8VM*]A¢) > w(zp/2)@n9™" by Lemma
3.12. Then for all e € G* we estimate re := Y ;cp, 1 P'(e € M*(4:(Q))) < 2(2¢)% 7w (2p/2) %ey, s0
by Lemma 3.3 whp M*(S) is co-bounded. O

3.5 Proof modulo lemmas

In this subsection we give the proof of Theorem 3.1, assuming two lemmas that will be proved later.
First we need to define use and boundedness for vectors indexed by A(®).

Definition 3.17. For ¥ € ZA(®) and ¢ € ® the use of ¢ by W is U(¥),, = Y {|¥y| : ¥= C ¢3}.
We also write U(V)ys = U(V),. We say ¥ is 6-bounded if Y {U(¥)y, : ' C ¢ € .} < 0|V(D)]
whenever 1)/ € ®,_.

The following is a bounded integral decomposition lemma, analogous to [15, Lemma 5.1], which
will be proved in section 6. Recall wy := WD

Lemma 3.18. Let A be a X=-family with ¥ < S, and |A| < K and suppose v € (ZP)Ar. Let
® be an (w,h)-extendable S-adapted [q)-complex on [n], where n™""* < w < wo(q, D, K) and n >
no(q, D, K). Suppose J € (y(®)) is 0-bounded, with n=")™" < § < 1. Then there is some wq_%G-
bounded ¥ € ZA®) with T = J.

The following lemma takes as input a bounded integral decomposition as produced by Lemma 3.18
and produces a signed decomposition analogous to that in [15, Lemma 8.1]. In the next subsection
we will reduce Lemma 3.19 to Lemma 3.27, which will be proved in section 4. Let ¢}, = w ¢y,
Lemma 3.19. Suppose ¥ € ZA®) s ¢y-bounded with 0 <, 9V <., M*. Let S = (87¥)° and
suppose M*(S) is a set. Then there is M° C M* and M* C A(®) such that 7 M° = 07 M* 4+ .

The proof of Theorem 3.1 is now quite short given these lemmas.

Proof of Theorem 3.1. Fix a template M* as in Definition 3.7 that satisfies all of the whp
statements in the paper. Let M™ be obtained from Lemma 3.15 and M€ and S from Lemma 3.16.
Let J = 0"(M* + M™ + M¢) — G and note that J € (y(®)), 0 <, J <, 07M* and J° = S. Then
J is co-bounded, so by Lemma 3.18 there is some c¢)-bounded ¥ € ZA®) with 97U = J. Then we
can apply Lemma 3.19 to obtain M° C M* and M' C A(®) such that 9 M° = 97M* + J. Now
M= M"UMU(M*\ M°)UM?is a v(®)-decomposition of G. O

3.6 Absorption

In this subsection, we establish the algebraic absorbing properties of the template, and so reduce
Lemma 3.19 to Lemma 3.27. Following [15, section 6], with appropriate modifications for the more
general setting here, we will define absorbers, cascades and cascading cliques, then estimate the
number of cascades for any cascading cliques. We will always be concerned with absorbing maps
that are compatible with the template (possibly with one ‘bad edge’), as in the following definition.

Definition 3.20. Let ¢ € A(®) for some A € A. We say that ¢ is M *-compatible if ¢ is m-compatible
and ¢¢ € A(®) for all e € p(Q) NG*. Also, for ¢’ € ¢(Q) and Q* = ¢p(Q) NG*\ {€'}, we say that ¢
is M*-compatible bar ¢’ if m.¢ = id and ¢¢ € A(P) for all e € Q*.
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Note that if ¢ is M*-compatible and ¢(Q) € G* then v(e) = 7(¢)) whenever e = Im(y)) € G*
with ¢ C ¢. To define absorbers we require some notation: let Ker := {a € F} : aM = 0} and

vy = MM[;]l(e[r] +a)w, vy =w+Maw foraec Ker" and w € Fl,.

Definition 3.21. (absorbers) Let ¢ € A(®) be M*-compatible with ¢(Q) C G and dim(w) = g,
where w := fj¢ € Fja. Suppose ¢" : [q] x Ker — [n] such that

i f;0"((4,a)) = w; +a-w for each i € [q], a € Ker,

ii. if ¢’ € [g](Ker) with f;¢*¢' = vy for some a € Ker” then Aguy = A and ¢¥¢' € M.

We say that ¢ is absorbable and call ¢* the absorber for ¢. We also refer to the subgraph®
0%Q) = v = ¥ (K (Ker)) of G* as the absorber for ¢(Q).

We denote the edges of ©¥ by e? where fj(e¥) = (er +a)w for some a € Ker!, I € Q. Asin [15,
Lemma 6.3], each edge has full dimension under the relevant embedding: we have dim(f;j(e)) = r.

As in [15], we also view [g](Ker) as a subset of F3*?, and then we can write Definition 3.21.i as
fio"¢ = w + ¢'w. We define

P = MM[;f(e[,,} +a)—1I, and ¢*= Ma,

so that f;¢"¢? = w + ¢®w = vy and fj¢"¢'* = w + ¢'%w = v'¥. We write
V(") ={¢p"¢" :a € Ker"} and U'(¢¥) = {¢"¢'*:a € Ker'},
noting that W(¢*) C M7 and ¢ € V'(¢"). By [15, Lemma 6.4], ¥(¢") and ¥'(¢") both give
Kj-decompositions of 0%@Q). Furthermore, 07W(p®) = VW' (¢%) <., OV M*.
Next we recall [15, Lemma 6.5].
Lemma 3.22. There are K| -decompositions T and Y’ of Q = K/ (p) such that

. [V(HNV( <rforalfeXY and f €Y,
ii. if f € and {f', f'} ST with [V(f)n V()| = V() V() =r
then (V(f)\ V() N V)\V(F)) = 0.

We identify T and Y’ with subsets of [¢](p), i.e. the set of partite maps from [g] to [¢] x [p].
We identify [q] with {(i,1) : i € [¢]} € V(£2) and with the corresponding map idjg; by relabelling
we can assume [g] € Y. For U’ C U C [n] we say that U is j-generic for U’ if dim(f;(U)) =
dim(f;(U’)) +|U| — |U’|. Now we can define cascades.

Definition 3.23. (cascades) Let ¢ € A(®) be M*-compatible. Suppose ¢ is an embedding of K7 (p)
in G} where ¢ idjy = ¢ and Im(¢°) is j-generic for Im(¢), such that each ¢°¢" with ¢' € Y’ has
Ageyr = A and is absorbable, with absorber ©°¢(Q) = ¢/ (KI'(Ker)), and Cge = > {07 (@) .
¢ € Y'} is a set (without multiple elements). We call Cye a cascade for ¢.

To flip a cascade Cyge we replace
U(Cye) = J{T(wy) : ¢ € 1} by

V(Cge) = {¢°¢" : ¢' € THUJ{W' (wer) \ {90} : ¢/ € T},
This modifies M™* so as to include ¢. Next we define the class of cliques for which we will show that
there are many cascades.

8Here we use ‘©’ rather than the natural ‘A’ used in [15] to avoid clashes with other uses of ‘A’ in the paper.
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Definition 3.24. (cascading cliques) Let Q" = U;c(1Q;, where each Q; is the set of all M*-
compatible ¢ € A(®) with dim(f;¢) = ¢ and ¢(Q) C G (we call ¢ cascading).

The following is [15, Lemma 6.10].

Lemma 3.25. Suppose ¢ € Q*, Q' = #(Q) and e € G* with |e \ V(M*(Q"))| = r'. Let ¢ € Y/,
I €Q,aec Kerl. Then there are at most p*n?»=="" cascades Cye for ¢ such that the absorber
O (Q) = gwy (K (Ker)) for ¢°¢' satisfies ea? = e.

The following is analogous to [15, Lemma 6.11].

2
Lemma 3.26. whp for any cascading ¢ € Q* there are at least wP* n9P=Y cascades for ¢.

Proof. We follow the proof in [15], indicating the necessary modifications. Suppose ¢ € A(P), let
Q" = ¢(Q), and condition on local events & = Necr €€ such that ¢ € Q;. Let U be the set of vertices
touched by €. As ¢ is M*-compatible, each e € ¢(Q) has ¢¢ € A(®P) N M* with e € ¢°(Q) and
TeP® = Tep = id.

Next we specify the combinatorial structure of a potential cascade for ¢. For the base of the
cascade, we fix a ®-embedding ¢° of [g](p) with ¢¢ id = ¢ and Im(¢°) \ Im(¢) disjoint from
U, such that for all ¢ € A(P)S where ¢ € [g](p), we have y(¢°)) <, G. For the absorbers in
the cascade, for each ¢/ € Y’ we fix any ®-embedding ¢?" of [¢](Ker) with ¢?' ¢/ = ¢°¢/, such
that for all ¢?¢p € A(®)S where ¢ € [q](Ker), we have v(¢?'¢)) <, G. If ¢/ is some ¢ with
d(Im(¢.) N[q]) = e € ¢(Q) we have the additional constraint % ¢ = ¢¢, where a, € Ker” is such
that I'm(m.) C Im(¢®). We choose absorbers as disjointly as possible, i.e. with ‘private vertices’ I,
that are pairwise disjoint and disjoint from U U Im(¢°), where Iy = I m(¢? )\ Im(¢¢') if ¢’ is not
some ¢, or Iy, = Im(¢%) \ (Im(¢°¢,) U Im(°)).

As (®,~[G]4) is (w, h)-extendable, the number of such choices for ¢¢ and ¢¢ given ¢ and & is at
least 0.9wnd®P~D+v+  where v, = Yoo Lyl =p"q(p™™" —1) = Qg —r).

Now we consider the algebraic constraints that must be satisfied for the cascade described above
to appear in the template. We condition on f;¢° such that Im(¢°) is j-generic for Im(¢) and define
wy = fj¢°¢ for ¢’ € Y'. Then each dim(wy) = ¢. Now ¢° will define a cascade Cye = Z{@‘ﬁc‘?y(@ :
¢’ € YT’} with each ©%°¢'(@) = ¢¥¢' (K7 (Ker)) = ¢* (K} (Ker)) as in Definitions 3.21 and 3.23 if

i. fj6?((i,a)) = (wg)i + a-wy for each ¢ € Y, i € [¢], a € Ker, and

ii. ¢?'¢" is activated, Ay = A, and T, = j and 7.¢?¢" = id for all ¢' € Y, a € Ker",

e €67 ¢"(Q)-
We have the same bound on the probability of these events as in [15], as the estimates there were
sufficiently crude to absorb the extra factor of |A|pr(qir+l> here for the events A %' pa = A. The proof
of concentration of the number of cascades is also the same (the effect of changing A, is analysed in
the same way as the effect of changing whether ¢ is activated). O

The proof of [15, Lemma 8.1] (the cascade random greedy algorithm) now applies to show that
Lemma 3.19 follows from the following lemma.

Lemma 3.27. Suppose U0 ¢ ZA®) s ch-bounded with 0 <5 oo <y O'M*. Let S = (87\110)0
and suppose M*(S) is a set. Then there are M* C A(®) such that every ¢ € MY is cascading,
M* (3 gem+ ¢(Q)) 1s a set and 3cq-bounded, and Mt ="M~ + 9700,

We will prove Lemma 3.27 in section 4.
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4 Clique Exchange Algorithm

In this section we define our Clique Exchange Algorithm, which has three applications in this paper,
namely to the proofs of Lemmas 4.1 and 3.27 (in this section) and Lemma 6.8 (in section 6). The
following lemma will allow us to modify an integer decomposition so as to avoid unforced uses of
bad sets. For the statement we recall the lattice constant Cyp = Cp(7y) from Lemma 2.35, and that
Co = 1 if v is elementary.

Lemma 4.1. Let A be a S=-family with ¥ < S, and |A| < K and suppose v € (ZP)Ar. Let @
be an (w, h)-extendable ¥-adapted [q]-complex on [n], where w < wo(q, D, K) and n > ny(q, D, K).
Suppose WO e ZA®) s 9-bounded with n=Y? < § < w*. Let B* C &7 be n-bounded for r < k < g,
where n = (9¢9)2w. Then there is some Maf-bounded ¥ € ZA®) | where My = q(QQ)Qquw*Q, with
NV = J := 9"V such that

i. ifk>r then U(V)y <1 for all p € @, and U(V)y =0 if Im(v)) € B,

. UW)y <U(J)y +Co+1 forally € @, and U(V)y = U(J)y if Im(p) € B”.

Lemma 4.1 and Lemma 3.18 immediately imply the following lemma, which will be used (with
smaller ¢) in the inductive proof of Lemma 3.18 in section 6.

Lemma 4.2. Let A be a S=-family with ¥ < S, and |A| < K and suppose v € (ZP)Ar. Let ®
be an (w, h)-extendable S-adapted [q)-complex on [n], where n™"*" < w < wy(q, D, K) and n >
no(q, D, K). Suppose J € (v(®)) is 0-bounded with n~Ch)™" < § < w*. Suppose BF C 7 is 1-
bounded for r < k < q, where n = (9¢)"?%w. Then there is some wq_ghe—bounded U e 24P with
oV = J such that

i. if k> then U(W)y <1 for allp € &y, and U(¥),, = 0 if Im() € BY,

ii. UW)y <UJ)y +Co+1 for ally € @, and U(V)y = U(J)y if Im(yp) € B,

4.1 Splitting Phase

Now we start the proof of Lemma 4.1. Suppose ¥° € ZA(®) is §-bounded. We will obtain the desired
U by an algorithm similar to that in [15] (but with several significant differences).

To define the first phase of the algorithm, we recall the Kj-decompositions T and T of Q=K 7(P)
given by Lemma 3.22, and write Q' = K} (p) \ Q.

Algorithm 4.3. (Splitting Phase) Let (¢; : i € |¥°|) be any ordering of the signed elements of ¥°,
ie. W0 =3 5,{¢;} with each s; € 1 and ¢; € A'(®) for some A® € A. We apply a random greedy
algorithm to choose ¢} € X, (®) for each i, where E; = ([¢](p), [q], ¢i). We say ¢} uses e € ®° if
e C Im(¢f¢) for some ¢ € Y UT and e\ Im(¢;) # 0. Let F; be the set of used e € ®9. We choose
¢} € Xg,(®) uniformly at random subject to not using F; or B = U B*.

Lemma 4.4. whp Splitting Phase does not abort and Fgo| is M10-bounded, where My = 273 (pg)dw 1.

Proof. For i € [|¥°]] we let B; be the bad event that F; is not Mj60-bounded. Let 7 be the smallest i
for which B; holds or the algorithm aborts, or oo if there is no such . It suffices to show whp 7 = oo.
We fix ig € [|¥°|] and bound P( = ig) as follows.

We claim that for any i < ip the restrictions on ¢; forbid at most half of the possible choices
of ¢f € Xg,(®). To see this, first note that Xg,(®) > wnP? 7 as ¢ is (w, s)-extendable. As F; is
M;i6-bounded and each B is n-bounded, at most (pq)?(qn+ M10)nPi~9 choices use F; U B; the claim
follows.
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Now for each e € @} let e = )
the choices made before step i.

i<io (€ € 97 ('), where P denotes conditional probability given
For any i < ig, writing 1’ = |e \ Im(¢;)|, there are at most (pq)?nP4~9""" choices of ¢* such that
e € ¢F (), so by the claim P'(e € ¢5(Q)) < 2(pq)?w'n~"". Also, given ' € [r], as ¥ is f-bounded
there are at most 2(:,)971"“/ choices of i such that |e \ Im(¢;)| = r’. Therefore r, < 2""2(pq)iw=16.
Now fix any f € ®7_; and write U(Fi); = >_,_; Xi, where X; is the number of e € @7 with
f Cee¢i(). Then each |X;| < || and Y-, ; E'X; = Y {re: f C e} < 272(pg)%w™'0n, so by
Lemma 3.3 whp U(F;)s < Mi6n, so F; is M;6-bounded, so 7 > iy. Taking a union bound over ig,
whp 7 = 00, as required. O

We let? W' = 00 4 37, o) 5i (A (D[ T']) — AY(®[¢;Y])). Then V¥ = §7¥° = J, and all
signed elements of ¥ are cancelled, so W' is supported on maps added during Splitting Phase.

We classify maps added during Splitting Phase as near or far, where the near maps are those
of the form ¢f¢ for ¢ € Y’ with [Im(¢) N [g]] = r. Also, for each pair (O, ¢’) where ¢’ is added
during Splitting Phase, O € @,/% and O C ¢'%, we call (O,¢') near if ¢’ = ¢;¢ is near and
Im(0) = ¢ (Im(¢) Nq]), otherwise we call (O, ¢') far. We fix orbit representatives ¢/© € O and say
that (O, ¢') has type 6 where (¢ ) = y[4?)? = v(¢9071) (we fix any such 6 for each y-atom at
0). We also classify maps and near pairs as positive or negative according to their sign in W?.

Note that for each orbit O such that there is some far pair on O there are exactly two such far
pairs (O, ¢%) and y(¢7)° = —y(¢T)?. For each O € ®,/% we let ¥ be the sum of all +={¢} where
+(0, ¢) is a signed near pair in ¥!'. Then (97¥°)° = (9710 = JO.

4.2 Grouping Phase

Now we will organise the near pairs on each O into some cancelling groups and U(J)o ungrouped
near pairs. To do so we will introduce some additional near pairs in which we add and subtract some
given element of A(®) (which has no net effect on ¥1).

Consider any orbit O with ¢© € &5, B € Q. As J = 0700 € (y(®)) = L,(®) C L (P),
we have fp(J)yo € 7P = (7% :0 € Ag). By definition of U(J)o we can express J© as a sum of
U(J)o signed y-atoms, i.e. fp(J)yo =Dy ng~%, so JO =3y ny(1p0071), where n® € ZA# with
[nC| =U(J)o. Let m@OjE be the number of near pairs on O of type 6 of each sign. As JO = (97W?)?
we have fg(J)yo0 = Ze(m((9)+ - mg)_)’ye, so n? —mP*t + m@~ € Zg(y). By Lemma 2.35 we have
n9 € Zp(y) for j € [t9] for some t© < Co(|n®| + [mP*| + |mP~|) with each |n®/| < Cy and
n9 —mOt + mO =37, joyn®.

We will assign the near pairs to cancelling groups and ungrouped near pairs so that for each such
O and 0, there are |n§)] (correctly signed) ungrouped near pairs on O of type 6, and the jth group

has |n90j | such near pairs.

Let d§ = (32 |ng” ) —mg™ = ((Inf] + X2;1ng” ) = (mg™ +mg™))/2. 1t df > 0 then we need
to introduce dgo new near pairs of type # on O in the Grouping Phase below. If deo < 0 then we do
not need to introduce any new near pairs of type # on O. If dg < 0 then we have 2|d90| unassigned
near pairs of type 6 on O, with which we form \dgol additional cancelling groups each containing one
positive and one negative near pair.

Algorithm 4.5. (Grouping Phase) Let S7 = {(O%,6%) : i € [|S7]]} be such that each (O,#) with
dg > (0 appears deo times. We apply a random greedy algorithm to choose ¢; € Xpg,(®) with

“Note that (e.g.) A (®[p;Y]) = {pp € AY(D): € T}
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E; = (¢, Im(6),10:(0")71). We say ¢; uses e € ® if Im(0") # e C I'm(¢;). Let F! be the set of
used e € ®2. We choose ¢; uniformly at random subject to not using F; U Figo U B.

Similarly to Lemma 4.4, whp Grouping Phase does not abort and F|’SJ‘ is M160-bounded. We
create new near pairs by adding and subtracting each ¢;, and then organise the near pairs into
cancelling groups and ungrouped near pairs as described above.

4.3 Elimination Phase

In the Elimination Phase we replace ¥! by ¥? so as to remove all cancelling groups while preserving
OW? = oWl = J. We start by recalling [15, Definition 6.15].

Definition 4.6. Let 1 and Q be two copies of Q. Fix f € T and f € Y/ with [V(f)NV(f')| =r.
For j = 1,2 we denote the copies of T, X', f, f" in Q; by Y;, T, f;, fi. Let Q* be obtained by
identifying Q7 and Q9 so that f] = f5. Let YT =T, U (YH\ {f3}) and Y= = Yo U (Y] \ {f1}). Then
Ttisa K ¢-decomposition of * containing f1 and T~ is a Kj-decomposition of 2* containing fo.

Next we introduce some notation for octahedra and their associated signed characteristic vectors.

Definition 4.7. (octahedra) Let ® be an R-complex and B C R. The B-octahedron is OF = B(2).
For x € [2]F we define the sign of = by s(z) = (—1)2(®~1). For ¢ € OF such that (i) = (i, ;) for
all i € B we also write s(¢)) = s(x). Let OB(®) be the set of ®-embeddings of OP. For ¢ € OF(®)
we let x(¢) denote the ‘signed characteristic vector’ in Z®2, where X(®)goyy = s(¢) for 1 € OB, and
all other entries of x(¢) are zero.

The following definition and lemma implement octahedra as signed combinations of cliques.

Definition 4.8. For z = (z;) € [s]? we identify = with the partite map z : [¢] — [g] X [s] where each
x(i) = (i,x;), and also with the image of this map. We write 1 for the map with all 1(4) = 1 and
identify [¢] with 1([g]).

For e € [g](s), let X, = {z : e C x}. Suppose w € {—1,0,1}[5",

We say e € [q](s), is bad for w if [{x € X :w, =1} > 1 or [{z € X¢:w, = —1} > 1.

We say w is simple if no e is bad for w. We define dw € Z4®)r by dw, = > vex, We-

Lemma 4.9. Let s = (2q)". Then for any B € Q there is a simple w® € {—1,0, 1} with
owB = x(OPB). Let wP denote the set of e € [q](s), such that w2 # 0 for some v € X.. We can
choose wP with wP =1 so that wP[V(OP)Uq]] = O5 U Q.

Proof. We start by setting w? = (—1)2i=1(®—1) if z; € [2] for i € B and z; = 1 for i € [q] \ B,
otherwise w2 = 0. Then dw? = x(OP). We will repeatedly apply transformations to w® that
preserve dw? = x(OP) until w? becomes simple. Suppose w? is not simple. Fix e bad for w? and
z,7' € X, with wP =1 and w8 = —1. Fix a [¢](s)-embedding ¢ of Q* as in Definition 4.6, where
o(f1) =z, ¢(fo) = 2’ and if a € G(V(*)) \ (z U ') then w? = 0 whenever a € y. We modify
w? by adding —1 to each ¢(g) where g € ¥+ and 1 to each ¢(g') where ¢’ € W~. This preserves
Ow? = x(OP) and reduces the sum of |wZ| over z € X, with e bad for w®. The process terminates
with w? that is simple, and we can relabel so that the other properties hold. ]

et w” = |q|(s)|w e the |g|-complex obtained by restricting |g|(s) to w,’ .
Let w? 5] be th lex obtained b icti B
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Algorithm 4.10. (Elimination Phase) Let (C? : i € [P]) be any ordering of the cancelling groups,
where each C* = {(0", ¢}) : j € [|C"|]} for some orbit O' with representative ¢)o; € ®p: and each
P € A;-(CD). Our random greedy algorithm will make several choices at step i. First we choose
Y € Xpgi(®) where E' = (B'(2),B",90i); we say that this choice has type 1. Then for each
j € [|C"]] we make type 2 choices ¢5' € XE;(CI>) where E} = (wBJZ‘,F]?,qﬁ’;), Fi = [q] U (B} x [2)),
B} = 05(B"), Yoi = 605, ¢ |ig= ¢}, ¢ (91( )sy) = i (x,y) for z € B', y € [2].

We let Q) = B%(2), \ {idg:} and Q’ = wy 5i \ ( Bl YU ¢r). We say that ¢ uses e € ® with type
1if e = Im(yf1p) for some ¢ € Q) (we also erte e € PF(§2)). We say that qui uses e € 7 with
type 2 if e = Im(¢}'¢) for some ¢ € Q or if |e[ > r and e C Im(¢}'x) for some z € [s]?\ {1} with
wf; # 0.

For a = 1,2 let F;* be the set of e € ® used with type . We make each choice at step 4
uniformly at random subject to not using F! U F? U Flgo) U Fl¢, UB.

!
1S

We will obtain ¥ from ! by adding 3w, Ai(®[¢*]) for each i € [P] and j € [|C7]] with
the opposite sign to that of the near pair (O, <Z>;) This cancels all cancelling groups and preserves
0¥ = 9"¥! = J by the following lemma, which shows that the construction for each cancelling
group has no total effect on 97V, using Zjencw ’)/9;' =0.

Lemma 4.11. With notation as in Algorithm 4.10, we have

meM fa)) = ST (@7e(0)7Y) e € p1OBY.

Proof. By Lemma 4.9, we have (07}, wf;Ai-(<1>[¢*ix]))¢ equal to zero unless Y. = eX with
ee€ w;kOBz, in which case, writing ¢’ = e o (93) it equals (aw ) (d)*z = X(wf)ev(gb;fie’). O
Recall My = 2"3(pq)iw™!, My = (](2‘1)2(105w_2 and note that M0 < w'*® for w < wo(q, D, K).

Lemma 4.12. whp Elimination Phase does not abort and F5 U F3 is M2 /2-bounded.

Proof. For i € [P] we let B; be the bad event that F}! is not 2CyM;6-bounded or F? is not M0 /4-
bounded. Let 7 be the smallest ¢ for which B; holds or the algorithm aborts, or oo if there is no such
i. It suffices to show whp 7 = co. We fix ig € [P] and bound P(7 = ig) as follows.

Consider any i < ig. Then F} is 2CyM;60-bounded and F? is M29/4—bounded. As @ is (w, h)-
extendable, each Xg,(®) > wn'?i and XE;_ (@) > wn . As Figo; and F, |SJ‘ are Mj6-bounded,
and each B* is n-bounded, at most half of the choices for )7 or d)}“ are forbidden due to using
F} UF? U Fgo| U Flg; UB.

Next we fix e € ®; and estimate the probability of using e at step ¢ with each type. For uses
of type 1 there are at most 2"n?Zi~1E\™(O)] choices of f with e € f(2), so P'(e € ¢f(82)) <
9+l =L~ le\mON] - Similarly, for uses of type 2 we have P(e € QS;"(Q;)) < 2|Q§-|w‘1n_r; ©) where
75(e) is the minimum |e \ Im(y’)| with ¢ C ¢} or ¢’ = ¢ with ¢ € B}(2).

For any 7/ € [r], as ®° is #-bounded, by construction of the cancelling groups in Grouping Phase,
there are at most (,)Cofn” " choices ofi with [Im(O%) \ e| = 7/, so rl = D icio Plle € ¥F()) <
22"w=1Chh. Similarly, as Figo and F| |SJ‘ are Mp6-bounded and F1 is 2CyM10-bounded, there are
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at most 4CyM; (:,)Gn’", choices of i with r;'.(e) =7 sor? = Dicio 2jel|Ci] P'(e € gb}“(ﬂé)) <
CO\Qé- |27 t3CoM16. By Lemma 3.3 we deduce whp F}! is 2Cy M;6-bounded and F? is M6 /4-bounded,
so T > 1g. Taking a union bound over ig, whp 7 = 0o, as required. O

For any ¢ € ®,_1 we have U(V),, < U(¥?), + |(Flgo| + F"S” + F5+ F2) |y | < MaOn, so U is
Msf-bounded. For k > r we avoided using any ¢ € ®;, more than once or B at all, so U(¥), <1
for all 1) € @, and U(¥)y, = 0 if Im(¢p) € B*. For any ¢ € ®, we have a contribution of U(J),
from ungrouped near pairs to U(V),. If 1) € B" there are no other uses, so U(V)y = U(J)y, and
otherwise there are at most!® Cjy + 1 other uses by a cancelling group, so U(¥),, < U(J)y + Co + 1.
This completes the proof of Lemma 4.1.

4.4 Proof of Lemma 3.27

The proof of Lemma 3.27 is very similar to that of Lemma 4.1, so we will just show the necessary
modifications. We consider W0 € ZA®) that is ¢j-bounded, where ¢y, = w™"*¢y. There are no bad
sets B. We also suppose 0 <, 70" <. 97M* and M*(S) is a set, where S = (97¥")°. We require
the following definitions for Splitting Phase.

Definition 4.13. Consider any extension E(¢) = ([¢](p), [¢], ¢) where ¢ € A(®) with v(¢) <, G. Let
H(¢) = [q)(p):\ ¢ r. Welet X(9).1(p) Pe the set or number of extensions T € Xp(g),m(0) (P, 7[07M*]4)
such that
i. ¢F is rainbow: j # j/ whenever {¢, ¢’} C [q](p)r \ T, Im(dT ) € G, Im(p™y') € G7/, and
ii. each ¢ ¢’ with ¢/ € Y is M*-compatible if [Im(¢’) N [q]| < r or M*-compatible bar ¢*(e) if
Im(¢)Nlg] =e€Q.

We claim whp
X(o)H(o) > wnP1=9(w?2p/2) 9", (1)

Indeed, the proof of Lemma 3.12 already gives rainbow extensions ¢, and by Remark 3.11.ii we
can also require m.¢t1p = id and Age = A for all ¥ € [q](p), \ 7, e = Im(¢T4), which gives
0" € X (o

For the modified Splitting Phase, recalling that F; is the set of used e € ®;, we let D; =
Ueer, M*(e), and choose ¢} € X (60, H () tniformly at random subject to dF(Q)N(M*(S)uD;) = 0.
Note that each ¢} (Q') C G* is rainbow, so M*(¢f(')) is a set.

The modified form of Lemma 4.4 is to show whp Dgo| is c3-bounded. Accordingly, the bad event
B; is that D; is not c3-bounded. To see that at most half of the choices of ¢; € XE( 6).H(p;) A€
forbidden we use (1), which gives Xpo) H (o) > wnPI=9(w?zp/2)9P" > 4(pq)legnPi—a,

For e € G* we define re = 37, ; P'(e € M*(¢7(Y))) = > iy 2oeremr=(e) /(€' € 67 (2)). As WO
is ¢j-bounded, there are at most ¢ (/,)n" choices of i with [’ \ Im(¢;)| = r’, each (¢’ € ¢}(€)) <
2r!| Y |w ™ (W22p/2) P 0 s0 e < (pg)lwHw?zp/2)~ P 21, We conclude that whp no B
occurs, so whp Dgo| is ¢g-bounded.

Defining ¥! as before, we have 97¥! = 97¥? = .J and ¥! is supported on maps added during
Splitting Phase, which are now rainbow in G* and M*-compatible bar at most one edge.

As before, we classify maps ¢ and pairs (O, ¢’) added in Splitting Phase as near/far and pos-
itive/negative, and assign types to pairs. As v is now elementary, the next part of the algorithm

10The ‘41’ is only needed to account for cancelling pairs in the case Co = 1.
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becomes simpler. Indeed, for each O € ®,. /% we can group the near pairs on O into cancelling groups
of size one (near pairs of type zero) or size two (of the same type and opposite sign), and at most
one additional positive near pair (O, $?), which we call ‘solo’, where if Im(O) = e € S with y(e) # 0
then ¢°(Q) C G*, ¢© is M*-compatible bar e, and v(e) = v(¢) with o) C ¢°.

In Grouping Phase we only need to consider the solo near pairs, which we denote by {(O?, ¢°") :

€ [¢]}. We let e; = Im(OY) € G*, A" = A¢el, and 0" € A%, be such that ¢} := ¢ (0")"" =

ot € A so y(¥h) = y(e;). Writing D) = Uy ;M*(64(Q))), we choose ¢; € Xp,(®) with E; =
(?,Im(@")ﬂboi(@i)_l) uniformly at random subject to (¢} (Q) \ {ei}) N (M*(S) U Djgo U D;) = 0)
and ¢; € Q* being cascading. Similarly to Lemma 4.15 (see below), there are at least 0.9(w/2z)?™"
choices for each ¢;, and similarly to Lemma 4.4 whp D/, is c3-bounded.

The next definition and accompanying lemma set up the notation for the Elimination Phase and
show that there are whp many choices for each step.

Definition 4.14. Given A € A, B € Q, ¢ € A(CID)E = &p we let E(¢) = (B(2),B,) and
H(y) = B(2)p \ {ids}.
Suppose ¢ C ¢ € A(P) with ¢(Q) \ Im(¢) rainbow in G* and ¢ is M*-compatible bar Im(1)).

Let Xg(w),H(w) be the set or number of ¥* € Xp(y) m(y) (P, y[07M*]4) such that

i Im(4") 0 Im(6) = Im(s),
. Q* :== (p(Q)U{Im(y*y) : ' € B(2)p}) \ {Im(¢)} is rainbow in G*, and
iii. for all e = Im(y*¢’) with ¢ € B(2)p \ {idp} we have Age = A and m.9)*y' = id.
For ¢* € XE(zp) Hp) Ve let Eﬁ* = (wB, F,x* U ¢), where F = [¢] U (B x [2]).
We let Hz* = wP \ wP[F] and v. := v
Let XC(Ei*)i be the set or number of ¢* € X o 0 (®,~[0YM*]4) that are ‘rainbow Y+
px oty

cascading’, i.e. pTx € Q* is cascading for all z € YT+ := {z € [s]7\ {1} : wZ = £1}, and j # j’
whenever {z,2'} C T+ with ¢T2 € Q;, ¢T2’ € Q.

Lemma 4.15. For v, ¢, ¥* as in Definition 4.1/ whp Xc(Ei*)jE > (w/z)3Q25Tn”
The proof of Lemma 4.15 requires the following analogue of Lemma 3.10.

Lemma 4.16. Let S C ®2 with |S| < h = 2 and & = Nyes&S. Suppose ¢ € A(P) with v(¢) <, G
such that |p(Q) N S| <1 and each €' € (Q)\ S is not touched by E. Let j € [z] be such that Ty # j
for all e € S\ ¢(Q). If p(Q) NS = {e} suppose also that we¢p = id, e € Gj, ¢° € A(®). Then

Plpe Q&) > (w/z)3@

Proof. Let 1. be 1 if ¢(Q) NS = {e} or 0 otherwise. For €’ € ¢(Q)\ S let ¥, : ¢’ — [q] be such that
79%¢ = id. For each ¢/ € $(Q)\ S we fix ¢§ € A(®) with 7%¢§ = id and estimate the probability
that all such e’ € G with ¢¢ = ¢ . Let U be the set of vertices touched by £. As (®,~[G]*) is
(w, h)-extendable, there are at least (1 — O(n~"))wn(@=1)a=7) choices for all ¢§ such that the sets
Im(qﬁgl) \ €’ are pairwise disjoint and disjoint from I'm(¢)UU, and for each €’ € ¢(Q)\ S and ¢ C qﬁS’
with Im () € ¢§ (Q) \ {€'} we have y(1)) <, G. The probability that ¢§ is activated, A¢8/ = A,
Ty = j and 76§ = id for all such ¢/ and f € ¢§ is at least ((2(q),) @Al 1w?)@ 1.

We condition on f; |4 such that dim( fj®) = g; this occurs with probability 1 — O(n~!). For
each ¢’ € ¢(Q) \ S there is a unique y* € Fj. such that (My® i = fﬂr, ( ) for all i € Im(me).
With probability (1 + O(n=1))(p~¢)a-") e~ Q) we have fj(¢¢(i)) = (My®); for all such ¢ and
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i € [q] \ Im(me). Therefore P(Ne{¢® = ¢5} | ) > (1 + O(n~"))[(2(q)| Al Tw™2)@pala—)]1e=Q,
Summing over all choices for ¢§ gives P(¢ € Q; | ) > (w/ 2)3@°, O
Proof of Lemma 4.15. As (®,v[G]?) is (w, h)-extendable, there are at least wne choices of ¢T €

XEj;* HO. (®,7[G)*). We fix any such ¢T and estimate P(¢* € XC(E:?*)*) by repeated application

of Lemma 4.16. (The same estimates will apply to X C(E;Z)*)_.) We consider sequentially each
¢ € YT, and fix j € [z] distinct from all previous choices such that (recall Q* from Definition 4.14)
if Im(¢') N Q" = e then e € G7.

We let € be the intersection of all local events £¢ where e € Q* or e C Im(¢+¢”) for some
previously considered ¢” € T+. We discard O(n"~1) choices of ¢t such that any ¢/ € ¢1¢'(Q)
is touched by €. Then P(¢pt¢' € Q; | ) > (w/ z)3Q2 by Lemma 4.16. Multiplying all conditional
probabilities and summing over ¢ gives EXC(Ei* )t > (1—0(n 1)) ((w/2)3@”) ~Lnve; concentration
follows from Lemma 3.5. 0

In the modified Elimination Phase, we recall that the cancelling groups have size one (zero near
pairs) or two (cancelling pairs), say C* = {(O",¢")} or C* = {(O",¢',),(0",¢")}. We adopt the
notation of Definition 4.14 and fix representatives ¢¥5: € O" as in Algorithm 4.10.

If C' = {(O%, ¢")} we erlte11 ¢l = ¢', o = ¢1, 0 and 1/1+ =i (07)7 C @' € AY(®), where
v(1%) = 0, we choose 1 € X Bl ) H () and then ¢ € XC(Ew )t

It ¢ = {(0%,¢%), (0%, ¢L)}, we write ¢oi = ¢4.0% and YL = ¢pi(0L)' C ¢4 € AL(D),
where 7(1/11) = ~(yL). We note that v(¢%) — v(v%) <, 97M*, let B} = 0" (BZ) and choose

Jr
(RS X B(wi) H() such that

Q7 = (0%(Q) U {Im(y¢') : ' € BL(2),}) \ Im(O")

is rainbow in G* (this holds by definition for Q+ but is an extra requirement for @Q; ). We define
_ @t —(ni _ i + c
Y, € XE(W_),H(W’_) by ¢; (0°.(2),y) = ¥, (6°.(x),y) and choose ¢;" € X (Ewi)i.
We define type 1 and 2 uses similarly to before and let Df* = UyepeM*(Im(¢))). We make the
above choices uniformly at random such that M*(Q7") both avoid M*(S) U Djgo| U D‘SJ| U D} uD?.

To modify Lemma 4.12, we let B; be the event that D} U D? is not ¢s-bounded. To see that at

most half of the choices for any ;" or (ﬁi are forbidden, we use X EJ(’ GV H@W) wnd~ " (w?zp/2)¥ >
+ +

q?cqan?™" (this bound is similar to that in (1)) and XC(Ew‘ji[)jE > (w/2)3@% nve > (gs)ieyn®e (by
Lemma 4.15). Z
Then for e € G* we have

=Y Plee M (@)=Y > P ey () < 227w (w2p/2) es,

1<ig 1<tg e’€eM*(e)

recalling ) = B%(2), \ {idg:}, and

=3 3" PUm®) € M*(e)) < (g5)(w/2) ¢ ¢s,

1<tg Yel;

1The sign of a zero pair is irrelevant; we fix + for convenient notation.
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where, writing Q% = wy = \ (BL(2) U ¢y, we let T; = ¢ Qi if |7 = 1 or T; = ¢ Q% Ui QF if
|C?| = 2. As before, we deduce whp no B; occurs, so DllD U D?D is c4-bounded.

To conclude, we obtain ¥ from W! where for cach i € [P] we add }_, wf 3rAi(fb[@rac]) with the

opposite sign to (O, ¢?) if |C] = 1, or 3, wff*Aﬂr(@[cbjx]) - > wfiAi(MqﬁIw]) if |C?] = 1;
this cancels all cancelling pairs and preserves 97U = 97W0. Also, for all positive maps ¢ added in
Grouping Phase and not cancelled, or added during Elimination Phase, ¢ is cascading, M*(¢(Q)) is
a set, all such M*(4(Q)) are disjoint, their union is contained in DL U D%, which is cs-bounded and
disjoint from M*(S). This completes the proof of Lemma 3.27. O

5 Integral decomposition

In this section we give a characterisation of the decomposition lattice (y(®)), which generalises
the degree-type conditions for Kj-divisibility to the labelled setting. The characterisation is given
in the second subsection, using a characterisation of the simpler auxiliary problem of octahedral
decomposition, which is given in the first subsection.

5.1 Octahedral decomposition

A key ingredient in the results of Graver and Jurkat [12] and Wilson [34] (generalised in [15]) is the
decomposition of null vectors by octahedra. In this subsection we establish an analogous result for
adapted complexes. We start by defining null vectors. Throughout, ® is a »-adapted R-complex
and I is a finite abelian group.

Definition 5.1. (null) For J € I'* and ¢ € ® we write 0.y = > J [p= Y {Js: ¥ C ¢ € ®}.
We define 0;J € I'® by (03 )y = 0Jy for ¢ € ;. We say J is i-null if 9;J = 0.
For J € I'% we write J = 9;_1.J; we say J is null if 8J = 0, i.e. J is (j — 1)-null.

Next we introduce the symmetric analogues of octahedra and their associated signed characteristic
vectors (recall Definitions 2.33 and 4.7).

Definition 5.2. Given ¢* € OB(®) and v € =" let x(v,1*) denote the ‘symmetric characteristic
vector’ in (FEB)‘I’B where x(v, 1)y pr = s(¥)vT whenever ¢ € OF, 7 € X5 and all other entries of
X(v,¢*) are zero. For ¥ € (FZB)OB(Q’ we write OU = . X (Wys, ).

We note the linearity x(v+v',¢*) = x(v,¥*) 4+ x(v',¥*), which follows from (v+v')T = v7 +v'7.
Lemma 5.3. If * € OB(®) and v € =" then x(v, %) is symmetric and null.

Proof. For ¢ € OF and 7,7/ € ¥8 we have x(v,¢")pryrT = Sgw)UT,T = X(v, ")y yprr, SO
x(v,¥*) is symmetric. Also, for any ¢+ € OE that agree on ¢’ € OB, with |B’| = |B| — 1 we have
OX (0, " )ypeprr = X (0, V") e gter + X (0, 0 )y = (YT )07 + s(4p7)or = 0, 50 x(v,¥*) is null. O

The following main lemma of this subsection shows that groups of symmetric null vectors are
generated by symmetric characteristic vectors of octahedra when @ is extendable.

Lemma 5.4. Let ® be an (w, s)-extendable X-adapted R-complex and B C R with |B| = r, where
s=3r2, n=|V(®)| > no(r,T) is large and w > n~Y2. Suppose H is a symmetric subgroup of s’
and J € H®B is symmetric and null. Then J = 0¥ for some ¥ € HO®(®),
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It is convenient to first reduce the proof of Lemma 5.4 to the case B = R.

Lemma 5.5. It suffices to prove Lemma 5.4 when B = R.

Proof. We reduce the general case of Lemma 5.4 to the case B = R as follows. Let @ be the
B-complex with @7, = ®p for all B C B. Then ¢ is X5-adapted and (w/, s)-extendable, with
W' =wn/n' >n'?/n" > n' 712 where n' = |V(®)|.

Suppose B € C € P*. Let X = {zF" : B’ € C'} where for each B’ € C we fix any representative

B e Zg,. Note that any o € £ has a unique expression o = 7 with 7 € Zg, zeX.

We define 7 : (ITX)2 — T=" by 7(0)ry = (v;)s. For any set Y we define m : (I%)*8)Y —
(I‘ZB)Y by m(w)y, = m(wy) for all y € Y. Note that for any v € (FX)Zg and 7 € %8B we have
m(vr') = m(v)7'; indeed, for any 7 € ¥B and z € X we have 7(v7')re = (v7)r)e = (Vrrr)e =
T(0) e = (T(V)7) 7. We let H = {h' : m(h') € H} and note that H' is a symmetric subgroup of
(IX)5.

Suppose J € H®? is symmetric and null. Define .J' € (H')®s by ((Jp)7)e = (Jp)re- Note that
w(J') = J.

We claim that J’ is symmetric and null. To see this, note that for any 7,7 € Eg and z € X
we have ((J;,7)r)e = ((Jy)rr)e = (Jy)rre = (JpT)re = (Jyr)ra = (T )1 )es L Jym' = Ty, dee.
J' is symmetric. Also, for any ¢ € ®, with B’ C B, |B'| =r—1and 7 € 5, € X we have
((0)7)e = 2 A((Jp)r)e " S} =3 {(Jp)re ' C ¥} = (0Jy)re =0, s0 J" is null, as claimed.

Now by the case B = R of Lemma 5.4 we have J' = 0V for some ¥ € (H')°”(®. Let
U = (W) € HO(®)_ It remains to show that 0¥ = J, i.e. for any 1 € ®p that oy = m(00y,).
It suffices to show for any ¢* € OB(®) that x(Vy+, %)y = X (W, ¥7)y. Let 70 € 5 be such
that 7, 1 € ¥*O5. Then XV, %)y = im0 and x(m(V3. ), ¥%)y = 7(Vyy )10 = 7(¥.70), as
required. ]

We will prove Lemma 5.4 (with B = R) by induction on r; the proof of the following lemma uses
the induction hypothesis.

Lemma 5.6. Let ® be an (w,s’)-extendable Y-adapted B-complex and B’ C B, with |B| = r,
|B| =+, & = 3(r —")% and n = |V(®)| > no(r,T") large and w > n~'/2. Suppose B' € C' € P*
and ® C Do is such that (D, ') is (w,2)-extendable and ®[P'] is L-adapted. Suppose H is a
symmetric subgroup of T'™ and J € H®B is null and symmetric. Then there is ¥ € HOP(®) with
J— 0w e H*®5,

Proof. We can assume B’ # (), otherwise the lemma holds trivially with ¥ = 0. Let B* = B\ B,
Y ={oeX:0o|p=idgp}and ¥* =%/B' = {0 |p: 0 € ¥'}. Let X = {z¢ : C € ¥'\ £} be a set of
representatives of the right cosets of ¥’ in ¥. Then any o € ¥ has a unique representation o = o’x
with o/ € ¥, z € X.

We define 7 : (I'*)*" — I by 7(v) g7z = (vo+ )z whenever z € X, o' € ¥/, 0* = ¢’ |g+. Note that
for any v € (TX)*", 7/ € ¥/, 7* = 7/ |g= we have 7(vr*) = 7(v)7'; indeed, T(VT*)grz = (VT*) o+ ) =
(Vro*)e = T(V)rgre = (T(V)T)gre. We let H* = {h* : m(h*) € H} and note that H* is a symmetric
subgroup of (I'*)>".

Consider any ¢* € ®p \ ®'. Recall (Lemma 2.18) that ®* = ®/¢* is X*-adapted. Define
J* e (H*)®B by (( by )ot)a = (Jy)orz whenever ¥* C ¢ € @p, € X and 0" = o' |p+ with
o’ € ¥'. Note that T( Sy ) = -
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We claim that J* is symmetric and null. To see this, consider any ¢* C ¢ € &g, z € X and o* =
o' |g+, 7 =7 g+ with o/, 7" € ¥ Then ((J7 . 7)o )e = ((J}, )y )70 )a = (Jy)rora = (JyT)ora =
(Jyr)ore = (( fZT'/w*)U*)Z‘ = ((J(’;Z}/W)T*)U*)x, so J* is symmetric. Also, for any ¢'/¢* € ®F_, | we
have (077, e )o)a = 2A((J), e )o)e = /U™ € P |y jyr} = 2 A(Jp)oa 0 € @ [y} =0, 50 J is
null, as claimed.

By the inductive hypothesis of Lemma 5.4 we have J* = 9¥¥" for some ¥¥" € (H*)OB*((I)*). For
each ¢* € OP (®*) we consider the ®-extension Egj = (OB, F,¢* U ¢*), where F = BUV(0OF").
We construct ¥ € HO”(®) by letting ¢* range over a set of orbit representatives for (¢ \ ®')/%,
letting ¢* range over OF" (®*), and adding W(\IJZ:){QZ)} to ¥ for some ¢ € XE;{’: (D, D).

To complete the proof, it suffices to show that (0¥), = Jy for any ¢ € ®p with *¥ C %
for some representative ¥* used in the construction. As 9V and J are both symmetric, it suffices

to prove this when ¢* C 9. As Jy = W(Jzz/w*) and J:;/w* = 8\112)/1&* it suffices to show that

W(X(\Ifii,qﬁ*)w/w*) = X(T{'(\I/;’[;:), ¢)y for any ¢* and ¢ as above. Both sides are zero unless 1(7/)~! €
$OZE for some 7/ € X.. Then 7/ € ¥/ as ¢* C 4. Let 7* = 7/ |g«. Then (/9*)(7*)~! € ¢*O5.. We
have X(‘I’Z;* N S \Ilz* 7* and X(W(\Ifi* ), @)y = 71'(\1’;/;* )= W(\Il;f* 7*), as required. O

Proof of Lemma 5.4. We can assume B = R by Lemma 5.5. For the purposes of induction we
prove a slightly stronger statement, in which we replace the assumption w > n~/2 by the weaker
assumption w > (2r)” n~%6. Fix any ®-embedding 1y of OB. Let Vi = Im(vy) and 7 : V(®)\Vp — B
be uniformly random. For (i,z;) € V(O®) let 7(vo(i,x;)) = i. Let ®” be the set of ¢ € ® with
7¢ = id. Consider the ®[®7]-extension Fy = (B(3), V(OP), ). For j € [r] we let

L= U{¢*ez Yt € Xg, (P[D7)),e € B(3)B/7B, € (?)}

The main part of the proof lies in showing that we can reduce the support of J to ®[L"]p.

Before doing so, we start by making the support disjoint from Vj. We identify B with [r] and for
each j € B we let L = U{yZ : ¢ € ;,9(j) € Vo}. We define ®'J for 0 < j < r by % = & and
¢ = @~ 1[L] for j € [r]. Then & := & = &[V(®) \ V).

We claim that each (771, L)) is (w—O(n""), s)-extendable. To see this, consider any (&=, L)-
extension (E, H') where E = (H,F,¢) is a ®7 l-extension and H' C H \ H[F]. Note that if
¢* € Xp(®771) with Im(¢*) N Vo = Im(¢) N Vg then ¢* € Xp(®7~1, L)), Thus Xp(®7~1, L)) >
Xg(®7=1 —O(nvE~1). As @ is (w, s)-extendable, the claim follows. Now by Lemma 5.6 applied to
each (9771, &'7) successively, there is ¥/ € HO"(®) with J' = J — 9’ € H®S.

Next we will reduce the support of J' to ®[L"]p. We define ®° = & and &/ = ®I~1[L]]
for 5 € [r], and show that whp each (®/~1 LJ) is ((2r)™"w,s — 3j)-extendable. We show by
induction on j € [r] that any ®/~l-extension E = (H', F,$) of rank s — 3j is (2r) /"Sw-dense in
(®/~1, 7). Note that ®° = @' is (w — O(n~ 1), s)-extendable, and the induction statement for j
implies that ®7 is ((2r)7"w, s — 3j)-extendable. Thus for the induction step we can assume that
dI1is ((2r)~U=Vrsw — O(n~1), s — 35 + 3)-extendable.

We can assume that H' C B([s—3j+3]\[3]). For each e € Hp, with B’ € (?) and e\ F # () we fix
a B(s—3j+3)-embedding ¢ of B(3) such that 1° is the identity on OF, e = ¢)°¢’ where ¢’ € B(3)p/
with ¢/(z) = (z,3) for all x € B, and ¢ is otherwise disjoint from H’, i.e. ¥¢(V(B(3))) NV (H') =
Im(e).

Let BV = (HY,F*,¢"), where HT = H'U{y%¢ : e € Hp,,,B' € (4),¢/ € B@3)}, FF =
FUV(OP) and ¢* restricts to ¢ on F and 19 on V(OP). We claim that ¢* is a ®/~!-embedding
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of HY[F*]. To see this, consider any f € HT[FT] with [Im(f)| = i < j, and write f = f' U f2,
where Im(f!) C F and f2 € OF. As ¢ is a ®/~'-embedding of H'[F], we have ¢f! = ¢lelo for
some P! € Xp, (®[®7]), 0 € &, e! € B(3). Then ¢* f = ¥l (e! U f20 1), so ¢ f € L?, which proves
the claim. Thus E7T is a ®/~!-extension.

Let X be the number of ¢* € Xp+ (®/~1) such that 7(¢*(i,7;)) =i for all (i,z;) € V(HT)\ F+.
Then Xpg(®7~1, L7) > XnUs e+ by construction of ET. As /=1 is ((2r)~U=Drsy — O(n~1),s —
3j + 3)-extendable, we have Xpi(®/~1) > (2r)"U=Drsynvet — O(n?#~1), so EXp(®I~1, L) >
rvet+ (2r)~U=Drsypve — O(nY#~1). Changing any value of 7 affects Xp(®7~1, L7) by O(nvE~1),
so by Lemma 3.5 whp Xp(®/~!, L7) > (2r)7/"wn’?. This completes the induction step, so each
(@71, L) is ((2r)7"Sw, s — 3j)-extendable.

Now by Lemma 5.6 repeatedly applied to each (&1, <I>35) successively, always with s’ > s — 3r >
3(r — 1)2 and extendability parameter ' > (2r)=3" (2r)" n=06 > (2(r — 1))V’ =06 there is
U0 € HO(®) with JO = J' — 90 € HPL'l5. We will define null J1,...,J" € H®L5 guch that
Ji = 0 whenever [Im(y) N V| < 7, via the following construction of ‘reducing octahedra’.

Let L* be the set of e € L" with Im(e) \ Vo # 0 such that e = ¢§f§ for some 9§ € Xp,(P[PT])
and f§ € B(3)p (i.e. we can take 0 = id in the definition of L"). For each e € L* we fix some
®-embedding ¢ of OF of the form ¢ = ¢§ |pe 7¢, where f¢ € OF and 7°OP is the copy of OF
in B(3) spanned by F°¢ := Im(f§) U Im(f7), identified so that f§ has sign 1. Note that for any
¢’ € ¥°OE with ¢’ # e we have |Im(e’) N Vy| > |[Im(e) N V| and ¢’ € L™. We define J* = JO — 9!,
where U = Y . J2{¢y°}. As JO and each x(J2,¢*) are symmetric, we have Ji = 0 whenever
Im() N Vy = 0.

Given J7 with 0 < j < r, we define J/*! as follows. Consider any f € ®7_; disjoint from V5,
write B = 7(f) C B, and suppose f = Im(y*), where * € ®p/ with 7¢* = id. For any ¢ € ®p
with pr # 0 and ¢*Y C ¥, by definition of L" we can pick a representative ¢ of 3 with ¢* C
and 71 = id. Furthermore, for any v € B\ B’ and ¢/ € ®p_, with ¢* C ¢’ and 79’ = id, if
there is ¢’ C 1 with pr #£ 0 then there are exactly two such 1, say ¢, obtained from each other
by interchanging v ((x,0)) and 9y((, 1)), where as J7 is null we have JZ}_ = —Jé}. Thus there is
ay € H such that Ji = Fay whenever ¢* C 1 and 7¢ = id, where the sign is that of wo_lw |B\B/
in OB\B'. Fix e with ¢* C e, 7e = id, J! = ay. By symmetry, we have Ji = x(af,v*)y whenever
Ji} # 0 with ¢*S C ¢X. We add ap{¢)°} to W for each such f, e and let JIT! = JJ — g@Itt,

We conclude with J” such that J] is zero unless e € woOgE. As J" is symmetric and null, we
have J" = x(a, o) for some a € H. Then ¥ := V' +a{tho} + > ', U/ has U = J. O

Next we give two quantitative versions of Lemma 5.4. These will be used in the next subsection
to prove two quantitative versions of the main lemma of this section, which will in turn both be used
in the proof of Lemma 3.18 in the next section. We make the following definitions.

Definition 5.7. (G-use) Suppose H is a symmetric subgroup of I'* and G is a symmetric generating

set of H. For v € I we write |v|¢ for the minimum possible > [cg| Where v = }° _ cqg with

all ¢, € Z. For U e HO”® we write [¥|g = Y |Wylg. If J € H®5 is symmetric we write
|J|g = Z;} |Jy|a, where the sum is over any choice of orbit representatives for ®p /3.

The following lemma quantifies the total ‘G-use’ of the octahedral decomposition ¥ in terms of
that of J. We define C(i) = 20072

Lemma 5.8. Let ® be an (w,s)-extendable Y-adapted B-complex with |B| = r, s = 3r%, n =
[V(®)| > no(r,T) large and w > n='2. Suppose H is a symmetric subgroup of T> and G is a
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symmetric generating set of H. Suppose J € H®B is symmetric and null. Then there is ¥ € HOP (@)

with OV = J such that |¥|q < C(r)|J|q.
Following the proof of Lemma 5.4, we quantify the total G-use in Lemma 5.6.

Lemma 5.9. In Lemma 5.6, we can choose U with |V|g < C(r —1")|J|g and |J — 0¥|q < 2"C(r —
) e

The proof of Lemma 5.9 is the same as that of Lemma 5.6, noting also that when we apply the
inductive hypothesis each |¥¥" | < C(r — ')|J*|a, so |¥|g < C(r — r')|J|g, and this also gives
|J —0¥|g <2"C(r —")|J]q-

Proof of Lemma 5.8. We will estimate the total G-use during the proof of Lemma 5.4. We write
U= 07, J0% = Jand JY = J971 - 90 for j > 0, so J” = J'. By Lemma 5.9 each
Wl < C(r—1)]J97 g and |JY|g < 27C(r = 1)|J7 g, so [/'|a < 27°C(r — 1) ]|

Similarly, we write U0 = > i1 Wi g9 — J"and J% = J%—1 — 9w% for j > 0. Then
JO = JO and each ® = ®~1[L] is obtained by repeated restriction to each L%, with B’ € (?),
so writing r; = (;) we have |U%|q < C(r — §)7[J% 7Y g, and |J%|g < (2"C(r — 7)) |J% 7Y g, so
1106 < 27|76 T2 CG). . |

Next we have |¥!|g < |J%¢ and |JY g < 27|J% . For j > 0 we have |/l g < |J7|g and
|J7H g < 27|, so [T |g < 27°|J0q < 27 |C(r — )2 722 C(i)". Recalling C(i) =
20027 we see that W := U/ + afiy} + > izo UJ has |¥|g < O(r)|J]q. O

In our second quantitative version, we suppose I' = ZP is free, and consider rational decompo-
sitions, where we now bound G-uses on every function in ®, (as opposed to the total bound in the
previous version).

Definition 5.10. Suppose H is a symmetric subgroup of (Z”)* and G is a symmetric generating
set of H. For v € QH we write [v|g for the minimum possible }_ . [cg| where v =37 cgg with

all ¢, € Q. For ¥ € (QH)°”® and 1 € ®p we write Ug(¥)y = S{|Wyla : © = ¢/, ¢ € OB}

Lemma 5.11. Let ® be an (w, s)-extendable X-adapted B-complex where n = |V (®)| > no(r,T") is
large, |B| =7, n™'/? < w < wo(r) and s = 3r2. Suppose H is a symmetric subgroup of (Z”)* and
G is a symmetric generating set of H. Suppose J € (QH)®B is symmetric and null with | Jyla < 0
for all ¢y € ®p. Then there is ¥ € (QH)OB(CI)) with 0¥ = J such that Ug(¥)y, < C(r,w)f for all
Y € B, where C(i,w) = 20—

Again we require the corresponding quantitative version of Lemma 5.6.

Lemma 5.12. Let ® be an (w,s')-extendable S-adapted B-complex and B’ C B, with |B| =

|B| =1/, s = 3(r")2, n = |V(®)| > no(r,T) large and n='/? < w < wo(r). Suppose B' € X € 73E
and ® C ®x is such that (D,d') is (w,2)-extendable and P[D'] is X-adapted. Suppose H is a
symmetric subgroup of (ZP)* and G is a symmetric generating set of H. Suppose J € (QH)®B is
symmetric and null with all |Jy|q < 0. Then there is U € (QH)O"®) with J—8¥ € (QH)*®15 such
that for all 1 € ®p both Ug(¥)y and |(J — 0V)y|a are at most 2"w=1C"0, where C' = C(r — 1, w).

Proof. We follow the proof of Lemma 5.6. For each 1* € ®p/ \ &', we define ®*, J*, U¥" as before,
where by the inductive hypothesis of Lemma 5.11 there is U¥" € (QH*)OB (®) with O¥¥" = J*
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and all Ug=(¥¥"),/y+ < C'6, where G* = {h* € H* : w(h*) € G}. For each orbit representative *
and ¢* € OF"(®*) we add ﬂ(\Ilg)E{qb} to ¥, where ¢ is uniformly random in X _y«(®,®’). Then

J — 0¥ € (QH)®®15 a5 in the proof of Lemma 5.6.

For any ¢ € ®p we have Ug(¥), < Zw*e%/\@ Z(f)*EOB*((I’*) \\I/Z’:]G* ZwBeog Py = ¢ppB),
where ¢ is as above. Note that any given 1? can only contribute to Ug (), if ¢(z) = ¢*B () for
all z € B* and ¢(z) = ¢*(x) for all z € B'\ D, where D = D(¢)®) = {z € B' : yP(z) = (x,2)}.

For each ¢ € Sp := {¢ € ®p : ¢’ [p\p= ¥ |p\p} and ¥* = ¢’ | we have P(y) = B <
wn=IPl as (@, @) is (w, 2)-extendable. We have |Sp| < n/Pl and all \\Il;f* o+ < C'6, so summing
over ¢P and 1 € Spey gives Ug(¥)y, < 2"w™1C’0. The same bound applies to |(J — V)ylg. O

Ejf*

Proof of Lemma 5.11. We follow the proof of Lemma 5.4, estimating uses of any fixed ) € ®p,
and then average over all choices of the initial ®-embedding v of OF. We use the same notation as
in the proofs of Lemmas 5.4 and 5.8.

Letting 0 = 6, and 0 for j > 0 be such that all |J/Zp|G < 0%, by Lemma 5.12, for each j > 0 both
Ua(9'7), and ]J’fﬂg are at most 2" '(w — O(n™1))71C(r — 1,w — O(n™1))¢_;, so we can define
0 =2"w 'C(r — 1,w)#)_,. Then both Ug(¥’), and |yl are at most 20;..

Similarly, letting o = 26, and 6; for j > 0 be such that all |J)’|¢ < 6;, by Lemma 5.12, for
each j > 0 both Ug(¥%),, and |J£’j|G are at most 20;_1[2" 7 ((2r)7"5w)"1C(r — j, (2r) "W)™, so
we can define 0; = 0;_1[2"((2r) "w)~1C(r — j, (2r)7"w)]"7. Then Ug(P), and |J3)|G are at most
0% := 20.(2" w1 (2r) ) 0L C (i, (2r) 57 w)"i.

Now write B’ = {x : ¢(z) ¢ Vo} and ¢/ = ¢ |p. For 0 < j < r — |B’| we have Ug (Wi T1),, <
27((J [y)la, so S U (W) < 27 (0 |p)le < 277 07nr 1B,

Letting ¥ be the average of ¥ (from the proof of Lemma 5.4) over all ®-embeddings 1y of OF,
as ® is (w,2)-extendable, Ug(¥), < or*+1g* S e n? =B D (wn?n) - IB < 2(r+ 1%, —1gx <
C(r,w)b, for w < wy(r), using s = 3r?, C(i,w) = 20 =)™ and C(5) = 201+, O

5.2 Lattices

In this subsection we use the octahedral decompositions from the previous subsection to characterise
the decomposition lattice (7(®)). For the following lemma, we recall (Lemma 2.32) that (y(®)) C
L (). We will show that if ® is extendable then this inclusion becomes an equality when we restrict
to null vectors.

Lemma 5.13. Let X < S, A be a X=-family and~y € (ZP)Ar. Let ® be a X-adapted (w, s)-extendable
[q]-complex with s = 3r2, n = |V(®)| > no(q, D) large and w > n~Y2. Suppose B € C' € P> and
JeL ()N (ZPY*¢ s null. Then J € (y(®)).

Proof. Recall (Lemma 2.34) that fg(J) € (y®)®2 is symmetric, and (Lemma 2.30) that v is
symmetric. We also note that fp(J) is null, as for any ¢/ € ®p with B’ C B, |B’| = r — 1 and

o € BF we have (fp(T)y)o = SA(f5(N)g)e + ¥ C ¥} = S{Jyo : ¥ C ¥} = 0Jyy = 0. By
Lemma 5.4 we have ¥ € (y8)0%(®) with fp(J) = U = >y X(Wy=, ¥%). By definition of 7B we can
fix integers mz)* so that each Wy« = ZGEAB mfb*’ye.

We will show for any ¢* € OB(®) and 6 € Ap that there is ¥V € ZA®) with fp(97W¥"0) =
x(7?,4*). This will suffice to prove the lemma. Indeed, letting ¥* = Zw*’e mfb*lllw*e, we will have
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O =37 e gmlx (Y0, 0%) = 3 X (W, ) = 00 = J.

Consider ¢* € OB(®), A € A, § € Ap, let F = 6(B) x [2] and define ¢y : F — V(®) by
Yo(0(i), z) = *(i,x) for i € B, x € [2]. We claim that 1y € O/B)(®), and so E = ([¢](2), F, ) is
Egi, defining v' € OZ such that v/(i) = (i, )
when v(0(i)) = (6(i), x), as ¥* € OB (®) we have 1gvd = p*v' € ®p. As @ is Y-adapted, we deduce
tov € Py(p), which proves the claim.

As ® is (w, s)-extendable, we can choose ¥+ € Xp(®). We let U¥" be the sum of all +{i)* o ¢}
over all A(2)-embeddings ¢ of A such that ¢(i) = (i,1) when i ¢ 6(B), where the sign is that
of ¢ |pp) in O%B) ie. that of ¢/ € OF defined by ¢/ = (¢*)" !4, where 1) = pf with 1
as above. Then all entries in 97U¥"% cancel in 4 pairs, except that for each £{¢" o ¢} in W¥™0
there is a non-cancelling term (1)*¢)¥> = y[¢]? (by Lemma 2.24.i) as 1) = vopf = T ¢h. Now
fe(v[W)%)y = £97 = x(7,1*)y, where the sign is that of ¢/ = (¢*)"2 € OF, so by symmetry
fB(0VTY ) = (49 4*), as required to prove the lemma. O

a ®-extension. To see this, note that for any v € Og

To motivate the characterisation of decomposition lattices in general, it may be helpful to consider
the decomposition lattice of triangles in a complete tripartite graph (a very special case of Theorem
1.7). Say T is a complete tripartite graph with parts (A, B,C). It is not hard to show that J € Z”
is in the decomposition lattice iff J is ‘balanced’, in that each a € A has ZbeB Jaub = ZCGC Jae and
similarly for each b € B and ¢ € C. At first sight this seems a rather different condition to the
tridivisibility condition that arises for nonpartite triangle decomposition (even degrees and 3 | >_ J).
However, we can unify the conditions by lifting .J to a vector J* € (Z*)T in which we assign different
basis vectors to the three bipartite subgraphs, say (1,0,0) to (B,C), (0,1,0) to (A,C) and (0,0,1)
to (A, B). We want to characterise when J¥ is in the lattice generated by all vectors v(abc) € (Z3)7,
where for a € A, b € B, ¢ € C we let v(abc)y. = (1,0,0), v(abc)e. = (0,1,0), v(abe)qyy = (0,0,1)
and v(abc)yy = 0 otherwise. The lifted vertex degree condition is that for any a € A we have
D zeV(T) J-. in the lattice generated by (0,1,0) and (0,0, 1), and similarly for any b € B and ¢ € C;
this is equivalent to J being balanced. This example suggests the form of the degree conditions in
the following definition.

Definition 5.14. Let ® be a [g]-complex, A be a [g]-complex family and € (ZP)A*. For J € (ZP)®"
we define J* € ((ZP)?)?® by (J&,)B =>{Jyp ¢ C € @p}for BeQ, ¢ € ®. Similarly, we define
7E € ((ZP)R)YA by (72,)3 =>{1w:0ClecAp}lfor BeQ, 0 € Aec A Welet L,(P) be the set
of all J € (ZP)®r such that (J*)© € (4#[0]) for any O € ®/¥.

Note that v# = (%ﬁ : 0 < i < r) where each 'yf is a vector system for A;. For convenient use
in Lemma 5.19 we will reformulate Definition 5.14 in terms of iterated independent shadows, in the
sense of the following definition.

Definition 5.15. (independent shadows)

For each B € [g]; and any set S we define 7 : Z° — Z9i*5 by np(v) = ep @ v, i.e. mp(v) is v
in the block of S coordinates belonging to B and 0 otherwise.

Let ® be a [g]-complex. We define m; : (Z%)% — (Zi*9)® by 7;(J)y = np(Jy) for ¢ € ®p,
B € [q];. We also write JT = m;(J) for J € (Z°)%:.

For ¢ = r,...,0 we define D; by D, = [¢], x [D] and D; = [¢]; X D;+1 for 0 < ¢ < r. For
J € (ZP#+1)®i+1 we define 9*J € (ZP)®i by 0*J = m;(0;J) = (0J)7.

For J € (ZP)®r and 0 < i < r we define 97 J = (0*)""*(J 7).
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Similarly, given a [g]-complex family A and v € (ZP)4 we define 9}y = (9*)"~!(m,(v)), where
for v/ € (ZP#+1)A+1 and 0’ € A € A we define (07)g = > {7 : 0 € A g} and (97 ) = m (07 )e).

We let Eg(@) be the set of all J € (ZP)®" such that 9} J € E(gﬁ(@), ie. (951)° € ((0:7)]0]) for
any O € ®;/%.

Remark 5.16. Unravelling the iterative definitions in Definition 5.15, we see that each D; = [D] x
H;‘:i [g];, and for each B' € [q];, ¥' € @i, we have (07 J)yi supported on ‘full chains from BV ie.
if ((87J)yi)c # 0 then C = (B',...,B") with each B? € [g]; and B/ C B/t for i < j <r.

We obtain ((8;J)yi)c € Z” by summing Jy» over all choices of (¢/%,...,9") with each ¢/ € ®p;
and ¢/ C It fori < j <.

Similarly, for A € A, 6" € Api we obtain ((07)g:)c € ZP by summing 7, over all choices of
(6%,...,0") with each 67 € Ap; and 67 C 07+ fori < j < r.

Now we reformulate Definition 5.14 using Definition 5.15.
Lemma 5.17. L,(®) = ﬂfzoﬁfy((l)).

Proof. Fix ¢© € O € ®;/%, say with ¢© € ®p,. We need to show (J#)O € (v#[0]) iff (9;J)° €
((Gr)10])-

We have (J9)© € (v#[0)) iff there is n € ZAs" with (J*)O =3 _{n ¥ (%1}, i.e. all Jg)og, =
Zg{navgg,}, i.e. foreach A € A, o’ € A[B'], B € Q we have Y {Jy : ¢%' C o € g} = > eoinoe :
oo’ C6e Ap}.

We have (95J)° € ((9;v)[O]) iff there is n’ € Z45’ such that for each A € A, ¢/ € A[B'] and
chain C' = (B',...,B") from B' = B’ to B" = B € Q, we have } ;i - Jyr = Zoﬁi,.uﬁf n.yer,
where we sum over (6%,...,0") and (¢%,...,9") with 7 = go’, ' = 90’ each 7 € Ap;, I € Op;,
and each 67 C 97+ 4pJ C It

Setting n’ = n we see that the two conditions are identical, as any such chain C' and ¢/, o uniquely
specifies all ¥ =" |g; and 67 = 0" |p;. O

Our next lemma shows that the two definitions of 9} (for vectors and for vector systems) are
compatible with each other.

Lemma 5.18. If U € ZA®) then 9%70 = 9¥(070).

Proof. By linearity we can assume ¥ = {¢} for some ¢ € A(P). We prove the identity by induction
on i = 7,...,0. In the base case i = r we have 9V = (977)(¢) = (m7)(¢) = T -(Y(0)) =
07(0"¥), where in the third equality we used (m,7)(¢)e0 = (7)o = mr(V0) = 7r(7(P)es). For the
induction step with i < r we have 9% 70 = (9:7)(¢) = (0*0;,17)(¢) = 0*(9}17)(¢) = 9%+ =
0*0F,1(0"¥) = 9 (0"¥), where in the third equality, writing 7' = 9}, v, for § € A € A we used
(7))o = (7)o = Sy : 0 € ALy} =7 X2 1 00 € @ [gor} — 0 (7' (D)) 0

Now we come to the main lemma of this section, which characterises the decomposition lattice.

Lemma 5.19. Let ¥ < S,, A be a X5-family andy € (ZP)*r. Let ® be a S-adapted (w, s)-extendable
[q]-complex with s = 3r%, n = |V(®)| > no(q, D) large and w > n~Y2. Then (y(®)) = L ().

Proof. Note for any molecule v(¢) € v(®) that (9;7)(¢) € (9;7)(®) C Ly (P), so (y(®)) C L (D).
We now show that the reverse inclusions hold. Suppose J € £(®). We will define ¥0, ... @7 ¢ ZA®)
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so that, letting J* = J — 979 and J* = J*=1 — 97! for i € [r], each 97 J = 0. We will then have
J'=0,s0J=3"_,0"0" € (y(®)), as required.

We start by noting that'? 95.Jy € (937)p as J € Lo(P), so we have integers ks with 95Jy =
> acaka(0fv)ga. We can take U0 = 3, ka{¢"} for any choices of ¢! € A(®). Then JO =
J —97W0 has 95J° = 0. It remains to define U given J*~! for some i € [r].

Note that Ji~! ¢ LL(®) as J € LL(P) and v(P) C LL(P), so orJit € Egz,y(i)). We write
oFJi—t = ZCEP? JC, where each J¢ is uniquely defined by Jg = az‘Jéfl for ¢ € ®¢.

We claim that each J¢ is null. Indeed, for any 1 € ®; 1 we have 0 = 8;_1qu}_1 = (88;“Ji_1)1‘£ =
Zc(aJc)g, so by linear independence each (0.J¢), = 0, as claimed.

By Lemma 5.13 each J¢ € ((977)(®)), so we have ¥¢ € ZA®) with 9% 70 = 9¢J"~!. Letting
Ji=J71 — ¥ by Lemma 5.18 we have 9} J* = 0, as required. O

To illustrate the use of Lemma 5.19, we give the following characterisation of the decomposition
lattice for nonpartite hypergraph decomposition, thus giving an independent proof of (a generalisation
of) a result of Wilson [35] (a similar generalisation is implicit in [9]).

Lemma 5.20. Let H be an r-graph on [q] and ® be an (w,s)-extendable Sq-adapted [q]-complex
where n = |V(®)| > ng(q) is large, s = 3r> and w > n~'/2. Let H(®) = {¢p(H) : ¢ € ®,}. Suppose
G € N®. Then G € (H(®)) iff G is H-divisible.

Proof. As in example 7 in subsection 2.4, we have G € (H(®)) iff G* € (y(®)), with G* € N®r
defined by G}, = Gy for ¥ € ®,, and v € {0,1}* with A = S5 and 7 = ljn@)en- By
Lemma 5.19 we have (y(®)) = £,(®). By Definition 5.14 we need to show that G is H-divisible iff
(G")HO € (4*[0]) for any O € ®/8,.

Fix any O € ®/S,, write e = Im(0) € ®° and i = |e|]. Then ((G*)*)© € (Z?9)° = 7Z9*0 is
a vector supported on the coordinates (B,v’) with B’ C B € Q and ¢/ € O N ®p/ in which every
nonzero coordinate is equal: we have ((G*)Eb’)B) =2 AGy, ¥ C o € @p} = (r—1i)!|G(e)|. Similarly,
(%[O]) is generated by vectors with the same support that are constant on the support, where the
constant can be (r — )!|H(f)| for any f € [¢];, and so any multiple of (r — i)!ged;(H). Therefore
(GHNO € (4#]0)) iff ged;(H) divides |G(e)|, as required. O

For the proof of Lemma 3.18 in the next section, we also require two quantitative versions of
Lemma 5.19, analogous to those given above for Lemma 5.4. We recall the notation for G-use from
Definition 5.7, and for B € @ fix the symmetric generating set G = G? = {1? : § € Ap} for P,
Then we have the following relationship between G-use and use in the sense of Definition 3.13.

Lemma 5.21. Suppose B € C € P> and J € L(®)N (ZPY*e. Then U(JO) = |fB(JO)|g for each
(OXS (I)T/E, S0 U(J)g) = |fB(J)|G.

Proof. We fix an orbit representative 1) € O and write U(J?) as the minimum possible value of
Z{|xi|} over all expressions of J¢ = Z{xi’y[w]e} as a Z-linear combination of y-atoms at O. We

can write any such expression using some fixed representative ¢ € ®p; then fp(JO)y = >0 x%’ye.
As |f5(J9)|¢ is the minimum value of Z{|xi|} over all such expressions the lemma follows. O

Our first quantitative version of Lemma 5.19 will bound the total use U(¥) of atoms by V¥ in
terms of that by J, where U(¥) = >, |V4|U(7(¢)) < ¢*"|¥|, where |¥| = > ¥el. We start by
stating the analogous statement for Lemma 5.13.

12Recall that @ may denote the empty set or the function with empty domain. We write @“ for the copy of 0 in A.
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Lemma 5.22. Let ¥ < S,, A be a X=-family andy € (ZP)Ar. Let ® be a S-adapted (w, s)-extendable
[q]-complex with s = 3r2, n = |V(®)| > no(q, D) large and w > n~Y2. Suppose B € C' € P> and
J € L (®)N(ZP)*¢ is null. Then there is U* € ZA®) with 07V* = J and U(V*) < 27¢* C(r)U(J).

The proof of Lemma 5.22 is the same as that of Lemma 5.13. When we apply Lemma 5.8 to
fB(J) € (vB)®5 we obtain ¥ € (v8)0°®) with fp(J) = ¥ and |¥|g < C(r)|f5(J)|q. We write
each Wy =3 5 4. mfb*fyg with > g 4, \mz)*\ = |Uy«|@. Defining ¥* as in the proof of Lemma 5.13,
we have |U*| < 27|W|g < 27C(r)|f5(J)|g, so U(¥*) < 2"¢*"C(r)U(J) by Lemma 5.21.

Lemma 5.23. Let ¥ < S, A be a X=-family with v € (ZP)Ar. Let ® be a Y-adapted (w, s)-
extendable [q]-complex with s = 3r2, n = |V(®)| > no(q, D) large and w > n~"/2. Suppose J € L (®).
Then there is U € ZA®) with U = J and U(V) < 200U ().

Proof. We follow the proof of Lemma 5.19. We can choose the k4 so that U(UY) = " |ka| < U(J)
and U(JY) < ¢®>"U(J). For each i € [r], by Lemma 5.22 we can take U(¥?) < 2:¢*C(i)U (97 Ji71) <
(2rg®)'C(i)U(J*1), and so U(JY) < ¢*"(2r)'C(i)U(J*~1), where U (8} J*~1) is defined with respect
to (9;7)-atoms. Then U(W®) < 2U (JO) ], ¢>"2"HC(i) < 200U (), as C(i) = 200742, O

Our second quantitative version of Lemma 5.19 is analogous to Lemma 5.11: we seek a rational
decomposition ¥ for which we bound the usage of every orbit in terms of that in J. We start with
the analogous statement for Lemma 5.13.

Lemma 5.24. Let ¥ < S,, A be a X5-family and v € (ZP)A. Let ® be a X-adapted (w, s)-
extendable [q]-complex with s = 312, n. = |V(®)| > ng(q, D) large and w > n~2. Suppose C € P>
and J € QL (®) N (QP)®¢ is null with U(J)y < € for all 1) € ®p. Then there is U* € QAP with
ONU* = J and U(¥*)p < ¢*"C(r,w)wte for each orbit O € ®,/%.

Proof. We follow the proof of Lemma 5.13. Applying Lemma 5.11 to fg(J) € (Qy?)®5 gives
U e (QvyB)9° @) with fz(J) = O and Ug(¥)y < C(r,w)e for all ¢ € @p. We write each Wy» =
>oeay My’ with Yoge 4, Ml | = Wy

We let U* = Ew*,a mi*\w’*o, where we modify the definition of each U¥*? by averaging over the
choice of ™ € Xg(®). To estimate U(¥*)p for some O € @, /% we fix any representative ¢’ € O,
say with ¢/ € ®ps. For each A € A, § € Ap, writing 7/ = |(B) \ B’|, there are at most n” choices
of 1 € @ such that Y0~ agrees with ¢/’ on §(B) N B’ and each has Ug(¥),, < C(r,w)e. For each
Y* € OB(®) with ¢ = ¢*v for some v € OB, letting ¢ be the A(2)-embedding of A such that
(i) = (i,1) for i ¢ 0(B) and ¢(i) = (i,2) when i = (j) with j € B and v(j) = (4, ), for uniformly
random ¢+ € Xg(®) we have P(¢) C 1 ¢) < w™'n~", as @ is (w, s)-extendable. Summing over v
and 6 gives U(V*)p < ¢*"C(r,w)w™ e O

We conclude this section by proving the second quantitative version of Lemma 5.19, which can
be viewed as a rational version of Lemma 3.18, and will form the basis of the ‘randomised rounding’
aspect of the proof referred to in the introduction.

Lemma 5.25. Let ¥ < S, A be a X=-family with v € (ZP)Ar. Let ® be a Y-adapted (w, s)-
extendable [q]-complex with s = 3r2, n = |V(®)| > no(g, D) large and n~'/? < w < wo(r). Suppose
J € QL,(®) with U(J)o < € for all O € ®,/S. Then there is ¥ € Q®) with 0¥ = J and all
U(W)o < C(q,w)e.

Proof. We follow the proof of Lemma 5.19. We can choose the k4 so that ) 4 |ka| < U(J) < en”.
We define U0 by averaging over each choice of ¢* € A(®). Then for any orbit O we have P(O C
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#1Y) < ¢"w™In7T, as @ is (w, s)-extendable, so U(¥9)p < 3, |kalg"n™" < ¢"w™'e and similarly
UJo < ¢¥wle.

By Lemma 5.24 we can construct ¥¢ and J* = J*~! — 97¥? as in the proof of Lemma 5.19 so
that all U(V%)p < &; and U(JY)o < ¢"¢;, where g9 = ¢"w e and &; = ¢""#C(i,w)w e;_1. Then
all U(W)o < 2¢%w™ e [[ep(¢"72C (1, w)w™!) < C(g,w)e, recalling that C(i,w) = 260w~ and
C(i) = 20042, O

6 Bounded integral decomposition

To complete the proof of Theorem 3.1, it remains to prove Lemma 3.18. The high-level strategy
is similar to the randomised rounding and focussing argument from [15] (version 1), although there
are some additional complications in the general setting. The proof is by induction on ¢. In the
inductive step we can assume Lemma 4.2 for smaller values of ¢ (this will be used in the proof of
Lemma 6.2). Note that we do not assume that v is elementary, as this property is not preserved by
the inductive step.

6.1 Proof modulo lemmas

We start by stating two key lemmas and using them to deduce Lemma 3.18; the remainder of the
section will then be devoted to proving the key lemmas. The first lemma is an approximate version
of Lemma 3.18; the second will allow us to focus the support in a smaller set of vertices. The proof of
Lemma 3.18 is then to alternate applications of these lemmas until the support is sufficiently small
that it suffices to use the total use quantitative version of the decomposition lattice lemma. In the
statements of the lemmas we denote the labelled complex by ®, but note that they will be applied
to restrictions of ® as in the statement of Lemma 3.18, so we allow for weaker lower bounds on the
extendability and number of vertices. Throughout we fix a X=-family A with ¥ < S, and |A| < K,
suppose v € (ZP)Ar and let wo := wy(q, D, K), ng := no(g, D, K) be as in Lemma 3.18.

Lemma 6.1. Let ® be an (w, h)-extendable S-adapted [q)-complez on [n], where n™" > < W' < wy

and n > n(l)/2T. Suppose J € (y(®)) is O-bounded, with n~*")™" < @ < 1. Then there is some
(W3 0-bounded J' € (ZP)® and ('), 0-bounded U € ZA®) with ' = J — J'.

Lemma 6.2. Let ® be an (w', h)-extendable S-adapted [q)-complez on [n], where n™" " < W' < wy

and n > n(l)/gr. Let V! C V(®) with |V'| = n/2 be such that (®,V") is (W', h)-extendable wrt V.
Suppose J € (y(®)) is 0-bounded, with n~Cr)™" < ¢ < (w’)gqh. Then there is some (w’)q_QqhQ—
bounded J' € (ZP)*V'lr and (w')g2"0-bounded ¥ € ZA®) with 9V = J — J'.

r

Proof of Lemma 3.18. Let A be a %=-family with ¥ < S, and |A| < K and suppose v € (ZP)*4r.
Let ® be an (w, h)-extendable S-adapted [g]-complex on [n], where ™" < w < wy and n > ny.
Suppose J € (y(®)) is #-bounded, with n=")™" < § < 1. We need to show that there is some

w, *M-bounded ¥ € ZA®) with 97 = J.

Let t be such that n'/?" /2 < 27tn < n!/?". Choose V; C ... C V; C Vy = V(®) with |V;| = 27'n
uniformly at random. By Lemma 6.5 (a simple concentration argument given in the next subsection)
whp all (®[Vi], Viy1) are («, h)-extendable wrt Vi, where o’ = (w/2)" > n=7"*". We define 6-
bounded J; € (v(®[V;])) as follows.
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Let Jo = J. Given J; with 0 < i < ¢, we apply Lemma 6.1 to obtain some (w’ )2qh9—bounded
J! € (zP)*Vilr and ('), *0-bounded ¥; € ZA®V) with 97W; = J; — J/. Note that J! € (y(®[V;])).

Next we apply Lemma 6.2 to J! (with (o’ )gth in place of #) to obtain some #-bounded J;;1 €
(zP)®Visilr and f-bounded W’ € ZACPW) with 9V, = J! — J;4 1.

To continue the process, we need to show Jiy; € (y(®[Vit1])). To see this, first note J;11 €
(y(®)) = L,(®) by Lemma 5.19. Now for any O € ®[V;;1]/%, by definition of L£,(®) we have
(Jfﬂ)o € (¥¥[0)), so Jiy1 € Ly(®[Vig1]) = (¥(®[Vit1])), again by Lemma 5.19.

We conclude with some 6-bounded J; € (v(®[V;])), where |V;| < n/?". By Lemma 5.23 there is
U, € ZA®VD such that 9, = J; and U (W) < 200" U(J,). Let ¥ = ¥, + 3125 (W,; + ¥). Then
N = Jp + (T = T A T = Ji) = .

Also, for any ¢ € ®,_1 we have U(W)y, < U(Wy)y+ 2 (U (W) +U(W)),) < 200729 (n1/2ryr 4
Zf;é((w’)q_l%_in +627n) < 2(w');0n, so U is (say) wy "6-bounded. O

6.2 Random subgraphs

In the next subsection we will extend the rational decomposition lemma (Lemma 5.25) to a version
relative to a sparse random subgraph L. We establish some preliminary properties of L in this
subsection. First we show that whp L is ‘typical’ in @, in that specifying that certain edges of an
extension should belong to L scales the number of extensions in the expected way.

Definition 6.3. Let ® be an [g]-complex and L C ®2. Let do(L) = |L||®2|~!. We say L is
(¢, s)-typical in @ if for any ®-extension E = (H, F,¢) of rank s and H' C H? \ HZ[F]| we have
Xpg(®,L) = (1+c)de(L)H 1 Xp(D).

Lemma 6.4. Let ® be an (w, s)-extendable [q]-complex. Suppose L is v-random in ®;, where v >
n=Gs)™" n = |V(®)|. Then whp L is (n=3,s)-typical in ®. In particular, ®[L] is (', 5)-extendable,
where w' = 0.9v%% w.

Proof. First note by the Chernoff bound that whp de(L) = (1 £n %4)v. Let E = (H, F, $) be any
d-extension of rank s, H' C H? \ HZ[F] and X = Xp g/(®, L). Note that EX = vI'I X 5(®), where
Xg(®) > wn¥?. Also, for any k € [r] there are O(n*) choices of f € ®° with f\ ¢(F)| = k, and for
each such f, changing whether f € L affects X by O(n"#~*). Thus X is O(n?"2~!)-varying, so by
Lemma 3.5 whp X = (1 £ n~ /30| X5(®). In particular, X > w'n?e. O

Similarly, we obtain the following variant form of the previous lemma that was used in the
previous subsection.

Lemma 6.5. Let ® be an (w, s)-extendable [q]-complex on [n]. Suppose S is uniformly random in
([;fb]), where m > w1 logn and n is large. Then (®,9) is ((w/2)", s)-extendable wrt S with probability

at least 1 — e—(@m)?/20

Proof. It suffices to estimate the probability that any simple ®-extension of rank s is w/2-dense in
(®,95). Let E = (H, F, ¢) be any ®-extension of rank s with ' = V(H)\{x} for some x € V(H). Note
that Xp(®,5) =3 4+ex, (@) Lot (@)es and Xp(®) > wn as @ is (w, s)-extendable. Then Xp(®,5) is
hypergeometric with EXg(®, S) > wm, so P(Xg(®,S) < wm/2) < e~ ©@m*/12 The lemma follows

by taking a union bound over at most gsn?® < e@m)?/48 choices of E. O

We also require the following refined notion of boundedness that operates with respect to all
small extensions in L. The following lemma is analogous to [15, Lemma 2.21].
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Definition 6.6. Let ® be an [g]-complex, L C ®2, and J € (ZP)*. Let E = (H, F,¢) with
: o o : e,J

H C [g|(s) be a ®-extension, G C Hy \ HY[F], ¢ € [g](s), and e = Im(3)). We write X7’ (®, L) =

Y orexp g@.r) U(T)gy Wesay that J is (6, s)-bounded wrt (@, L) if X5, (®, L) < 0do (L) S|V (®)[%

for any such E, G and e with e ¢ G and e \ F # (.

Lemma 6.7. Let ® be an [q]-complex with |V (®)| = n. Suppose J € (ZP)®r is O-bounded, with
6 > n=% and all U(J)y < n%1. Let L be v-random in ®°, where v > n=Gs0™" . Then whp J is
(1.10, s)-bounded wrt (P, L).

Proof. Let E = (H,F,¢) with H C [g](s) be a ®-extension, G C Hy \ H[F] and ¢ € [g](s),
with e := Im()) ¢ G and e\ F # 0. Write X = X50(®, L) = Y yeexp (@) Lorexpa@.)U )y
As J is -bounded we have 3 .. v, (g)U(J)gry < On"F. For each ¢* € Xp(®) we have P(¢* €
Xpg(®,L)) = V€ so EX < 6vClnve. For any k € [r] there are O(n*) choices of f € ®° with
|f \ ¢(F)| = k, and for each such f, changing whether f € L affects X by O(n"®#=**0-1). Thus X is
O(n?*2=98)_varying, so by Lemma 3.5 whp X < 1.10de(L)ICInve. O

6.3 Rational decompositions

In this subsection we prove the following result, which is a version of Lemma 5.25 relative to a sparse
random subgraph L; note the key point that we incur a loss in boundedness that depends only on g,
not on the density of L. Throughout, as in the hypotheses of Lemma 6.1, we let A be a X <-family
with ¥ < S, and |A| < K, suppose v € (ZP)*, and let ® be an (w, h)-extendable Y-adapted

h— -1/2

2 . .
[g]-complex on [n], where n™" ™ < w < wy and n > ny /°. (For convenient notation we rename w’

as w.)

Lemma 6.8. Suppose L C ®° is (¢, h)-typical in ® with de(L) =v >n~Gh)™" | Let J (v (®))g N
QP Suppose J is O-bounded with all |Jy| < n®' and (0, h)-bounded wrt (®,L). Then there is
some wq_o'99-bounded U e QALY with 970 = J.

The proof of Lemma 6.8 uses the following result, which reduces to the case when we bound the
use of every orbit.

Lemma 6.9. For any 0-bounded J € (QP)®r there is some J' € (QP)® and ¥ € QA®) such that
OV =J—J', and for any O € ®,./% both U(¥)o — U(J)o and U(J")o are at most qlw=16.

Proof. For cach O € ®,/% we fix a representative )© € ®zo and n© € Q450 with [nC| =
U(J)o and fpo(J)yo = > n$~?%, so JO = 3, n§y(¥°071). For each such (O,0) we let EY =
(7, Im(0),4°0~). We let ¥ = 200 ng)|XEgo((I>)]_1XE€o(<I)), where if § € A € A we choose the
copy of ¢ € A(®) for each ¢ € X B9 (®). Then J is exactly cancelled by the y-atoms of 9"W
corresponding to y(¢)C for ¢ € A(®). To estimate the remaining contributions of W, note that
for any O € @,/ and 1’ € [r] we have S_{|n’| : [Im(O) \ Im(0O)| = r'} < (:,)On’",. For each such
(O, 6), there are at least wnd~" choices of ¢, of which at most (¢ — r)!n?"="" contain Im(O), so
for random ¢ € XEGO/(QJ) we have P(O C ¢%) < (¢ — r)!lw™'n~"". Summing over 7 gives the stated
bounds on U(¥)p — U(J)p and U(J")o. O

Proof of Lemma 6.8. We start by defining ¥° € QA(® such that ¥ = J and U(¥%)y <
U(J)o + (C* —1)8 for all O € ®,/%, where C* = 2C(q,w)q%w ™! (so ¥ is C*#-bounded). Then we
will modify WO to obtain ¥ using a version of the Clique Exchange Algorithm.

45



First we apply Lemma 6.9 to obtain ¥/ € QA(®) and J' = J — 9" so that all U(¥)p — U(J)o
and U(J')o are at most 9w ~'0. Then by Lemma 5.25 there is ¥ € Q4(®) such that 970" = J’ and
all U(¥")o < C(q,w)qiw™10. We take W0 = ¥/ + ¥”.

We apply two Splitting Phases, the first in ® and the second in ®[L]. For the first, we fix Np € N
such that NoW9 € ZA®) and list the signed elements of NgW as (s;¢; : i € [[NoW°|]), where each
s; € +1. For each i, say with ¢; € AY(®), we consider the ®-extension E; = ([q](p), [q], ¢:), and
define W' € QAP by W' = W0 4 Nyt 37, vo g0y $iBgrex, () (AT (@93 Y']) — AY(P[¢;Y])). Then
Ot = 97TY = J, and all signed elements in WO are cancelled.

We claim for any O € ®,/% that Tp := U(¥!)p — U(¥Y)o < rlw=1(2pq)"C*6. To see this, we
estimate To < E;enyuoP(Im(0) € ¢}()) (recall Q' = K[ (p) \ Q). For any r' € [r], as ¥ is
C*0-bounded there are at most No(’, )C’*Hn choices of ¢ such that |[Im(O) \ Im(¢;))| = . For
each such ¢, as ® is (w, h)-extendable there are at least wnP?~9 choices of ¢} € Xp,(®), of which
at most r'|Q’|n”E =" have Im( ) € ¢5(Q), so P(Im(0) € ¢:()) < rlw ' |Q|n~"". Therefore
I'o <Ny Z epr] No(l)C*on” Pl Y |nT < rlw 1 (2pg)TC*0, as claimed.

Also, for any ¢ € A(P) we claim that |\If | < w™lpinm—a ZOC 5(qC*0+U(J)o). To see this, we
consider separately the contributions from ¢z according to 1’ = |I m(¢) N Im(g;)].

First we consider 0 < 7/ < r. As ¥ is C*#-bounded there are at most NoQC*#n"~"" such
choices of ¢;. For each such i, there are at least wnP?~¢ choices of ¢! € X, (®), of which at most
pInPa=9=(4=") have ¢ = ¢F¢' for some ¢’ € [g](p), so the total such contribution to |\Ilé| is at most
NO_1 Do NoQC*0n™"" - w=lpin™ =1 = rplQC*w=1on" 1.

It remains to consider r’ = r. For each O C ¢X there are at most No(U(J)o + (C* — 1)) choices
of ¢; containing Im(0O). For each of these with [Im(¢;) N Im(¢)| = r we have ¢ = ¢;¢’ for some
#' € [q](p) with probability at most w™!pIn"~9 so the total such contribution to ]\Il | is at most
(U)o + (C* —1)0)w™1pin™=4. The claim follows.

In the second Splitting Phase, we fix N; € N such that N;U!' € ZA®  and list the signed
elements of N1W! as (s;¢; : i € [[NyW¥!]]), where each s; € +1. For each i, say with ¢; €
AY(®), we consider the ®-extension E; = ([¢](p), [q], #i), and define ¥? € QA®) by w2 = ¥! +
N iciviut ) 5iEgrexs, 1@ (A(@[0;T]) — AY(®[¢;Y])). Then J¥? = JW! = J, and all signed
elements in ®! are cancelled, so ¥? is supported on maps ¢ such that there is at most one e € Q
with ¢(e) ¢ L. (This was the same as the first Splitting Phase except that we changed Xg, (®) to
Xg,(2,L).)

We claim for any O € ®,./3 that I, := U(¥?)o—U(¥!)o < (pq)*w=2C*0v~!, where v := dg(L).
To see this, we estimate I'j, < Eze“Nl\IﬂHP(Im(O) € ¢7 (). We fix f/ € € and consider the
contribution from ¢ with O = ¢} f'S. Consider any ¢’ € ® with O = ¢’ f’Y and the ®-extension Epr =
(H, f',¢'), where H = [g](p)[[q] U f'] is the restriction of [¢](p) to [¢]U f'. Let H' = H2\ ([g]- U{f'}).

The number of i with ¢; = ¢™ ||, for some ¢* € XEf,,H/(q), L) is at most

Ny > 5, | < > Niw™'ptr =1 3" (qCH O+ U(J)y)

o EXEf/,H/ (®,L) ¢* GXthH/((I),L) 1/Jg¢*|[q]

= Nw pin" 9 | qQC X g, 1 (B, L) + Y XE’JH,@,L)
e'eq
< 2Nyw Lptn—1gQC g Ina—1f Nldll,

as L is (¢, h)-typical and J is (0, h)-bounded wrt L.
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For each such i, there are at least 0.9wn?4~90?'l choices of ¢f € Xg,(®, L), of which the number
containing ¢’ is at most 1.1p/¥I=1H' W Hppa—a—r+/0ldl 5o P(¢' C ¢F) < 1.3 w1 1=1plf"Nld—r,
Thus

b < ¢ N Z IN w ™ pIn”~9qQC g Ina=I"Nlall . q 3, =1~ =1y, 1/ Nlall=r
fleqy
< (pg)w2C*0v~ ", using p > 2%, as claimed.

We fix Ny € N such that NoW? € ZA®) | and classify signed elements of NoW? as before: recall that
a pair (O, ¢') is near or far, has the same sign as that of ¢’ in NoW¥?, and has a type 6 determined by
an orbit representative 1© € O. For ¢ € A(®) let By be the number of pairs (O, ¢) in Na¥? such
that Im(O) ¢ L; note that all such pairs are near and Im(O) is uniquely determined by ¢.

We claim that each By < 3Now 2ply~@Hlnr—a > pce(@QC™0 + U(J)y), To see this, we fix
' € YUY\ {[¢]} and consider the contributions from ¢ with ¢}’ = ¢. We consider the ®-extension
By = (H,F, ), where F' = Im(y/) (so |F' N\ [g]] = r), H = [q)(p)[lg] U F'] and ¢ = ¢'9/. Let
H' = Hp \ ([q], U FY).

The number of i with ¢; = ¢* ||, for some ¢* € XE,U/,’H/((I), L) is at most

N > g, | < > Niw™'ptr=1 " (qCH 0+ U(J)y)
¢>*€XEw,,H/(‘I’,L) ¢>*€XEw,,H/(‘I’,L) YCh*|(q

= Niw™'pin"? [qQC 0X g, (®, L) + ) Xpp 1 (®, L)
e'eq

< 2Nyw tptnm = I pa= 10l Q™0 + U (J)o)

= 2N p1(qQC*0 + U (1)0),

where for ¢/ = F' N [q] we let O C ¢% be such that Im(O) = ¢(¢/) and use Xg;/]aH’((I)’L) <
Xp,m(®, L)U(J)o.

For each such i, there are at least 0.9wn??~ /!l choices of ¢f € Xg,(®, L), of which the number
containing ¢’ is at most 1.1p/¥1-1H'1=(Q=1)ppa—a—a+F'0ldl (a5 |F\ [¢],] = Q — 1), so P(y C ¢¥) <
1.3w™ = H'|=Q+1pr—a Then

B, < NaoNy* Z INww  pW N (qQC 0 + U(J)0) - 1.3w 1y =@+ yr—a
P F'0lg]|=r
< 3Npw ™ 2ply=Q+1pr—a Z(qQC*H +U(J)y), as claimed.
Yo

In Elimination Phase, we consider each orbit O € ®, /¥ with Im(O) ¢ L, say with representative
YO € ®p, and let Ep = (B(2),B,¢°). For each v}, € Xg,(®,L) and each signed near pair
+(0, ¢) in NoU?, say of type 6, i.e. ¢ = ¥©, we let Ed’(wg) = (ng,F, ¢0), where Bg = 6(B),
F = [q]U(BS x [2]), 6o |ig= ¢ and ¢o(0(x).y) = ¥ (a,y) for = € B, y € [2].

_ B .
We let ¥ = U2 4+ N, ! Z(Oﬁ) By e X, (@7L)Ew+€XE¢(w6)((I)7L) er[q](s) wz 2p*x, where the sign

is that of (O, ¢), and each ¢*z € A?(®) where ¢ € A?(®). Then 9"V = J, similarly to the previous
version of the algorithm, treating all near pairs on O as a single cancelling group, which is valid as
JO =0 when Im(O) ¢ L. All pairs (O, ¢) with Im(O) ¢ L are cancelled, so ¥ € QA®LD,
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We claim for any O’ € @, /% that '}, := U(¥)o — U(¥?)or < w3 (pg)*1C*0r~". To see this, we

estimate

o S Ng' Y Eygexy, @pPm(0) € 0H(Q) = Ny Z ) €v5(@)),
(0.¢)
with each ng uniformly random in X B (®, L) where Eg = ([q](s), [q], ®)-

We fix ' € [¢](s)r \ ¢ » and consider the contribution from near pairs (O, ¢) with O' = wgf’Z.
Consider any ¢’ € ®, with O' = ¢/ f’Y and the ®-extension Ep = (H, f',¢'), where H = [¢](p)[[¢| U
f']. For B € [q], let HB = H2\ {B, f'}.

The number of signed near pairs (0, ¢) in No¥? with ¢ = ¢* llg)» Im(O) ¢ L, O = ¢* | X for
some B € [¢], and ¢* € X, 0o (®, L) is at most

S Bay < > 3Naw @Y (gQCM 0 + U (J)y)

' €Xy | 45 (D) ¢€Xy , 15 (®.D) v
= 3Now pTy =T e Y 7| [4QC 0X s , 11 (@, L)+XE HB(@,L)]
e*eqQ
< 3Now2ply =@t pr=4004QCgulH " Ipa-1"nlall,
as L is (¢, h)-typical and J is (6, h)-bounded wrt L.
For each such (O,¢), there are at least 0.9wn9*~ 92" =1) choices for wg € Xy (®,L), of
o
which the number with O’ = wgf'E is at most 1.1ps~ a7+ Nll,Qs"—H| 5o P(O" = wgf’Z) <
1.3w Ly~ HP Q=2 —r+I/"0lall a5 Qs™ — |H| = Q(s" — 1) — |HB| 4+ Q — 2. Thus
) < N{l Z 3N2w_2pq1/_Q+1nr_qQQqQC*HylHB|nq_‘f/m[q]|

Felal(s)\ T r
- 1.3w~ 1y~ HP[+Q=2, —r+|f'Nlq]]

< w3 (pg)?1C* O, as claimed.
Finally, for any f € ®,_; we have
UW) U@+ Y {To: fECO+) {Tp+T4: f£ CO,Im(0) € L}
< C*0n + rlw™ 1 (2pq)"C*On + 1.1¢"vn((pg)w™2C* 0=t + w3 (pg) 2 C*or~1)
< 203G (pq)*1C* On.

Recalling that C* = 2C(q,w)qw ™!, C(i,w) = 2C(i)w_(9i)i+4, C@i) = 2(0i+2)"+° Wy = w(QQ)q+5, and
w < wo we see that ¥ is w;o‘gﬁ—bounded. ]

6.4 Approximation

In this subsection we prove Lemma 6.1 (approximate bounded integral decomposition) by randomly
rounding Lemma 6.8 (rational decomposition with respect to a sparse random subgraph). Through-
out, as in the hypotheses of Lemma 6.1, we let A be a ¥S-family with ¥ < Sy and |A| < K, suppose
~v € (ZP)Ar, and let ® be an (w, h)-extendable S-adapted [g]-complex on [n], where ™" < w < wy
and n > ng. We start with some preliminary lemmas for flattening and focussing a vector.
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Lemma 6.10. If J € (ZP)®" is §-bounded with & > n='/? then there is some J' € (ZP)® and
U e ZA® such that 0¥ = J — J', J' and ¥ are ¢w='0-bounded, and U(J)o < n' for all
0e€d,/%.

Proof. Similarly to the proof of Lemma 6.9, for each O € ®, /% with representative )¢ € ® o, we
have n® € Z450 with [n®| = U(J)o and fBo(J)yo =Y gng?, s0 JO =3 ndy (4071, Let S be
the intset where each (O, ) appears |n§| times with the sign of n§. For each (O,6) in S we add to
U with the same sign as (O, #) a uniformly random ng € Xp(®) with E = (¢, Im(6),%°6~"); then
each v(¢2071) is cancelled by the corresponding v(4)?, where 6 € A, ¢ € A(D).

For any ¢ € ®,_y and k € [r] there are at most (j_ i)&n signed elements (O, 60) of S with
[Im(O) \ Im(y)| = k. For each such (O,0), there are at least wn9™" choices of ¢, of which at
most (¢ — )97~ contain ¢, so P(¢) C ¢) < (¢ — r)lw™'n~ 1 Then U(¥), is a sum of
bounded independent variables with mean at most 0.9¢%w~6n, so whp J’ and ® are ¢%w~'#-bounded.
Similarly, whp U(J")o < n%! for all O € @, /3. O

Lemma 6.11. Suppose J € (ZP)® is 0-bounded with > n=/2. Let L C ®2 be (c, h)-typical in ®
with de(L) > n=Ch)™" " Suppose J is (0, h)-bounded wrt (®,L). Then there is some J' € (ZP)®Lr
and ¥ € ZA®) such that 0¥ = J — J', J' and ¥ are 22w '0-bounded, and J' is (¢!2%"w='0, h)-
bounded wrt (®,L).

Proof. We apply the same procedure as in the proof of Lemma 6.10, replacing Xg(®) by Xg(®, L).
To spell this out, for each orbit O with representative ¢© € ® po, we have n? € ZAs° with |n0] =
U(J)o and fgo(J)yo =D gng~", so JO =3, n§v(¥?67"). Let S be the intset where each (O,6)
appears [n§ | times with the sign of n§. For each (O, 9) in S we add to ¥ with the same sign as (O, 6)
a umformly random (;59 € Xp(®,L) with £ = 7 Im(6),v°671); then each v(¢9071) is cancelled
by 7(¢$)?, where 0 € A, ¢§ € A(® )
We claim for any €’ € L that Eer := 3 oy ZB,E[Q \{Im(e) ]P’(d)‘9 (B') =¢') < 1.3¢12"w™10d(L)~!

To see this, first note that for any k € [r], as J 1s (0, h)-bounded wrt (®,L) there are at most

k—i—r
(Z)d(L)( r )729nk signed elements (O, 0) of S with [Im(O)\ Im(e')| = k. As ® is (w, h)-extendable

and L is (¢, h)-typical in ®, for each such (O, 6), there are at least 0.9d(L)?~ wn9™" choices of gbg, of
k+r
which at most 1.1q!d(L)Q_( r )nq_r_k have ¢ (B') = ¢’ for some B’ # Im(), so P(¢§(B') = €') <
k+r
1.3q!w‘1d(L)1_( r )n_k. The claim follows. Now for any f € ®,_1, by typicality |L(Im(f))| <

1.1d(L)n, so by the claim U(¥); is a sum of bounded independent variables with mean at most
1.5¢!2"w~'0n, so whp J' and ¥ are ¢!2" 1w ~10-bounded.
Finally, consider any ®-extension E = (H,F,¢) with H C [¢|(h), any G C H; \ HZ[F] and
e € [¢J(h)2\ G with e \ F # (0. Write e = Im(¢) with ¢ € [¢](h), ET = (H',F,¢) with
7Jl
H* = HU%= and GT = G U {e}. Note that Xg'r(®,L) = Z¢+EXE+7G+(‘I>,L) U(J)gt(e)- As L
is (c, h)-typical in ® we have Xp+ g+ (®,L) < 1.1d(L)IF1nvs, so by the claim IEXE’JG/(CI),L) <
0.9¢'22"w=10d(L)/%Ins. Any choice of ¢ affects XZJJC;(@,L) by O(n*#~1), so by Lemma 3.3 whp
XE’JG,(@,L) < @12%w=0d(L)ICIn e, Thus J' is (¢'2%"w =16, h)-bounded wrt (®, L). O
We also need the following estimate for the expected deviation from the mean of a random
variable that is a sum of independent indicator variables.

Lemma 6.12. There is C' > 0 such that for any sum of independent indicator variables X with
mean p we have E|X — u| < C\/p.
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Proof. We can assume p > 1, otherwise we use the bound E|X — u| < 2u < 2,/i. Write E|X — u| =
>0t — p|P(X =t) = Ep + E1, where E; is the sum of [t — u|P(X = t) over [t — p| > $C/n for
i=0or|t—p| < %C\/ﬂ for i = 1. Clearly, E1 < %C\/ﬂ, and by Chernoff bounds, for C large,

Ey < Z a(e—a2/2u +e—a2/2(u+a/3)) < %C\/ﬁ ]

a>%C\/ﬁ
Now we give the proof of our first key lemma, on approximate integral decompositions.

Proof of Lemma 6.1. Suppose J € (ZP)®" is 6-bounded. By Lemma 6.10 there is some J° €
(ZP)®r and WO € ZA®) such that 0¥ = J —JO, J° and W0 are ¢%w~'#-bounded, and U(J%)p < no!
for all O € ®, /3.

Let L be v-random in ®;, where v = n~(3")™" By Lemma 6.4 whp L is (n_l/g, h)-typical in ®.
and by Lemma 6.7 whp J° is (2¢9w™16, h)-bounded wrt (®, L).

By Lemma 6.11 there is some J' € (ZP)®Lr and 0! € ZA®) such that 0¥ = JO — J!, J' and
Ul are (2¢)?%w=20-bounded, and J' is ((2¢)?%w =20, h)-bounded wrt (®, L).

By Lemma 6.8 there is some wq_10/2—bounded U ¢ QACHED with 9+ = J1.

We obtain ¥2 e ZA®ED) from ¥* by randomised rounding as follows. For each ¢ with \Il:; # 0,
let s4 € £1 be the sign of \I/;;, let my = L%‘PZJ, let X4 be independent Bernoulli random variables
such that U% = s4(me + EXy), and let \1135 = s4(me + Xy). Note that each IE\I/?5 =7, so EOV? =
ov* = Jt.

Let J' = J'—0W¥2. For any O € ®[L),/% we have (J')° = Z¢7(¢)Os¢(EX¢—X¢). Separating the
positive and negative contributions for each y-atom a at O we can write U(J")o < 3 ¢ (0] [Ya—Hal,
where each Y, is a sum of independent indicator variables with mean p, < U(¥*)p. By Lemma
6.12 we have EU(J')p < C/U(¥*)p, where C depends only on ¢, D and K. For any f € ®,_q,
whp |L(Im(f))| < 1.lvn, so writing > p, for the sum over O € ®,/¥ with f C Im(0O) € L, by
Cauchy-Schwartz

EU(); < O VU@90 < CLivn 3 U(8)0) 2
o] (0]

< C(Vqrwgle)lﬂn < wgqhﬁn/Q,

_ - _ - +5 _h-2
as v =n~BGh)™" g > p—(hg) T,wq:w(gq)q Sw>nTh

Any rounding decision affects U(J'); by at most 1, so by Lemma 3.3 whp U(J')s < wg’qhﬁn for
all f € ®,_y. Similarly, whp U(¥?); < 0.9wq_19n for all f € ®._1. Thus J' is wg’qhﬂ—bounded and
U =0Y4 0! + U2 is w_ '6-bounded with §¥ = J — J'. O

6.5 Lifts and neighbourhood lattices

This subsection contains some preliminaries for the proof of our second key lemma in the following
subsection. Throughout we suppose A is a ¥=-family, v € (Z”)*" and ® is a X-adapted [g]-complex.
The construction in the following definition is a technical device for working with neighbourhood
lattices.

Definition 6.13. (lifts)
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Fix a representative 1) for each orbit O € ®,./3. Given J € I'®" we define JT € (Fzg)q’r, where
for each O € @, /3 we let (JJ}O)U = Jy0, where defined, and set all other entries to zero. We call JT

a lift of J. For J' € (T=%)® we write 7(J') := YAy )elvot i€ Do € PSS
Note that J = 7(J1).

Definition 6.14. (lifted vector systems) Let A" be obtained from A by including a copy A% of A
for each A € A and 0 = (§® : B € Q) with each 68 € ¥5.

Suppose v € T'Ar. Let 4T € (I’ZS)A’T where for § € A% we have ’yg = 0 unless § = 67 for some
B € ), when ('ygB)U is vy5, if 08 € g, 0 € B8 or 0 otherwise.

Lemma 6.15.
i. The set of yT-molecules is the set of lifts of y-molecules.

ii. The set of y'-atoms is the set of lifts of v-atoms.
ii. If J € (y(®)) then any lift J* of J is in (y1(®)), with U(J")o = U(J)o for all O € ®,/%.

Proof. Clearly (ii) and (iii) follow from (i). For (i), consider any ¢ € A(®) and ¢! € A§(¢)
with ¢T = ¢. We claim y'(¢") is a lift of v(¢). Indeed, for any O € ®,/% with O C ¢X%
and ¥ € O we have v'(¢"),, = 0, except for ¢ = ¢08 € O where B = ¢~1(Im(0)), when each

(' (@N))o = (V1 (Ngr08)0 = (V5)e = Vo84 = V(0)yo. Conversely, any lift of v(¢) with respect to
orbit representatives 1© can be expressed as y1(¢1) with ¢7 € A%(®) where 68 = ¢~19© for each
B e @, Im(0O) = ¢(B). O

We also require some notation and basic properties of neighbourhood lattices (recall the notation
of Definitions 2.5 and 2.17).

Definition 6.16. (quotients) Let ¥* = ¥/B* where B* C [¢| with 7* = r — |B*| > 0. Suppose A* is
a Y*-family that includes a copy A?" of (X*)= for each A € A and * € Ag-. We call * € (ZP)A
a B*-quotient of ~ if for each 6* € Ap~ there is 0* = 0*(0*) € ¥ with 00" = idp- such that v; = 7y
whenever 6* C 0 € A,., 0 = (0*0)/idp- € A"

Lemma 6.17. Let J € (ZP)%r, * € ®p., & = &/¢* and J* = J/y*. Suppose v* € (ZP)A is a
B*-quotient of v € (ZP)Ar. Then
i. ¢ € A*(®*) iff ¢' = (po (%)) /Y* for some ¢ € A(®), 6% € Ap~, o* = o*(0%).
ii. for such ¢', ¢ we have y(¢)/V* = v*(¢),
iii. if J € (y(®)) then J* € (v*(®*)).

Proof. For (i), first consider any ¢/ € A*(®*), say ¢ € A% (®*), and define ¢ such that ¢’ =
(po(o*) 1) ib*. As ¢ € T*(P*) = ®;_ 5+ we have ¢o (0*)71 € @, 50 ¢ € &, = A(®). Conversely,
consider any ¢/ = (¢ o (0*)71) /ob* with ¢ € A(®), 6* € Aps, o* = o*(0*). For any ¢ = (0*0) /idp- €
A% where 0* C 0 € A we have ¢f € ® as ¢ € A(DP), so ¢'0' = (¢p0)/y* € &%, so ¢' € A? (®*). This

proves (i). Furthermore, if § € A, then (v(¢)/V*)po = v(D)go = 10 = 7y = 7V*(¢)gr0r, so (ii) holds,
and (iii) is immediate from (ii). O

6.6 Reducing support

In this section we prove Lemma 6.2, using the inductive hypothesis of Lemma 3.18 if » > 1. Our
argument will also prove the case r = 1, which is the base of the induction. For convenient notation
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we rename w’ as w. Let V/ C V(®) with |V’'| = n/2 be such that (®,V’) is (w, h)-extendable wrt
V’. Suppose J € (y(®)) is §-bounded, where § < wi™. We need to find some wy 22"6-bounded
J' € (ZP)®V'l" and wy *""6-bounded ¥ € ZA®) with 90 = J — .J'.

We will define J = J%,....J" € (y(®)) so that Ji = 0 whenever [Im()) N V'| < j and J7 is
0;-bounded, where 0y = 0, 6; = 2%w 10 and for 0 < j < r we let 041 = 2”2+217*T+1MJ~1H93-, where

1= (9¢)"*w and M/" = w, 3f+j = 3RO A < Wi we see that n~(GMaTH)) T <
n=Gh)™" <9, < gfgﬂqﬂfﬂ), i.e. 6; satisfies the necessary bounds to apply Lemma 4.2 with (¢g—r+7, j)

in place of (g,r), and also that 6, < w; < 27"n.

We start with J = J. To define J! = J — 97¥0, for each orbit O € @,/ with Im(0O) NV’ = 0,
we fix a representative, say ¢ € ® o, recall fBo( Jyo € ~B° by Lemma 2.34, and find n® € ZAs0
with [n?| = U(J)o and fgo(J Jyo = 29§’ Then JO =37, nd+[v9]° = 32, ”697(¢09_1)

Let S be the intset where each (O, ) appears [n§| times with the sign of n§. For each (O, 0) in
S we add to U9 a uniformly random ¢ with %0~ C ¢ € A(®) and Im(¢) \ Im(y°) C V', with
the same sign as that of (O, ) in S. Then v()°671) is cancelled by y(¢) in J' = J — 7%, and all
other ¢ with v(¢)y # 0 have Im(¢)) N V' # 0. As (®,V’) is (w, h)-extendable wrt V' there are at
least w(n/2)9~" choices for each ¢, so similarly to Lemma 6.10, whp J! and ¥° are #;-bounded. If
r = 1 this completes the construction, so henceforth we suppose r > 1.

~Given J7 with 0 < j < r we will let J7™1 = J7 — 970, where [Im(¢) N V’'| = j whenever
\IJJ £ 0. To define U7, we fix any (see Definition 6.13) lift J7T of J7 with orbit representatives /¢ for
O € ®,./%, such that writing BC = {2 YO(i) € V\ V'}, we have % |go=¢? |go for any orbit O’
that contains some 1 with ¢ |go= 1 | go. Then for each 1* € P,_; with Im(¢*) NV’ = 0 such that
Y* is some ¢© |go we consider ®* = ®/y*, J* = JIT/y*, ¥* = ¥/BC and some BP-quotient (see
Definition 6.16) v* € ((ZP)=%)4% of 1. Note that J* is supported in ®*[V'],«, and ®*[V'] is (w, h)-
extendable by Lemma 2.12. Then J* € (y*(®*)) by Lemmas 6.15 and 6.17, so J* € (v*(®*[V'])) by
Lemma 5.19 (as in the earlier proof of Lemma 3.18 modulo lemmas).

We will write J* = 97" ¥* for some ‘11* = ¥ e zA(® V') and define ¥/ as the sum over
all such ¢* and ¢’ € A*(®*[V']) of \I/(b, {¢}, where ¢ = (¢ o (¢%)71)/yp* for some ¢ € AY(®),
0* € ABO, o* = o*(6*); recall from Lemma 6.17 that any ¢’ € A*(®*) can be thus expressed, and
then 71(¢)/¢* = v*(¢'). Then JI+! = JJ — 970/ will be as required if 87\113 = Jj for every ¢ € @,
with [Im(¢) NV'/| = j.

To see this, consider any O € ®,/% with |[B9| = — j and ¢ = v € O. Let ¢* = ¢ |go,
and define J* and v* for ¢* as above. For each ¢/ € O with ¢/ |go= 9* let ¢/ = ¢’(¢)') be such that
1 ='c’. Then

O, = (W) =3 (07, = ZZ W (y

w/
- Z Z \Il] /1/) QZJI/QZJ* o/ — Z Z \Ilil* (’Y*(Qs/)w//d}*)al
PP e A (¥)
- Z w /w* o' = Z(Jw//w*>o’ = (Jyo p)o = (Jﬁ))g = Jfﬁ, as required.

,lZ}l

We will construct ¥* for each 3* as above sequentially using Lemma 4.2 applied to J* €
(v*(®*[V'])) which is valid by Lemma 4.1 and the inductive hypothesis of Lemma 3.18, as A* is
a (X*)S-family, ®*[V’] is ©*-adapted (by Lemma 2.18) and (w, h)-extendable (by Lemma 2.12), and
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J* is fj-bounded, as this is true of JJ and so J/T by Lemma 6.15. Lemma 4.2 will give ¥U* that
is M JIH ¢;-bounded, and also provides the option to avoid using any n-bounded sets B; C *[V'],
for j <p < q— (r—j), which we will define below so as to maintain boundedness throughout the
algorithm. During the construction of U/, we say that ¢ € ® is full if

i. [Im(y)| =r with U(¥7)y > 0,

ii. [Im(y)] =r —1 with U(W)y > 0j41n/4—Co— 1, or
ili. |[Im(y)| =i <r — 1 with more than 27"nn — Cy — 1 full elements of ®; 1 |y.

There will be no uses of full sets by W/ apart from at most U(JJ )y ‘forced” uses of 9 for each
¥ € ®,, and at most Cy + 1 further unforced uses. This implies that for ¢ with [Im(¢)| =i < r, if
1 is not full then ®;1; |, has at most 27"nn full elements (if i = r — 1 we use 6, < 2777 here).

We claim that there is no full ¢’ € ® with [Im(¢') N V’| = j — 1. Indeed, suppose we have such
Y. Let ¥® = 4'[V'] and 9® = ¢’ \ ¢® Then

(0;41m/4 — Co — 1)(27"n — Cp — 1)7 11
<Y {U@)y ¢ Cpe B} =D {U(TY )yo 9P C 97}

< =W A TH g = NI gm0,

as all ¥¥" are M JI H 0;-bounded. This contradicts the definition of #;,; and so proves the claim.

When applying Lemma 4.2 to J* € (y*(®*[V'])) as above, for j < p < ¢ — 17+ j we let B
be the set of Im(v) with v € ®5[V'] such that v U ¢* is full for some ¢* C *, and v' U*' is
not full for any v' C v, ¥*' C ¥*. Then |By(Im(v))| < nn for all v € &5 _,[V'], by definition for
p > j, and by the claim for p = j. Thus we can apply Lemma 4.2 to obtain some M]-IHHj—bounded
U = 0¥ e ZA (@ IV') with " ¥* = J* such that

i. if p > j then U(¥*)y <1 for all o € ®,[V'] and U(¥*),, = 0 if Im(v)) € By,

. U(W)y < U(J*)y + Co+ 1 for all ¢ € B;[V'], and U(W*)y, = U(J*)y if Im(s) € B

As described above, W/ is the sum over all such * and ¢ € A*(®*[V']) of \Il;f,* {¢}, where

¢ = (¢po(c*)~1)/ib* for some ¢ € A§(<I>), 0* ¢ A%o, o* = o*(0*). We claim that ¥/ is 0;.1/2-
bounded. To see this, we fix ) € ®,_1, let 1) = [V’], 1* = ¢ \ ¥® and consider cases according to
p = [Im(y*)].

i. If p=j—1 then U(W), = U(\I!wb)w < M]-IHan < 6;11n/2, as o s M]-IHOj—bounded,

ii. If p> j then U(W¥)y < 0;41m/4 — Co — 1 before 9 is full, after which U(¥¥")ye = 0 whenever
PP C 9%, except for at most one such ¢* with U(¥¥ )ya < Co + 1, so U(W)y < j11n/4 <
9j+1n/2.

iii. If p=j then U(¥/), < 0;4,1m/4 — Co — 1 before v is full, after which U(¥¥")ye = U(J7)yayy-
whenever ¢* C %, except for at most one such ¢* with U(U¥")ya < U(J7)payp+ + Co + 1, s0
U(\I/])w < 9j+1n/4 + U(Jj)w < 9j+1n/2, as U(Jj)w < 9]'71.

Thus U(¥/),, < 6,41n/2 in all cases, so the claim holds.
It follows that J/t1 = JJ — 90/ is 0;+1-bounded, so the construction can proceed to the next
step. We conclude with J' := J" € (ZP)®V'lr and ¥ = >V e ZA®) | such that J’ and ¥ are

wy 2"9-bounded with O¥ = .J — J'. O
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7 Applications

In this section we give several applications of our main theorem, including the theorems stated in
the introduction of the paper. Most of the applications will follow from a decomposition theorem
for hypergraphs in various partite settings. We also give some results on coloured hypergraph de-
composition, and a simple illustration (the Tryst Table Problem) of other applications that are not
equivalent to hypergraph decomposition, but for the sake of brevity we leave a detailed study of
these applications for future research.

Our first theorem in this section can be viewed as a simplified form of Theorem 3.1, in which
various general definitions are specialised to the setting of hypergraph decompositions. To state it
we require two definitions.

Definition 7.1. Let ® be a [g]-complex and H be an r-graph on [¢]. We say G € N®" is (H, ¢,w)-
regular in @ if there are yy € [wn" =%, w™n"" for each ¢ € &, with ¢(H) C G so that > Yop(H) =
(1+0)G.

Definition 7.2. We say that an R-complex ® is exactly >-adapted if whenever ¢ € &5 and 7 €
Bij(B',B) we have pot1 € ®p iff 0 € Zg,. We say @ is exactly adapted if ® is exactly >-adapted
for some X..

Theorem 7.3. Let H be an r-graph on [q] and ® be an (w, h)-extendable exactly adapted [q|-complex
where n = |V(®)| > no(q) is large, h = 2500° | § = 2710°0 =0 < (s < wy(q) is small and ¢ = wh™ .
Suppose G € (H(®)) is (H,c,w)-reqular in ® and (®,G) is (w, h)-extendable. Then G has an H-
decomposition in .

Proof. Suppose ® is exactly Y-adapted, let A = {A} with A = £, and v € {0,1}*" with each
Yo = lim(o)er- Let G* € N®" with Gy, = Grm(y) for ¢ € @;. For any ¢ € A(®) =, and 0 € A, we
have v(¢)gs = V9 = Lim(g)en- As @ is exactly Y-adapted, we deduce G' € (H(®)) iff G* € (y(®)),
and that an H-decomposition of G is equivalent to a v(®)-decomposition of G*.

There are two types in «y for each B € [g],: the edge type {6 € Ap : Im(0) € H} and the nonedge
type {6 € Ap : Im(0) ¢ H}. Each A7 is the all-1 vector for # in an edge type or the all-0 vector for
6 in a nonedge type, so v is elementary. The atom decomposition of G* is G* = 3 ccdo Gee*, where
e, = 1 for all ) € ®, with Im(v) = e, i.e. e* contains all edge types at e.

As G is (H,c,w)-regular in ®, we have 3, ys¢(H) = (1 £ ¢)G for some y, € [wn™49, w™In"4]
for each ¢ € ®, with ¢(H) C G. For any such ¢ we have v(¢) <, G, so ¢ € A(®,G). Also, for any
B € [q], and ¢ € ®p, writing 1 € Tp for the edge type we have §'5y,, = Z¢:t¢(¢):13 Yo = > Y :
Im() € $(H)} = (1 £ ¢)(G*),2, s0 G* is (v, ¢, w)-regular.

To apply Theorem 3.1, it remains to show that (®,v[G]) is (w, h)-extendable. We have v[G] =
(7[G]B : B € Q) where if B ¢ H then ¥[G]p = ®p and if B € H then v[G]p = {¢) € ®p : Grpy) >
0}. Let E = (J, F, ¢) be any ®-extension of rank s and J' C J,.\ J[F]. As (®, Q) is (w, h)-extendable
we have Xp j(®,G) > wn2. Consider any ¢ € Xp j(®,G). For any ¢ € J' we have ¢7¢ € ® and
Im(¢pT1)) € G, so ¢ € v[G]. Thus ¢t € Xg y(P,7[G]), so (P,7[G]) is (w, h)-extendable. Now G*
has a v(®)-decomposition, so G has an H-decomposition. [l

The following theorem solves the H-decomposition problem in the nonpartite setting (so is similar
in spirit to [9]); it is an immediate corollary of Theorem 7.3 with ¥ =S, and Theorem 5.20.

Theorem 7.4. Let H be an r-graph on [q] and ® be an (w, h)-extendable Sq-adapted [q]-complex
where n = |V (®)| > no(q) is large, h = 299° | § = 2710°C° =6 < oy < wo(q) is small and ¢ = W™
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Suppose G is H-divisible and (H,c,w)-reqular in ® and (®,G) is (w, h)-extendable. Then G has an
H -decomposition in .

In the introduction we stated a simplified form of this result (using typicality rather than ex-
tendability and regularity); we now give the deduction. (It will also follow from a later more general
result, but we include the proof for the sake of exposition.)

Proof of Theorem 1.5. Let H be an - graph on [Sq and G be an H-divisible (¢, h?)-typical r-graph,
where n = [V(®)| > ng(q), h = 2507, —10% ) > 2n~9/" and ¢ < cod(G)"™". We need
to show that G has an H —decompositlon. Let o be the complete [g]-complex on V(G), i.e. each
®p = Inj(B,V(G)). Then & is exactly S;-adapted.

We claim that (®,G) is (w,h)-extendable with w = 3d(G)". To see this, consider any ®-
extension E = (J, F,¢) with J C [¢](h) and any J' C Jg \ J°[F]. Write V(J)\ F = {z1,..., %y}
and suppose for i € [vg] that there are m; edges of J' that use x; but no z; with 5 > 4. The
number of choices for the embedding of each x; given any previous choices is (1 £+ m;c)d(G)™in.
Thus Xp s (®,G) > 3d(G)°En'E > wnVE, as claimed.

Furthermore, if e € G, f € H, J = ¢, F = f, ¢ € Bij(f,e) we see that there are (1 +
|H|c)d(G)HI=1nd=" extensions of 1 to ¢ € &, with e € ¢(H) C G. Defining y, = d(G)'~HIn™=4 for
all ¢ € @, with ¢(H) C G we see that G is (H, |H|c,w)-regular in ®. The theorem now follows from
Theorem 7.4. g

Our next definition sets up notation for hypergraph decompositions in a generalised partite setting
that incorporates several earlier examples in the paper. It is followed by a theorem that solves the
corresponding hypergraph decomposition problem.

Definition 7.5. Let H be an r-graph on [¢] and P = (Pi,..., P;) be a partition of [g]. Let ¥ be
the group of all o € S; with all o(P;) = P;. Let ® be an exactly Y-adapted [g]-complex with parts
Q=(Q1,...,Q:), where each Q; = {¥(j) : j € Pi,vp € ®;}. Let G € N®r,

For S C [¢] the P-index of S is ip(S) = (|[SNP1|,...,|SNP,|); similarly, we define the Q-index of
subsets of V(®), and also refer to both as the ‘index’. For i € N we let H; and G; be the (multi)sets
of edges in H and G of index i. Let I = {i: H; # 0}. We call G an (H,P)-blowup if G; # 0 =i € I.

We say G has a P-partite H-decomposition if it has an H-decomposition using copies ¢(H) of
H with all ¢(P;) C Q;.

For e C V(®) we define the degree vector Gr(e) € N! by Gy(e); = |G;(e)| for i € I. Similarly, for
f C [q] we define H;(f) by Hr(f); = |H;(f)|. For i’ € N* let H] be the subgroup of N generated by
{H/(f) :ip(f) =14'}. We say G is (H,P)-divisible if G7(e) € H} whenever ip(e) = i'.

Let G* € N with G}, = G. for ¢ € ®,, e = Im(¢) with ig(e) € I, and G}, is otherwise
undefined.

Theorem 7.6. With notation as in Definition 7.5, suppose n/h < |Q;| < n with n > ny(q) large,
G is an (H,P)-divisible (H, P)-blowup, G is (H,c,w)-reqular in ®, and (P, G*) is (w, h)-extendable,
where h = 250‘13, 6 = 2_103‘75, nd<w< wo(q) is small and ¢ = W™, Then G has a P-partite
H -decomposition.

Proof. Let A=Y, H*={0 € A, : Im(0) € H} and g = lgcy+ for § € A,, Then an (integral) P-
partite H-decomposition of G is equivalent to an (integral) ~(®)-decomposition of G*. By Theorem
7.3, it remains to show G € (H(®)), i.e. G* € (y(®)) = L,(P) (by Lemma 5.19).

Consider any i € I = {i : H; # 0} and ' € N* with all i} < i;. Let m} = [T e — )0
For any B' C B € @Q with ip(B’) = i and ip(B) = i and ¢/ € ®p with Im(¢’) = e we have
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((G*)fp,)B) =>{G), ¥ C ¢ € Pp} = mb|Gi(e)|. Writing O = ¢'S, for any ¢ € O we have
((G*)zﬁp)B) = m!,|Gi(e)|. Thus we obtain (G*)B/} from Gj(e) by copying coordinates and multiplying
all copies of each i-coordinate by m;,.

Similarly, for any ¢ € Ap with Im(¢’) = f we have (’yg,)B) =>{v:0' C0e Ap} =mbL|Hi(f)l,
so (y#[0]) is generated by vectors v/ € (Z9)9 where f C [¢] with ip(f) = i’ and for each ¢/ € O,
B € Q we have (vi,)B = m},|H;(f)| where i = ip(B). Thus all vectors in (7*[0]) are obtained from
vectors in HY by the same transformation that maps G(e) to ((G*)). As G is (H,P)-divisible we
deduce ((G*)H)© € (4[0]) for any O € ®/%, as required. O

Similarly to the nonpartite setting, which also give a simplified form of the previous theorem
in which we replace extendability and regularity by typicality (which we will generalise here to
multigraphs).

Definition 7.7. With notation as in Definition 7.5, suppose that ® is the [g]-complex where each
® p consists of all maps ¢ : B — V(G) with ¢ (BN P;) C Q; for all ¢ € [t]; we call ® the complete [g]-
complex wrt (P, Q), and note that ® is exactly X-adapted. For f € Q let |G*"N®f| = > {G} 1 ¢ € Oy}
and dp(G*) = |G* N Oy|/|Dy].

For any ®-extension £ = (J, F, ¢) and J' C J2\ J°[F]let Xp j(®,G) = X" yex (@) [ecs Gor(e)-

We call G a (c, s)-typical (H,P)-blowup if for every ®-extension E = (J, F,¢) of rank s and
J'C IR\ JO°[F] we have Xp jy(®,G) = (1 £ ¢)Xg(®) [[.cy de(G*), where for e € J} we write
de(G*) = df(G").

Now we give our theorem on decompositions of typical multigraphs in the generalised partite
setting. We note that the case P = ([g]) implies Theorem 1.5 and the case P = ({1},...,{q})
implies Theorem 1.7.

Theorem 7.8. Let H be an r-graph on [q] and P = (Pi,..., P;) be a partition of [q]. Suppose each
n/h <|Q;| < n with n > ng(q) and h = 2507 that § = 2710°C  d > 2n=9/"" and ¢ < cod"™, where
co = co(q) is small. Let G be an (H,P)-divisible (c, h)-typical (H,P)-blowup wrt Q = (Q1,...,Q¢),
such that dy(G) > d for all f € H and Ge < d™' for all e € [n],. Then G has a P-partite H-

decomposition.

Proof. With notation as in Definition 7.5, it follows (as in the proof of Theorem 1.5) from the
definition of (¢, h)-typical (H, P)-blowup that (®,G*) is (w, h)-extendable with w = $d"* > n=%. By
Theorem 7.6 it remains to show that G is (H, 2¢,w)-regular in ®.

To see this, first note that as G is (H,P)-divisible we have Gr()) € H{ = (H;(1)), so there
is some integer Y such that |G;| = Y'|H;| for all i € I. For each ¢ € &, with ¢(H) C G we let
yp = YZ 71 [ren Gor), where Z = Ly Q|17 [l;endr(G*). Then y, € [wn™=4, w™tn"=9] for
each such ¢.

We need to show for any e € ®7 that > {y, : e € ¢(H)} = (1 & 2¢)G.. We can suppose G # 0,
so 1 =i(e) € I. Let m; = [[;¢p%;!- For any B € H; there are m; choices of ¢ € ®p with ¢(B) = .
It suffices to show for any such B and v that > {ye : ¢ C ¢} = (1 £ 2¢)Ge/(my| Hil).

Let E = (¢, B,v) and J' = H\{B}. As G is a (¢, h)-typical (H, P)-blowup we have X _j(®, G) =
(1 £ )XE(®) ey df(GT) = (1 £20)Z/(my|Gi]), as Xp(®) = (1 + O(n=1)) [T Q{17511 and
milGil = [G* 1 ®5| = dp(G*)|@] = (1 + O(n 1)) ds(G*) [1ey 1@ Therefore

dH{us:vCot=Yz2" > ] GCop =GYZ 'Xpp(®,G) = (1£20)G./(mi|H|). O
PEXp(P) feH
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Now we will prove several other theorems stated in the introduction for which we gave an equiv-
alent reformulation in terms of hypergraph decompositions in partite settings as above. We start
with the existence of resolvable designs, or more generally, resolvable hypergraph decompositions of
multigraphs.!> We deduce Theorem 1.1 by applying Theorem 7.9 with H = Kj and G = AKj,.

Theorem 7.9. Let H be a vertex-reqular r-graph on [q] and G be a vertex-reqular H -divisible r-
multigraph on [n] where n > ng(q) is large and q | n. Let ® be a Sy-adapted [q]-complex on V (G).
Suppose G is (H,c,w)-reqular in ® and (®,G) is (w, h)-extendable, where h = 250¢° § = 9-10°¢"
n=2h << wy, = wh™ . Then G has a resolvable H -decomposition.

Proof. We start by recalling the equivalent partite hypergraph decomposition problem. Let Y be a
set of m vertices disjoint from X, where m is the least integer with (™) > ¢|G|/|H|n. Let J be a
random (r — 1)-graph on Y with |J| = ¢|G|/|H|n. Let G’ be the r-multigraph obtained from G by
adding as edges (with multiplicity one) all r-sets of the form fU {z} where f € J and z € X. Let
H' be the r-graph whose vertex set is the disjoint union of a g-set A = [¢] and an (r — 1)-set B, and
whose edges consist of all r-sets in AU B that are contained in H or have exactly one vertex in A. To
adopt the notation of Definition 7.5 we let P = (P, P») with P, = A, P, = B and Q = (Q1, Q2) with
Q1 =X, Qa=Y. Then G’ is an (H’', P)-blowup and we wish to find a P-partite H'-decomposition
of G'.

First we check (H',P)-divisibility. The set of edge indices is I = {(r,0), (1,7 — 1)}. We identify
N/ with N? by assigning (r,0) to the first coordinate and (1,7 — 1) to the second. Let i € NZ2.
Suppose i > 0. Then H'/ is {(0,0)} unless i{ < 1 and &, < r — 1, in which case H'}, is generated
by (0,1) if i{ = 1 or (0,q) if #f = 0. The resulting (H’, P)-divisibility conditions (G;(e) € H'},
whenever ip(e) = i) are satisfied trivially when i = 1 and as ¢ | n when #j = 0. Now suppose
iy, = 0. Then H'} is generated by all (|[H(f)[,0) with f € [g]; if &} > 1 or by (|[H(f)|,1) with
f€lgly if &y < 1. If i} > 1 then the (H', P)-divisibility condition is equivalent to the H-divisibility
condition that gedy (H) divides |G(e)|. For i} = 0 we need (|G|,n|J|) to be an integer multiple of
(|H|,q), so we require the H-divisibility condition |H| | |G| and also |J| = ¢|G|/|H|n. For i} =1 we
need (|G(x)],]J|) to be an integer multiple of (r¢~!|H|,1) for any # € X (recall that H is vertex-
regular), so we require the K -divisibility condition that rq~'|H| divides |G(z)| and also that G is
vertex-regular. Therefore G’ is (H',P)-divisible.

To apply Theorem 7.6, it remains to check extendability and regularity. We let ®’ be the (AU B)-
complex where each @, 5 for A’ C A, B’ C B consists of all ¢ € Inj(A' UB' X UY) with
¢ |a€ ® and ¢(B’) C Y. Consider any ®’-extension E = (J, F,¢) with J C (AU B)(h) and
any J' C J, \ J[F] with Jj, # 0 = ip(B’) € I. Let E(A) and J'(A) be obtained by restricting
to A(h), and define E(B) similarly. Then whp Xg ;(®',G") = (1 4+ 0(1)) X g(ay,s(a)(®, G)m BB,
where Xpga) 7(4)(®,G) > wnP@ as (,G) is (w,h)-extendable. As |G| > wn” we have m >
(qw/Q)YYn, so Xg (¥, G") > w?(n +m)"s (say), i.e. (¥/,G") is (w?", h)-extendable.

For regularity, as G is (H,c,w)-regular in ® we can choose ys € [wn" 9, w™'n""9] for each
¢ € @4 with ¢(H) C G with 3 {yy : e € ¢(H)} = (1 £ ¢)Ge for any e € X,. We define y, =
Yor 4 ((r = 1)!]J[) 7! for each ¢/ € ¥/ with ¢/(B) € J. Then Yy € (w2 (n+m)' =1 w=2h (n+m)'~9]
for all ¢' € @'y, with ¢'(H') C G'. For any e € X, we have > {yy :e € ¢/(H)} = > {ys : e €
O(H)} = (1+ )G

13For the sake of brevity we just consider the case that H is vertex-regular, and leave the computation of the lattice
for general H to the reader (if H is not vertex-regular than we need G the difference between any two vertex degrees
in G to be divisible by the ged of all differences of vertex degrees in H).
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Also, for any e = f U {z} with z € X and f € J, we have

D Ay e dHN} =117 ) {ys:x € Im(e)}
= (17lra HH)™H DY D Avs € € o(H)}

I'EB/EXT‘

= (|[JIrq” [H)) ' (1 £ 0)|G(2)].

As G is vertex-regular, |G(z)| = r|G|/n = r|H||J|/q, so > {yy 1 e € ¢'(H")} =1+ c= (1+c)GL.
Therefore G’ is (H', ¢,w?")-regular in ®'. O

Next we show the existence of large sets of designs. Again, we first consider the more general
setting of decompositions of multidesigns into designs.

Theorem 7.10. Let ® be a Sy-adapted [q]-complex with V (®) = [n] where n > ng(q, ) is large. Sup-

pose G € N®4 is an r-multidesign with all G, < w™'. For all0 < i < r suppose Z; := )\(7‘{:2)_1(?:;) €

Z and Z; | |G(f)| for all f € [n];. Suppose also that (®,G) is (w, h)-extendable, where h = 250"
0= 2*103(15, n=0/?h < < wylq, N). Then G has a decomposition into (n,q,r, \)-designs.

Proof. We start by recalling the equivalent partite hypergraph decomposition problem. Let Y be
a set of m vertices disjoint from X, where m is the least integer with (q’fr) > |G|/Zy. Let J be
a random (¢ — r)-graph on Y with |J| = |G|/Zy. Let G’ be the g-multigraph obtained from G by
adding as edges with multiplicity A all g-sets of the form eU f with e C X and f € J. Let H be
the g-graph whose vertex set is the disjoint union of a g-set A and a (¢ — r)-set B, and whose edges
consist of A and all ¢-sets in A U B that contain B. To adopt the notation of Definition 7.5 we
let P = (P, P;) with P, = A, P, = B and Q = (Q1,Q2) with Q1 = X, Q2 =Y. Then G’ is an
(H,P)-blowup and we wish to find a P-partite H-decomposition of G'.

First we check (H,P)-divisibility. We identify N with N? by assigning (g, 0) to the first coordinate
and (r,q — 7) to the second. Let i/ € N2. Suppose i > 0. Then H} is {(0,0)} unless i} < r and

i, < ¢ —r, in which case H}, is generated by (0, (g:?)) The corresponding (H, P)-divisibility
1
condition is Z;; € Z. Now suppose i, = 0. Then H! is generated by (1,0) if i > r or by (1, (*_3}))

if ¢4 < r. The corresponding (H,P)-divisibility condition is trivial if ¢} > r. If ¢{ < r, for each
f € [n]y we need (|G(f)|,)\|J\(::j,/11)) to be an integer multiple of (1, (3:2)), Le. [G(f)| = |J|Zy;
this is equivalent to G being an r-multidesign. Therefore G’ is (H, P)-divisible.

To apply Theorem 7.6, it remains to check extendability and regularity. We let ®' be the (AU B)-
complex where each @, 5 for A’ C A, B’ C B consists of all ¢ € Inj(A' UB' X UY) with
¢ |a€ ® and ¢(B') C Y. Then (®,G’) is (w?', h)-extendable as in the proof of Theorem 7.9.
For regularity, we define y, = Gya)(q!(q — r)!|J])~"! for each ¢ € ¥/, 5 with ¢(B) € J. Then
Yp € [Wh(n+m) =L w2 (n +m) =9 for all ¢ € &', 5 with ¢(H) C G'. For any e € X, we have
YH{yp:e€ ¢(H)} = Ge =G, Forany e = fU f' with f € X, and f' € J, as G is an r-multidesign
we have |G(f)] = Q(3) G| = NG|/Zo, s0 S{ys : ¢ € S(H)} = (a/(a = )TN @G (f)l(a = r)! =
IG(N)Zo/IG] = A = G.. 0

Now we prove the existence conjecture for large sets of designs.

Proof of Theorem 1.2. First we note that the case that A is fixed and n > ng(g, A) is large follows
from Theorem 7.10 applied to G = K;}. Now we can assume A > X(q) is large. We let Ao = []}_; (¢7})

r—1
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and write A = pXg + A1 for some integers p, Ay with 0 < \; < A\g. Write Z; := )\(Z:Z:)fl(:f:;) and
note that by assumption all Z; € Z. Let £ = (Z) /Zy = )\*1(’;::). It suffices to decompose K;i into
¢u designs with parameters (n, q,r, \g) and ¢ with parameters (n, q,r, A\1). Indeed, these can then be
combined into ¢ designs with parameters (n,q,r, A).

We start by choosing the ¢ designs with parameters (n,q,r, A\1). We do this by a greedy process,
where we start with Kl and repeatedly delete some (n,q,r, A\1)-design. Note that the divisibility
conditions for the existence of an (n, ¢, 7, A1)-design are satisfied, namely all (g:z) | A1 (ﬁ:;) At each
step of the process we have some g-graph G. We say that a g-set e is full if e € K1 \ G, and for
i < q that an i-set f is full if it is contained in at least c¢(q)n full (i 4+ 1)-sets, where we choose
1/N(q) < ¢(q) < 1/h. Once a set is full we will avoid using it.

There can be no full r-set, as this would belong to at least (c(q)n)?~"/(q — r)! full g-sets, but
we are only choosing fA; < )\0)\’ (q)~ (Z_:) such g-sets. Let ® be the [¢]-complex on V(G) where
each ®p consists of all ¢ € Inj(B,V(G)) such that all subsets of Im(¢) are not full. Then & is
(1/2, h)-extendable (say), so by Theorem 7.3 we can find a Kj-decomposition of A1 K}, in ®,, i.e. an
(n,q,r, A\1)-design avoiding full sets. Thus the algorithm can be completed to choose ¢ designs with
parameters (n, q,r, A1).

Finally, letting ® and G be as above after the final step of the algorithm, (®,G) is (1/2,h)-

extendable, G is an r-multidesign, Z? := )¢ (g:j)_l (":Z) € Z and Z? | |G(f)| for all f € [n];. By

-
Theorem 7.10 we can decompose G into ¢y designs with parameters (n,q,r, A\g), as required. O

Next we prove the existence of complete resolutions.

Proof of Theorem 1.3. Suppose ¢ is fixed and n > ng(q) is large with n = ¢ mod lem([g]). We
start by recalling the reformulation of complete resolution as a partite hypergraph decomposition
problem. We consider disjoint sets of vertices X and Y where |X| =n and Y is partitioned into Y},
2 <j<gqg+1with|Y;| = == ]+2 We let G’ be the g-graph whose edges are all g-sets e C X U Y
such that |[eNYj| < 1 for all 2 S] <g+1,andif eNY; # () then eNY; # 0 for all i > j. Let H
be the ¢-graph whose vertex set is the disjoint union of two g-sets A and B = {bs, ..., b1}, whose
edges are all g-sets e € AU B such that if b; € e then b; € e for all ¢ > j. To adopt the notation
of Definition 7.5 we let P = (P1,...,Py;11) and Q = (Q1,...,Qq¢+1) With P = A, Q1 = X and
P; ={b;}, Q; =Yj for 2<j <g+1. Then G’ is an (H,P)-blowup and we wish to find a P-partite
H-decomposition of G’.

To apply Theorem 7.6, we consider the complete (A U B)-complex ® wrt (P, Q). Then (®,G’)
is clearly (1/2,h)-extendable (say). Also, every edge of G’ is in exactly (Z) copies of H, so G’ is
(H,c,w)-regular in ¢ for any ¢ > 0 and w < wp. It remains to check (H,P)-divisibility.

The set of index vectors of edges is I = {i/ : 1 < j € ¢+ 1} C NIT! where zg, is 1 for
jH1<j <q+1, z{ =j—1and zi, = 0 otherwise. We identify N/ with N¢*! by assigning i/ to
coordinate j. Consider i/ € N¢t!1, We can assume z';-, < 1 for 7/ > 1. If there is any j/ > 1 with

z';, £ 0, we let j° be the least such j’, otherwise we let j° = ¢ + 2. We can assume i} < j° — 2,

otherwise Hl], = 0. Then HZI, is generated by v € N¢ where each v = Ly f1<j<jo1 (J qIZIl )
Let u? € N7 where each u is 1; /+1<]<](J,1(Jnl“Z )Hq +|'"% . Then the corresponding

(H, P)-divisibility condition is that u' is an integer multlple of v, Tt suffices to consider the case that
;0
i, = 1forall j > 49, and so eachu is 1, /+1<]<]o_1( =i ) [T -1 |Yj«|. Then fori{+1<j <j%-1

Jj—1-1i} *=j+1
. . il N - - .. .
we have u?/v}l = (jzlz_li,l) (]nlzlZ )HJ*_]Jr1 |Yj«| = HJ _11 4o ijii; This is an integer constant
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independent of j, as required. O
Next we solve the Tryst Table Problem.

Proof of Theorem 1.10. Let ® be the complete [9]-complex on an n-set V' where n is large. Let
G* € (Z*)*®s with all Gy =(1,1). Let A= {A} with A= Sy. Let v € (Z*)*3 where

o 70 = (1,0) if Im(6) = {1,4,7},
o 19 =(0,1) if Im(0) = {3i — 2,3i — 1, 3¢} for some i € [3] and O(min(Dom(0))) = 3i — 2,
e v = (0,0) otherwise.

The Tryst Table Problem is equivalent to finding a «(®)-decomposition of G*.

There are three types in v for each B € [9]3, where the type of 6 is determined by ~y as above, so
v is elementary. The atom decomposition of G* is G* = Ze:abcews(el + e 4 eb + €°), where e}ﬁ is
(1,0) for all ¢ with I'm(3)) = e otherwise 0, and each ey, for x € e is (0,1) for all ¢ with Im(¢) = e
and 9 (min(Dom(¢))) = z, otherwise 0. (The interpretation of e! is that e is the set of captains,
and of e” is that e is a team with captain x.) As all nonzero y-atoms at e appear in G* we have
v[G] = (7|G]B : B € [9]3) with each v[G]p = ®p, so (P,7[G]) is (w, h)-extendable for any w < 1 and
n > ng(w, h). To show regularity of G* we let y4 = 1/6(n — 3)¢ for all ¢ € A(P®) = ®g. Then for any
B € [9]3, ¢ € ®p, t € T we have d'y, = 6(n — 3)g|{¢ : t4(¢) = t}| = 1, where the factor of 6 either
represents all bijections from {1,4,7} to e = Im(v), or all bijections from {3i — 2,3i — 1,3i} to e
mapping 3i—2 to some x € e, where x is fixed and ¢ ranges over [3]. Therefore G* is (v, ¢, 1/7)-regular
in ® for any ¢ > 0.

To apply Theorem 3.1, it remains to show that G* € (y(®)) = £L(®) (by Lemma 5.19). Fix any
O € ®/8Sy, write e = Im(0) € ®° and i = |e|. Then ((G*)H)? € (Z?)P8*O is a vector supported on
the coordinates (B,v') with B C B € [9]3 and ¢’ € O N ®p/ in which every nonzero coordinate is
equal: we have ((G*)%,)p) = Y{G%, : ¢/ C ¢ € D} = (n—i)3_i(1,1).

We need to show ((G*))? € (#]0]). First consider the case i = 3. Then it is clear that ((G*)#)?
is the sum of the v#-atoms at O, as these are obtained from the y-atoms e', e?, e?, ¢ described above
by identifying each ¢ with (B,) where ¢ € ®p.

Now suppose i = 2, say Im(O) = e = ab. There are four ~i-atoms at O, which we label
e® =~%(1 — a,4 — b) (a and b are captains), e = (1 — a,2 — b) (a captains a team containing
b), e =441 — b,2 — a) (b captains a team containing a), ¢® = 4#(2 — a,3 — b) (a and b are in the
same team, neither is the captain).

To calculate e, consider any 6 € Ay with 0'(z) = 1, &'(y) = 4 and ¢/ € &y with ¢/(z) = a,
¢/(y) =b. Then e?ﬁ = 'Yg/v so each (egzﬁ)zyz = 2{76 19 Che Aa:yz} = Yz—1ly—4,2—7 = (1a 0)'

Next, if ' € Ay with 6'(z) = 1, 6/(y) = 2 and ¢’ € ®9 with ¢'(z) = a, ¥'(y) = b then each
(ei/)xyz =>{1w:0 CO0eAy.} = V21952253 is (0,1) if 2 = min{z, y, 2z} or (0,0) otherwise.
Similarly, (ei’b,)xyz is (0,1) if y = min{x,y, 2z} or (0,0) otherwise.

Finally, if 8/ € Ay with 6'(z) = 2, ¢'(y) = 3 and ¢’ € @5 with ¢/(x) = a, ¢¥’'(y) = b then each
(e%)xyz =>{1w:0 Clec Ay} =v512-2y-3 s (0,1) if z =min{z,y, z} or (0,0) otherwise.

Therefore ((€®+e®+€®+€%)y)zy> = (1,1) for every 1’ € O and xyz € [9]3, so ((G*)¥)? € (*]0]).

Now suppose i = 1, say Im(O) = a. There are two v#-atoms at O, which we label a' = 7#(1 — a)
(a is a captain), a® = v%(2 — a) (a is not a captain).

Consider any 0’ € A; with 0'(z) = 1 and ¢’ € ®; with ¢)'(z) = a. Then each (a}ﬁ,)xyz =Y {:
¢ COe Ayy.tis(2,2)if 2 =min{z,y, 2} or (2,0) otherwise.
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Next consider any 6/ € Ay with 6'(z) = 2 and ¢’ € ®; with ¢/(z) = a. Then each (ag),)myz =
YA : 0 C0e Ayt is (0,0) if 2 = min{x,y, 2z} or (0,2) otherwise.

Therefore ((a* 4+ a%)y)ay. = (2,2) for every ¢/ € O and zyz € [9]3. As each ((G*)Eb')myz =
(n(n —1),n(n — 1)) we have ((G*)))? € (+#[0]).

Finally, v#[0] is generated by a vector v with all (vg)p = (6,6). As ((G*)g)B = (n(n —1)(n —
2),n(n — 1)(n — 2)) we have (G*)} € 7*[0]. O

Now we consider the more general setting of coloured hypergraph decompositions. We require
some definitions.

Definition 7.11. Suppose H is an r-graph on [g], edge-coloured as H = Uge[p)H 4 We identify H
with a vector H € (NP)@, where each (Hy)y = Licpa.

Let ® be a [g]-complex. For ¢ € ®, we define ¢(H) € (NP)®" by ¢(H) sy = Hy. Let H be an
family of [D]-edge-coloured r-graphs on [q]. Let H(®) = {¢(H) : ¢ € ®4, H € H}.

We say G € (NP)®r is (H, ¢, w)-regular in ® if there are yf € [wn™ 4w In""9 for each H € H,
¢ € ®, with ¢(H) < G so that Y- {yf ¢(H)} = (1+¢)G.

We say that (®,G) is (w, h)-extendable if (®,G’) is (w, h)-extendable, where G’ = (G,...,GP)
with each G4 = {e € ®% : (G.)q > 0}.

The following generalises Theorem 7.3 by allowing colours and also families of hypergraphs.

Theorem 7.12. Let H be an family of [D]-edge-coloured r-graphs on [q]. Let ® be an (w,h)-
extendable ezactly adapted [q]-complex where n = |V (®)| > no(q, D) is large, h = 250¢° | § = 2-10°¢"
n% < w < wy(q, D) is small and ¢ = w"™. Suppose G € (H(®)) is (H, ¢, w)-reqular in ® and (®,G)
is (w, h)-extendable. Then G has an H-decomposition in ®,.

Proof. We follow the proof of Theorem 7.3, with appropriate modifications for the more general
setting. Suppose ® is exactly Y-adapted and let A = {A” : H € H} with each A” = X<, Let
v € (ZP)YA with g = eq if 0 € AF, H € H, d € [D] with Im(9) € H? or 9 = 0 otherwise.
Let G* € (NP)® with Gy, = Grmy) for ¢ € &, Then G € (H(?)) iff G* € (y(P)), and an
‘H-decomposition of G is equivalent to a v(®)-decomposition of G*.

There are D + 1 types in 7 for each B € [g],: the colour d type {6 € A% : Im(0) € HY, H € H}
for each d € [D], and the nonedge type {6 € A : Im(0) ¢ H € H}. Each 47 is ¢4 in all coordinates
for 0 in a colour d type or 0 in all coordinates for 6 in a nonedge type, so vy is elementary. The atom
decomposition of G* is G* =} rcpo ZdE[D](Gf)dfd’ where fg = ¢4 for all Y € &, with Im(¢) = f,
i.e. f¢ contains all colour d types at f.

As G is (H,c,w)-regular in ® we have Z{yf (H)} = (1+£¢)G for some yf € [wn™ 9, win"9]
for each H € H, ¢ € &, with ¢(H) < G. For any such ¢ € H(®) we have v(¢) <, G, s0 ¢ € A(P,G).
We define y, = yg for ¢ € A”(®). Then for any B € [q],, ¥ € ®p and d € [D], writing tq € T for
the colour d type we have d%y,, = Z¢>:t¢(w):td Yp = Z{yf cIm(y) € p(HY), H € H} = (H:c)(G*)fpd,
so G* is (v, ¢, w)-regular.

To apply Theorem 3.1, it remains to show that each (®,~[G]¥) is (w, h)-extendable. If B ¢ H
then y[G]% = ®p and if B € H? for d € [D] then 7[G]2 = { € ®p : Im(v) € G}. Let
E = (J,F,¢) be any ®-extension of rank s and J’ C J,. \ J[F]. Let J"” = (J%: d € [D]) where each
Jt=U{Jy: B € H}. As (?,G) is (w, h)-extendable we have Xp_j»(®,G) > wn’®. Consider any
¢ € Xp v (®,G). For any 1 € J? we have ¢T¢p € ® and Im(¢T) € G4, so ¢t € v[G]". Thus
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¢t € Xp y(®,7[G)T), so (®,7[G]T) is (w, h)-extendable. Now G* has a v(®)-decomposition, so G
has an H-decomposition. O

We conclude by applying Theorem 7.12 to the two results on rainbow clique decompositions
stated in the introduction.

Proof of Theorem 1.11. We apply Theorem 7.12 with G = [(?)]K], and H equal to the set of
all rainbow [(?)]-colourings of K, q- We let @ be the complete [g]-complex on [n] and note that G is
(H, c,w)-regular in ® and (P, G) is (w, h)-extendable for any ¢ > 0 and some w = w(q).

It remains to check G € (H(®)). Let G* and v be as in the proof of Theorem 7.12. We need to
show G* € (v(®)) = L,(®) (by Lemma 5.19), i.e. ((G*)))? € (+#]0]) for any O € ®/8,,.

Fix any O € ®/83,, write e = Im(0) € ®° and i = |e|. Then ((G*)*)© € ((29)?)0 = (z29)@*O
is a vector supported on the coordinates (B,1’) with B* C B € Q and ¢/ € O N ®p with each
((G*)fp,)B) =>1{G; Y Cpedp}e Z° equal to (r — z)'(f:Z) in each coordinate. Also, (v*[O])
is generated by ~f-atoms 4#(v) at O, each of which is supported on the same coordinates (B, 1)) as
((G"))©, with each (v#(v)y)p) equal to some (7 —i)lv in each coordinate, where v € {0, 1} is any
vector with ) pvp = (q_i).

r—i

To see that ((G*)H)O € (#]0]) we write ((G*))© as the sum of (f{:j)_l(g) (?:Z) atoms at O,
where we choose the support of the vectors v cyclically: to be formal, identify @ with Z/QZ and
assign the jth atom the vector in {0, 1}%/@Q% with support {j (970 +z:z e [(C))]) O

Proof of Theorem 1.12. The proof is the same as that of Theorem 1.11, except for the verification
of ((G*)))? € (v*[0]) for any O € ®/S,. The generators v#[O] are vectors of the same form as before
except that now v must be a row of the inclusion matrix M (¢) (discussed after the statement of the
theorem). To see that ((G*)*)© € (4#]0]), we note that the sum o© of all y*-atoms at O is supported
(as before) on the coordinates (B,%’) with B C B € @ and ¢’ € O N ®pg/, with each coordinate
equal to the vector in Z® that is (r —)!(7) in each coordinate. Recalling that ((G*)*)© has the same

description with (Z) replaced by (:f::), we have ((G*)%)© = (’7)71 (”_’) a©. O

i r—i
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