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Abstract

Calibrated geometry was inspired by ideas in complex geometry and provides a key tool in the

study of submanifolds which minimize volume. Gauge theory in higher dimensions provides a poten-

tial means to define new invariants for manifolds with special holonomy, motivated by Chern–Simons

and Donaldson theory. Both topics have important links with symplectic and Kähler geometry,

geometric analysis and theoretical physics. We provide an overview of calibrated geometry and

gauge theory in higher dimensions and discuss relationships between them. We focus on the special

holonomy settings of Calabi–Yau, G2 and Spin(7) manifolds. We describe fundamental results and

techniques in the field and discuss open problems.
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1 Introduction

The course has three key aims.

� Provide an overview of calibrated geometry and gauge theory in higher dimensions.

� Discuss relationships between these seemingly distinct topics.

� Describe the main results and open problems in the field.

Along the way, we shall see some of the key tools which are used in these subjects and touch on a wide

variety of different areas.

1.1 Questions

Before we get started, I want to discuss some questions. The first (seemingly basic) question is the

following.

Question 1.1. Given two n-planes P1, P2 in R2n such that P1 ∩ P2 = {0}, when is P1 ∪ P2 volume-

minimizing?

Here, asking for P1 ∪ P2 to be volume-minimizing is that for any oriented n-dimensional submanifold N

in R2n which is equal to P1 ∪ P2 outside some compact subset S or R2n (which is allowed to depend on

N), we have that

Vol
(
(P1 ∪ P2) ∩ S

)
≤ Vol(N ∩ S).

Let’s think about Question 1.1 in the case n = 1. Here, we see that the answer is easy and it is

never ! However, it turns out that for n > 1 that there is a more interesting answer to Question 1.1

which, roughly speaking, is that P1 ∪ P2 is volume-minimizing whenever the angles between the planes

P1, P2 are “sufficiently large”. As we shall see, one needs to be more precise about the statement and

the orientations of the planes, and this is the Angle Theorem. It does however make intuitive sense even

if we think about the 1-dimensional case, where we see that the pair of lines gets closed and closer to

length minimizing as we move the angle between the lines to be larger and larger (until they agree).

Underlying Question 1.1 is the following “real” question.

Question 1.2. How do we know when a submanifold is volume-minimizing?

This is a very difficult question in general, but an answer to this question is provided by calibrated

geometry. In particular, it leads to the solution of Question 1.1 in the Angle Theorem.

My second (again, seemingly basic) question is the following.
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Question 1.3. Given an n-dimensional manifold M which is homeomorphic to Rn, must M be diffeo-

morphic to Rn?

The answer to Question 1.3 for n ̸= 4 is yes but, surprisingly, the answer for n = 4 is no! This leads

to the notion of “exotic” R4s which follows by work of Donaldson and Freedman.

Again, underlying Question 1.3 is really the following question.

Question 1.4. Can we construct invariants that detect different geometric structures?

Here an answer is provided by gauge theory and in particular yields the negative answer to Question

1.3 for n = 4.

1.2 Summary

Now we know that the topics of the course are interesting, but what are they?

� Calibrated geometry is a Riemannian submanifold theory inspired by complex geometry. It is a key

tool in geometric analysis.

� Gauge theory was inspired by mathematical physics and concerns connections on Riemannian man-

ifolds. Gauge theory is a key tool in low-dimensional topology.

Both of these topics have links to a wide variety of topics including: symplectic and Kähler geometry;

special holonomy; spin geometry; variational problems; geometric measure theory; nonlinear elliptic PDE;

and String Theory.

The important fact is that calibrated geometry and gauge theory in higher dimensions are intimately

connected. It is this relationship which we wish to explore by the end of this course. In particular, we

shall see that even to construct solutions to the gauge theory equations in higher dimensions will use

calibrated submanifolds. Moreover, we will see that to have a hope to construct invariants from gauge

theory in higher dimensions as we might wish to do based on our earlier question, one needs to know a

lot about calibrated submanifolds. In fact, motivated by Gromov–Witten and Floer theory, one might

(perhaps naively) hope to construct invariants just from calibrated submanifolds, but it turns out that

one almost certainly needs to use gauge theory again to have a chance of obtaining such an invariant.

Finally, there is an idea from String Theory called Mirror Symmetry which suggests a further relation

between calibrated geometry and gauge theory that we hope to explore at the very end of the course.

Disclaimer. The relationship between calibrated geometry and gauge theory is not fully understood

and the invariants do not (currently) exist! However, important progress in these topics have been made

recently and so it seems an opportune time to discuss them. In particular, there are many interesting

open problems which makes this an exciting research topic.

We end this introduction by providing a brief summary of the intended course content.

� Introduction to calibrations. Minimal submanifolds: definition and examples; first variation

of volume; minimal graphs. Calibrations and calibrated submanifolds; calibrated submanifolds are

volume-minimizing; calibrations and holonomy.

� Complex and special Lagrangian submanifolds; the angle theorem. Wirtinger’s inequality;

complex submanifolds in Kähler manifolds are calibrated. Special Lagrangian calibration; Calabi–

Yau manifolds; examples. The angle theorem: Lawlor necks and Nance calibrations.

� Calibrated submanifolds and exceptional holonomy. Associative, coassociative and Cayley

calibrations; G2 and Spin(7) manifolds; examples; relations to complex and special Lagrangian

geometry.

� Constructing calibrated submanifolds and moduli problems. Construction methods via

reductions to ODEs. Deformation theory of calibrated submanifolds; links to elliptic PDE and spin

geometry. Gluing methods for nonlinear PDE to construct compact examples.
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� Introduction to gauge theory in higher dimensions. Yang–Mills functional and connections.

Discussion of gauge theory in low dimensions; instantons and monopoles. Hermitian-Yang–Mills

and stability.

� Gauge theory and exceptional holonomy. Instantons and monopoles on manifolds with special

holonomy; instantons minimize Yang–Mills functional.

� Constructing solutions to gauge theoretic equations and moduli problems. Construction

methods via reductions to ODEs. Deformation theory of instantons; links to elliptic PDE and spin

geometry.

� Links between calibrated geometry and gauge theory. Calibrated submanifolds and lim-

its of instantons and monopoles; Fueter sections. Examples of instantons on compact manifolds

via gluing. Donaldson-Thomas/Donaldson-Segal program; conjectured links to enumerative invari-

ants and Floer theory. Mirror symmetry and new gauge theories from calibrated geometry (time

permitting).

� Open problems. Discussion of key problems in the field; graduate-level problems.

2 Introduction to calibrations

2.1 Minimal submanifolds

Before we begin, let us recall some facts about geodesics γ in a Riemannian manifold (M, g).

� Geodesics are critical points for the length functional on curves: γ 7→
∫
|γ′|.

� Geodesics are defined by a second order differential equation: ∇γ′γ′ = 0.

� Geodesics locally minimize length. They are not necessarily globally minimizing, even with fixed

endpoints: take a curve along the equator in the unit 2-sphere S2 with length greater than π.

Moreover, the equator in S2 is minimal but not length minimizing since we can deform it to a

shorter line of latitude.

� Geodesics reflect and encode aspects of the ambient geometry. For example, the way geodesics

emanating from a fixed point “spread” is intimately connected to the curvature of the ambient

manifold, as one sees when studying Jacobi fields.

� Geodesics are related to topology. For example, each non-trivial free homotopy class of curves in a

compact Riemannian manifold is represented by a closed geodesic (by a theorem due to Cartan).

To generalize to higher dimensions, we start by analysing the submanifolds which are critical points for

the volume functional. Let N be a k-dimensional submanifold (without boundary) of an n-dimensional

Riemannian manifold (M, g). Let F : N × (−ϵ, ϵ) → M be a variation of N with compact support;

i.e. F = Id outside a compact subset S of N with S open and F (p, 0) = p for all p ∈ N . The vector

field X = ∂F
∂t |N is called the variation vector field (which will be zero outside of S). We then have the

following definition.

Definition 2.1. An oriented submanifold N of a Riemannian manifold (M, g) is minimal if

d

dt
Vol(F (S, t))|t=0 = 0

for all variations F with compact support S (depending on F ).

Remark. Notice that we do not ask for N to minimize volume: it is only stationary for the volume. It

could even be a maximum!
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Example. A plane in Rn is minimal since any small variation will have larger volume.

Example. Geodesics are critical points for length, so geodesics are minimal.

For simplicity let us suppose that N is compact. We wish to calculate d
dt Vol(F (N, t))|t=0. Given

local coordinates xi on N we know that

Vol(F (N, t)) =

∫
N

√
det

(
g

(
∂F

∂xi
,
∂F

∂xj

))
volN .

Let p ∈ N and choose our coordinates xi to be normal coordinates at p: i.e. so that ∂F
∂xi

(p, t) = ei(t)

satisfy g(ei(0), ej(0)) = δij . If gij(t) = g(ei(t), ej(t)) and (gij(t)) denotes the inverse of the matrix (gij(t))

then we know that

d

dt

√
det(gij(t))|t=0 =

1

2

∑
i,j g

ij(t)g′ij(t)√
det(gij(t))

|t=0 =
1

2

∑
i

g′ii(0).

Now, if we let ∇ denote the Levi-Civita connection of g, then

1

2

∑
i

g′ii(0) =
1

2

∑
i

d

dt
g

(
∂F

∂xi
,
∂F

∂xi

)
|t=0

=
∑
i

g(∇Xei, ei)

=
∑
i

g(∇eiX, ei) = divN (X)

since [X, ei] = 0 (i.e. the t and xi derivatives commute). Moreover, we see that

divN (X) =
∑
i

g(∇eiX, ei) = divN (XT)−
∑
i

g(X⊥,∇eiei) = divN (XT)− g(X,H)

(since ∇ei

(
g(X⊥, ei)

)
= 0) where T and ⊥ denote the tangential and normal parts and

H =
∑
i

∇⊥
eiei

is the mean curvature vector. Overall we have the following.

Theorem 2.2. The first variation formula is

d

dt
Vol(F (N, t))|t=0 =

∫
N

divN (X) volN = −
∫
N

g(X,H) volN .

Remark. The divN (XT) term does not appear in the first variation formula because its integral vanishes

by the divergence theorem as N is compact without boundary. In general, it will still vanish since we

assume for our variations that there exists a compact submanifold of N with boundary which contains

the support of XT and so that XT vanishes on the boundary.

We deduce the following.

Definition 2.3. N is a minimal submanifold if and only if H = 0.

Example. A plane in Rn is trivially minimal because if X,Y are any vector fields on the plane then

∇⊥
XY = 0 as the second fundamental form of a plane is zero.

Example. For curves γ, H = 0 is equivalent to the geodesic equation ∇γ̇ γ̇ = 0.

The most studied minimal submanifolds (other than geodesics) are minimal surfaces in R3, since here

the equation H = 0 becomes a scalar equation on a surface, which is the simplest to analyse. In general

we would have a system of equations, which is more difficult to study.

5



Jason D. Lotay Calibrated Geometry and Gauge Theory

Example. The helicoid M = {(t cos s, t sin s, s) ∈ R3 : s, t ∈ R} is a complete embedded minimal

surface, discovered by Meusnier in 1776.

Example. The catenoid M = {(cosh t cos s, cosh t sin s, t) ∈ R3 : s, t,∈ R} is a complete embedded

minimal surface, discovered by Euler in 1744 and shown to be minimal by Meusnier in 1776. The

catenoid is another explicit example which is a critical point for volume but not minimizing.

In fact the helicoid and the catenoid are locally isometric, and there is a 1-parameter family of locally

isometric minimal surfaces deforming between the catenoid and helicoid: see, for example, [18, Theorem

16.5] for details.

It took about 70 years to find the next minimal surface, but now we know many examples of minimal

surfaces in R3, as well as in other spaces by studying the nonlinear elliptic PDE given by the minimal

surface equation. The amount of literature in the area is vast, with key results including the proofs of

the Lawson [1], Willmore [63] and Yau [29, 64, 77] Conjectures, and minimal surfaces have applications

to major problems in geometry including the Positive Mass Theorem [75, 76], Penrose Inequality [24] and

Poincaré Conjecture [74].

2.2 Minimal graphs

The equation H = 0 is a second order nonlinear PDE. We can see this explicitly in the following simple

case. For a function f : U ⊆ Rn−1 → R where U is compact, we see that if N = Graph(f) ⊆ Rn then

the volume of N is given by

Vol(N) =

∫
U

√
1 + |∇f |2 volU .

Any sufficiently small variation can be written F (N, t) = Graph(f + th) for some h : U → R, so we can

compute

d

dt
Vol(F (N, t))|t=0 =

d

dt
|t=0

∫
U

√
1 + |∇f + t∇h|2 volU

=

∫
U

d

dt
|t=0

√
1 + |∇f |2 + 2t⟨∇f,∇h⟩+ t2|∇h|2 volU

=

∫
U

⟨∇f,∇h⟩√
1 + |∇f |2

volU

= −
∫
U

hdiv

(
∇f√

1 + |∇f |2

)
volU .

We therefore see that N is minimal if and only if this vanishes for all h.

Hence, Graph(f) is minimal in Rn if and only if and only if

div

(
∇f√

1 + |∇f |2

)
= 0.

We see that we can write this equation as ∆f + Q(∇f,∇2f) = 0 where Q consists of nonlinear terms

(but linear in ∇2f) and

∆f = −div(∇f) = − tr(Hess f).

(The minus sign gives the “geometer’s Laplacian”, whereas the plus sign gives the “analyst’s Laplacian”).

Hence, if we linearise this equation we just get ∆f = 0, so f is harmonic. More concretely, linearising

the operator Pf = 0 (at 0) means calculating the linear operator

Lf = L0Pf =
∂

∂t
P (tf)|t=0.

In other words, the minimal submanifold equation is a nonlinear equation whose linearisation is just

Laplace’s equation: this is an example of a nonlinear elliptic PDE, which we shall discuss further later.

For now, to compute the symbol of a linear operator L of order k, you compute

σL(x, ξ) = lim
t→∞

t−ke−itfL(eitf )(x)
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where ξ = df(x) ∈ T ∗
xM for a function f with f(x) = 0. Ellipticity says σL is an isomorphism whenever

ξ ̸= 0. In the case of the Laplacian L = ∆ we get

σ∆(x, ξ) = −|ξ|2,

which is clearly an isomorphism for ξ ̸= 0.

Now, as we have mentioned before, minimal submanifolds are only critical points for the volume

functional, so a natural question to ask is: when is a minimal submanifold a minimizer for the volume

functional?

This is very difficult to answer in general, and we see already for example that a plane is a minimizer

but the catenoid is not a minimizer (simply by dilating it). We now see that minimal graphs are always

volume minimizers, but even in this simple case the reason why we know that is due to calibrated

geometry.

Theorem 2.4. Suppose that N = Graph(f) for f : U ⊆ Rn−1 → R, where U is an open subset with

compact closure. Let N ′ be a variation of N in U × R with the same boundary as N . Then

Vol(N) ≤ Vol(N ′).

Proof. Since T ∗N is trivial (as T ∗U is trivial) we can choose a global orthonormal coframe ξ1, . . . , ξn−1

on N and form the (n− 1)-form

η = ξ1 ∧ . . . ∧ ξn−1.

We can trivially extend η to U × R ⊆ Rn in a parallel fashion so that it is independent of the “vertical”

xn coordinate.

One fact is clear about η:

η(e1, . . . , en−1) ≤ 1 for all unit tangent vectors e1, . . . , en−1 on Rn

since ξ1, . . . , ξn−1 are all unit.

The second fact is less clear: if N is minimal then

dη = 0.

The reason is that dη is, up to a sign,

div

(
∇f√

1 + |∇f |2

)
volRn+1

which vanishes precisely when N is minimal. To show this, we notice that η = ν⌟ volRn for a unit normal

ν to N (then extended in a parallel manner to U × R. We see that on U × R we have that (up to sign)

ν =
(−∇f, 1)√
1 + |∇f |2

.

The computation that dη = 0 is then a straightforward exercise.

If N ′ is another submanifold in U × R with the same boundary as N which is a variation of N , then

there exists K compact and n-dimensional interpolating between N and N ′ and we can apply Stokes’

Theorem:

0 =

∫
K

dη =

∫
N ′
η −

∫
N

η.

Why is this good? Well, η|N = volN and η|N ′ ≤ volN ′ so

Vol(N) =

∫
N

volN =

∫
N

η =

∫
N ′
η ≤

∫
N ′

volN ′ = Vol(N ′).

Hence N is volume-minimizing.
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Another question to ask is: how do we find minimal submanifolds? There are two main answers to

this. The first, and most natural, is the variational approach. That is, simply minimize the volume

functional. The problem with this is that the topological space of submanifolds does not have good

compactness properties: i.e. it is quite easy to find a sequence of compact submanifolds with a uniform

bound on their volume whose limit is not a smooth submanifold. Therefore, one has to enlarge the space

of submanifolds to a weaker notion, for example integral varifolds or integral currents. We will discuss

this briefly later. The point is that if you directly minimize you have no control on the minimizing

sequence and you might end up with some very singular object at the end. The task is then to prove

that maybe it is not as singular as you thought, and in the best case scenario that is smooth. This is

precisely the method by which Hodge theory is proved. However, this is much more challenging in the

case of submanifolds, and very often one has to deal with complicated singularities.

2.3 Calibrations and calibrated geometry

As we have seen, minimal submanifolds are extremely important. However there are two key issues.

� Minimal submanifolds are defined by a second order nonlinear PDE system – therefore they are

hard to analyse.

� Minimal submanifolds are only critical points for the volume functional, but we are often interested

in minima for the volume functional – we need a way to determine when this occurs.

We can help resolve these issues using the notion of calibration and calibrated submanifolds, introduced

by Harvey–Lawson [20] in 1982.

Definition 2.5. A differential k-form η on a Riemannian manifold (M, g) is a calibration if

� dη = 0 and

� η(e1, . . . , ek) ≤ 1 for all unit tangent vectors e1, . . . , ek on M .

Example. Any non-zero form with constant coefficients on Rn can be rescaled so that it is a calibration

with at least one plane where equality holds.

This example shows that there are many calibrations η, but the interesting question is: for which

oriented planes P = Span{e1, . . . , ek} does η(e1, . . . , ek) = 1? More importantly, can we find submanifolds

N so that this equality holds on each tangent space? This motivates the next definition.

Definition 2.6. Let η be a calibration k-form on (M, g). An oriented k-dimensional submanifold N of

(M, g) is calibrated by η if η|N = volN , i.e. if for all p ∈ N we have η(e1, . . . , ek) = 1 for an oriented

orthonormal basis e1, . . . , ek for TpN .

Example. Any oriented plane in Rn is calibrated. If we change coordinates so that the plane P is

{x ∈ Rn : xk+1 = . . . = xn = 0} (with the obvious orientation) then η = dx1 ∧ . . . ∧ dxk is a calibration

and P is calibrated by η.

Notice that the calibrated condition is now an algebraic condition on the tangent vectors to N , so

being calibrated is a first order nonlinear PDE. We shall motivate these definitions further later, but for

now we make the following observation.

Theorem 2.7. Let N be a calibrated submanifold. Then N is minimal and, moreover, if F is any

variation with compact support S then Vol(F (S, t)) ≥ Vol(S); i.e. N is volume-minimizing. In particular,

if N is compact then N is volume-minimizing in its homology class.

Proof. Suppose that N is calibrated by η and suppose for simplicity that N is compact. We will show

that N is homologically volume-minimizing.

Suppose that N ′ is homologous to N . Then∫
N ′
η = [η] · [N ′] = [η] · [N ] =

∫
N

η,
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where [η] · [N ] represents the pairing between the cohomology class of η in Hk(M) and the homology

class of N in Hk(M). We deduce that, since

η|N = volN and η|N ′ ≤ volN ′

as η is a calibration and N is η-calibrated:

Vol(N) =

∫
N

volN =

∫
N

η =

∫
N ′
η ≤

∫
N ′

volN ′ Vol(N ′).

We then have the result by the definition of minimal submanifold.

We conclude this introduction with the following elementary result.

Proposition 2.8. There are no compact calibrated submanifolds in Rn.

Proof. Suppose that η is a calibration and N is compact and calibrated by η. Then dη = 0 so by the

Poincaré Lemma η = dζ, and hence

Vol(N) =

∫
N

η =

∫
N

dζ = 0

by Stokes’ Theorem.

2.4 Calibrations and holonomy

Although there are many calibrations, having calibrated submanifolds greatly restricts the calibrations

you want to consider. The calibrations which have calibrated submanifolds have special significance and

there is a particular connection with special holonomy, as we now explain.

First, we have to say what the holonomy group of a Riemannian manifold is.

Definition 2.9. Let (M, g) be a connected n-dimensional Riemannian manifold. Given p ∈M , we define

Holp(g) to be the group generated by parallel transport around loops in M based at p. In fact, Holp(g)

is independent of p in the sense that, if q ∈M and Pp,q denotes parallel transport along some path from

p to q then

Holq(g) = Pp,qHolp(g)P
−1
p,q .

Since each parallel transport map defines an orothogonal transformation, each Holp(g) can be viewed as

a subgroup of O(n), which are the same up to conjugation.

Hence, we define the holonomy group Hol(g) of g to be subgroup of O(n) up to conjugation defined

by any of the Holp(g).

Remark. It is straightforward to see that if M is simply connected then Hol(g) is connected, and so will

be a subgroup of SO(n).

Let G = Hol(g) be the holonomy group of a Riemannian metric g on an n-manifold M . Then G acts

on the k-forms on Rn, so suppose that η0 is a G-invariant k-form with constant coefficients. We can

always rescale η0 so that η0|P ≤ volP for all oriented k-planes P and equality holds for at least one P .

Since η0 is G-invariant, if P is calibrated then so is γ ·P for any γ ∈ G, which usually means we have quite

a few calibrated planes. We know by the holonomy principle (see, for example, [42, Proposition 2.5.2])

that we then get a parallel k-form η on M which is identified with η0 at every point. Since ∇η = 0, we

have dη = 0 and hence η is a calibration. Moreover, we have a lot of calibrated tangent planes on M , so

we can hope to find calibrated submanifolds.

This discussion motivates the following question.

Question 2.10. Which groups can be holonomy groups of a Riemannian manifold?

To make this question more tractable and make sure our classification doesn’t have some obvious redun-

dancies, we make some observations.

We first observe that if (M, g) is isometric to a product of two Riemannian manifolds (M1, g1),

(M2, g2), then

Hol(g) = Hol(g1)×Hol(g2).

In fact, the same can occur even if (M, g) is only reducible, meaning that it is locally isometric to a

product. If (M, g) is irreducible (i.e. if it is not locally isometric to a product), we have the following.

9
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Lemma 2.11. If (M, g) is irreducible and n-dimensional then Hol(g) acts irreducibly on Rn.

Remark. Here we should note that the holonomy group is not just given as a subgroup of O(n), but also

its representation as a subgroup of the standard representation of O(n) as orthogonal transformations of

Rn is given. This is the meaning of the action in the lemma above.

We now notice that if (M, g) is a symmetric space, which will then mean that it is of the form G/H

for groups G, H with a G-invariant metric, then Hol(g) = H. This means that classifying the holonomy

of symmetric spaces is a purely algebraic problem, solved by Cartan in 1925. In fact, the same algebra

problem classifies holonomy groups of locally symmetric spaces: those for which the Riemann curvature

is parallel.

Finally, we restrict to simply connected manifolds, which we can always do by passing to the universal

cover, and obtain the following classification theorem due to Berger in 1955.

Theorem 2.12 (Berger). Let (M, g) be a simply connected n-dimensional Riemannian manifold which

is irreducible and not locally symmetric. Then Hol(g) can be only be one of the following groups G (and

name of the associated type of metric):

Dimension n Group G Name

any n SO(n) generic

n = 2m U(m) Kähler

n = 2m SU(m) Calabi–Yau

n = 4k Sp(k) hyperkähler

n = 4k Sp(k) · Sp(1) quaternionic Kähler

n = 7 G2 holonomy G2

n = 8 Spin(7) holonomy Spin(7)

Remark. Berger’s theorem only tells you which groups could occur as holonomy groups. It does not tell

you that they do occur. In fact, another group (Spin(9)) was initially on the list in dimension 16, but it

was shown later that this cannot occur for non-locally symmetric Riemannian manifolds.

Some comments on the list in Berger’s theorem are probably in order, particularly since some of the

groups are more familiar than others.

� The groups other than SO(n) and U(n) are called the special holonomy groups.

� The compact symplectic group Sp(k) is the subgroup of GL(Hk), where H is the quaternions,

preserving the following inner product:

⟨(x1, . . . , xk), (y1, . . . , yk)⟩ =
k∑
j=1

xjyj .

� We then have

Sp(k) · Sp(1) = Sp(k)× Sp(1)

{(1, 1), (−1,−1)}
.

Its action on Hk is by left multiplication by the first factor and right multiplication by the conjugate

of the second factor, once one diagonally embeds Sp(1) in Sp(k).

� The last two groups (G2 and Spin(7)) are called the exceptional holonomy groups.

� The group G2 is a 14-dimensional exceptional Lie group which is the automorphism group of the

octonions O, and so has a natural representation on R7 = ImO since it must fix the unit in O.

� The group Spin(7) is the double cover of SO(7) and has a natural action on R8 which is a spin

representation, which also has an interpretation in terms of octonions.

10
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Remark. The special holonomy groups all give rise to Ricci-flat metrics, apart from the quaternionic

Kähler metrics, which are Einstein metrics with non-zero Einstein constant/scalar curvature, i.e. Ric(g) =

λg for some non-zero constant λ. This makes special holonomy metrics particularly interesting.

The reason why one should believe that holonomy restricts the curvature of a Riemannian manifold

is due to the Ambrose–Singer theorem. This implies that, at each point p ∈ (M, g), the Riemann

curvature Rmp when viewed as a symmetric map on Λ2T ∗
pM

∼= so(n), is actually a symmetric map on

holp(g) ⊂ so(n) (the Lie algebra of Holp(g)).

Now that we have candidate geometries where calibrated geometries may be interesting, we wish to

explore some of these examples for the remainder of this first part of the course.

3 Complex and special Lagrangian submanifolds

In this section we study calibrated geometry associated with the first two non-trivial holonomy groups

on Berger’s list: U(n) and SU(n).

3.1 Kähler manifolds and complex submanifolds

To start, we would now like to address the question: where does the calibration condition come from?

The answer is from complex geometry.

On R2n = Cn with coordinates zj = xj + iyj , we have the complex structure J0 and the distinguished

Kähler 2-form

ω0 =

n∑
j=1

dxj ∧ dyj =
i

2

n∑
j=1

dzj ∧ dzj .

Note that both J0 and ω0 are constant on Cn and invariant under the action of U(n). This means that

more generally we can work with a Kähler manifold (M, g, J, ω).

Definition 3.1. A Kähler manifold is a 2n-dimensional Riemannian manifold (M, g) such that Hol(g) ⊆
U(n). Such a manifold is endowed with a parallel 2-form ω which is identified with ω0 at every point and

is called the Kähler form. It also has a parallel complex structure J (which is identified with J0 at every

point), such that g(Ju, v) = ω(u, v) for all tangent vectors u, v. We then write (M, g, J, ω) for the choice

of Kähler form and associated complex structure.

Our first key result is the following.

Theorem 3.2. On a Kähler manifold (M, g, J, ω), ω
k

k! is a calibration whose calibrated submanifolds are

the complex k-dimensional submanifolds: i.e. submanifolds N such that J(TpN) = TpN for all p ∈ N .

Since dωk = kdω ∧ ωk−1 = 0, Theorem 3.2 follows immediately from the following result.

Theorem 3.3 (Wirtinger’s inequality). For any orthonormal vectors e1, . . . , e2k ∈ Cn,

ωk0
k!

(e1, . . . , e2k) ≤ 1

with equality if and only if Span{e1, . . . , e2k} is a complex k-plane in Cn.

Before proving this we make the following observation.

Lemma 3.4. If η is a calibration and ∗η is closed then ∗η is a calibration. Moreover an oriented tangent

plane P is calibrated by η if and only if there is an orientation on the orthogonal complement P⊥ so that

it is calibrated by ∗η.

Proof. Suppose that η is a calibration k-form on (M, g) with d∗η = 0. Let p ∈ M . Take any n − k

orthonormal tangent vectors ek+1, . . . , en at p. Then there exist e1, . . . , ek ∈ TpM so that {e1, . . . , en} is

an oriented orthonormal basis for TpM . Since {e1, . . . , en} is an oriented orthonormal basis, we can use

the definition of the Hodge star to calculate

∗η(ek+1, . . . , en) = η(e1, . . . , ek) ≤ 1.

11



Jason D. Lotay Calibrated Geometry and Gauge Theory

Hence ∗η is a calibration by Definition 2.5. Moreover, the oriented plane P = Span{ek+1, . . . , en} is

calibrated by ∗η if and only if there is an orientation on Span{e1, . . . , ek} = P⊥ so that it is calibrated

by η, since η(e1, . . . , ek) = ± ∗ η(ek+1, . . . , en) = ±1.

We can now prove Wirtinger’s inequality.

Proof of Theorem 3.3. For ease of notation we shall write J = J0 and ω = ω0.

We see that |ω
k

k! |
2 = n!

k!(n−k)! and volCn = ωn

n! so ∗ω
k

k! = ωn−k

(n−k)! . Hence, by Lemma 3.4, it is enough to

study the case where k ≤ n
2 .

Let P be any 2k-plane in Cn with 2k ≤ n. We shall find a canonical form for P . First consider ⟨Ju, v⟩
for orthonormal vectors u, v ∈ P . This must have a maximum, so let cos θ1 = ⟨Ju, v⟩ be this maximum

realised by some orthonormal vectors u, v ∈ P , where 0 ≤ θ1 ≤ π
2 .

Suppose that w ∈ P is a unit vector orthogonal to Span{u, v}, where cos θ1 = ⟨Ju, v⟩. The function

fw(θ) = ⟨Ju, cos θv + sin θw⟩

has a maximum at θ = 0 so f ′w(0) = ⟨Ju,w⟩ = 0. Similarly we have that ⟨Jv,w⟩ = 0, and thus

w ∈ Span{u, v, Ju, Jv}⊥.
We then have two cases. If θ1 = 0 then v = Ju so we can set u = e1, v = Je1 and see that

P = Span{e1, Je1} ×Q where Q is a 2(k − 1)-plane in Cn−1 = Span{e1, Je1}⊥. If θ1 ̸= 0 we have that

v = cos θ1Ju+sin θ1w where w is a unit vector orthogonal to u and Ju, so we can let u = e1, w = e2 and see

that P = Span{e1, cos θ1Je1+sin θ1e2}×Q where Q is a 2(k−1)-plane in Cn−2 = Span{e1, Je1, e2, Je2}⊥.
Proceeding by induction we see that we have an oriented basis {e1, Je1, . . . , en, Jen} for Cn so that

P = Span{e1, cos θ1Je1 + sin θ1e2, . . . , e2k−1, cos θkJe2k−1 + sin θke2k},

where 0 ≤ θ1 ≤ . . . ≤ θk−1 ≤ π
2 and θk−1 ≤ θk ≤ π − θk−1. (The reason why we cannot determine the

sign of cos θk in the last step is that the orientation of P is fixed.)

Since we can write ω =
∑n
j=1 e

j ∧Jej (where ej is the covector dual to ej) we see that ωk

k! restricts to

P to give a product of cos θj which is certainly less than or equal to 1. Moreover, equality holds if and

only if all of the θj = 0 which means that P is complex.

Putting together Theorem 3.2 and Theorem 2.7 yields the following.

Corollary 3.5.Compact complex submanifolds of Kähler manifolds are homologically volume-minimizing.

We know that complex submanifolds are defined by holomorphic functions; i.e. solutions to the

Cauchy–Riemann equations, which are a first-order PDE system, as one would expect for calibrated

submanifolds.

Example. The 2-dimensional submanifold

N = {(z1, z2) ∈ C2 : z1z2 = 1} ∼= C∗

is a complex curve in C2, and thus is calibrated. This example will appear again later.

Example. An important non-trivial example of a Kähler manifold is CPn, where the zero set of a system

of polynomial equations defines a (possibly singular) complex submanifold. This is one of the first links

between calibrated geometry and algebraic geometry.

Example. Consider the complex curve

N = {(z1, z2) ∈ C2 : z21 = z32}.

This is calibrated but clearly has a singularity at the origin. This shows that we must allow calibrated

submanifolds to have singularities at least in codimension 2. In fact, a famous theorem of Almgren

implies that calibrated submanifolds (or just ones that are volume-minimizing) have singularities in at

most codimension 2. Therefore, in particular, one can speculate about the possible relationship between

codimension 2 singularities of calibrated submanifolds and complex geometry.
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3.2 Calabi–Yau manifolds and special Lagrangians

Complex submanifolds are very familiar, but can we find any other interesting classes of calibrated

submanifolds? The answer is that indeed we can, particularly when the manifold has special holonomy as

we alluded to earlier. We begin with the case of holonomy (contained in) SU(n) – so-called Calabi–Yau

manifolds.

The model example for Calabi–Yau manifolds is Cn with complex structure J0, Kähler form ω0 and

holomorphic volume form

Υ0 = dz1 ∧ . . . ∧ dzn,

if z1, . . . , zn are complex coordinates on Cn.

Definition 3.6. A Calabi–Yau manifold is a Kähler manifold (M, g, J, ω) of complex dimension n such

that Hol(g) ⊆ SU(n). In this case, there is parallel complex n-form Υ on M (called a holomorphic

volume form) which is identified with Υ0 at every point. We then write (M, g, J, ω,Υ) for the choice of

holomorphic volume form on the Calabi-Yau manifold.

Theorem 3.7. Let (M, g, J, ω,Υ) be a Calabi–Yau manifold. Then Re(e−iθΥ) is a calibration for any

θ ∈ R.

Since dΥ = 0, the result follows immediately from the following.

Theorem 3.8. On Cn, for all orthonormal vectors e1, . . . , en we have

|Υ0(e1, . . . , en)| ≤ 1

with equality if and only if P = Span{e1, . . . , en} is a Lagrangian plane, i.e. P is an n-plane such that

ω0|P ≡ 0.

Proof. Let e1, . . . , en be the standard basis for Rn and let P be an n-plane in Cn. There exists A ∈
GL(n,C) so that f1 = Ae1, . . . , fn = Aen is an orthonormal basis for P . Then Υ0(Ae1, . . . , Aen) =

detC(A) (since Υ0 is a complex volume form). Using the fact the linear algebra fact that |detC(A)|2 =

|detR(A)|, we see that

|Υ0(f1, . . . , fn)|2 = |detC(A)|2 = |detR(A)|
= |f1 ∧ Jf1 ∧ . . . ∧ fn ∧ Jfn| ≤ |f1||Jf1| . . . |fn||Jfn| = 1,

with equality if and only if f1, Jf1, . . . , fn, Jfn are orthonormal. However, this is exactly equivalent to

the Lagrangian condition, since ω0(u, v) = ⟨J0u, v⟩ so ω0|P ≡ 0 if and only if J0P = P⊥.

Remark. We notice that by Theorem 3.8, for any oriented Lagrangian submanifold N in a Calabi–Yau

manifold (M, g, J, ω,Υ) we have that

Υ|N = eiθ volN

for an S1-valued function eiθ : N → S1 ⊆ C, often called the Lagrangian phase. The Lagrangian angle is

a choice of (possibly) multi-valued function θ on N representing the phase.

If θ can be chosen to be single-valued we call N zero Maslov. More generally, the class [dθ] ∈ H1(N)

(up to a possible normalization by a multiple of π) is called the Maslov class of N . The Maslov class is

a kind of “winding number”: we can map each p ∈ N to TpN ∈ U(n)/SO(n) (the oriented Lagrangian

Grassmannian) and then take the determinant to give the Lagrangian phase map eiθ, and then pull back

the fundamental class of H1(S1) to N to give [dθ].

Definition 3.9. An oriented n-dimensional submanifold N of a Calabi–Yau n-fold (M, g, J, ω,Υ) cali-

brated by Re(e−iθΥ), i.e. such that

Re(e−iθΥ)|N = volN ,

is called special Lagrangian with phase eiθ. If θ = 0 we say that N is simply special Lagrangian.

By Theorem 3.8, we see that N is special Lagrangian if and only if ω|N ≡ 0 (i.e. N is Lagrangian)

and ImΥ|N ≡ 0 (up to a choice of orientation so that ReΥ|N > 0).
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Example. Consider C = R2 with coordinates z = x+ iy, complex structure J given by Jw = iw, Kähler

form ω = dx ∧ dy = i
2dz ∧ dz and holomorphic volume form Υ = dz = dx + idy. We want to consider

the special Lagrangians in C, which are 1-dimensional submanifolds or curves N in C = R2.

Since ω is a 2-form, it vanishes on any curve in C. Hence every curve in C is Lagrangian. For N to

be special Lagrangian with phase eiθ we need that

Re(e−iθΥ) = cos θdx+ sin θdy

is the volume form on N , or equivalently that

Im(e−iθΥ) = cos θdy − sin θdx

vanishes on N . This means that cos θ∂x + sin θ∂y is everywhere a unit tangent vector to N , so N is a

straight line given by N = {(t cos θ, t sin θ) ∈ R2 : t ∈ R} (up to translation), so it makes an angle θ with

the x-axis, hence motivating the term “phase eiθ”.

Notice that this result is compatible with the fact that special Lagrangians are minimal, and hence

must be geodesics in R2; i.e. straight lines.

Example. Consider C2 = R4. We know that ω = dx1 ∧ dy1 + dx2 ∧ dy2. Since Υ = dz1 ∧ dz2 =

(dx1 + idy1) ∧ (dx2 + idy2), we also know that ReΥ = dx1 ∧ dx2 + dy2 ∧ dy1, which looks somewhat

similar. In fact, if we let J ′ denote the complex structure given by J ′(∂x1
) = ∂x2

and J ′(∂y2) = ∂y1 , then

ReΥ = ω′, the Kähler form corresponding the complex structure J ′. Hence special Lagrangians in C2

are complex curves for a different complex structure.

In fact, we have a hyperkähler triple of complex structures J1, J2, J3, where J1 = J is the standard

one and J3 = J1J2 = −J2J1 so that J1 = J2J3 = −J3J2 and J2 = J3J1 = −J1J3, and the corresponding

Kähler forms are ω = ω1, ω2, ω3 which are orthogonal and the same length with Υ = ω2 + iω3. The

transformation we just performed above is from J1 to J2 and is an example of a hyperkähler rotation.

This shows we should only consider complex dimension 3 and higher to find new calibrated subman-

ifolds.

Example. Let f : Rn → Rn be a smooth function and let N = Graph(f) ⊆ R2n = Cn. We want to see

when N is special Lagrangian. We see that tangent vectors to N are given by

e1 + i∇e1f, . . . , en + i∇enf.

Hence N is Lagrangian if and only if

ω(ej + i∇ejf, ek + i∇ekf) = ∇ekfj −∇ejfk = 0

for all j, k. Since Rn is simply connected, this occurs if and only if there exists F such that fj = ∇ejF ;

i.e. f = ∇F .
Recall that Υ = dz1 ∧ . . .∧dzn. We know that N is special Lagrangian if and only if N is Lagrangian

and ImΥ vanishes on N . Now

Υ(a1 + ib1, . . . , an + ibn) = detC(A+ iB)

where A,B are the matrices with columns ai, bj respectively. Hence

Υ(e1 + i∇e1∇F, . . . , en + i∇en∇F ) = detC(I + iHessF ),

where HessF = ( ∂2F
∂xi∂xj

).

Therefore N = Graph(f) is special Lagrangian (up to a choice of orientation) if and only if f = ∇F
and

ImdetC(I + iHessF ) = 0.

If n = 2,

I + iHessF =

(
1 + iFxx iFxy
iFyx 1 + iFyy

)
.
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Therefore, the determinant gives

1− FxxFyy + F 2
xy + i(Fxx + Fyy),

then the imaginary part is Fxx + Fyy. Therefore, N is special Lagrangian if and only if ∆F = 0.

As we know, a graph in C2 of f = u + iv : C → C is a complex surface if and only if u + iv is

holomorphic, which implies that u, v are harmonic. We know that special Lagrangians in C2 are complex

surfaces for a different complex structure, so this is expected.

If n = 3,

I + iHessF =

 1 + iFxx iFxy iFxz
iFyx 1 + iFyy iFyz
iFzx iFzy 1 + iFzz

 .

Hence,

ImdetC(I + iHessF ) = Fxx + Fyy + Fzz

− Fxx(FyyFzz − F 2
yz)− Fxy(FyzFzx − FxyFzz)− Fzx(FxyFyz − FyyFzx).

Therefore, N is special Lagrangian if and only if

−∆F = Fxx + Fyy + Fzz

= Fxx(FyyFzz − F 2
yz)− Fxy(FxyFzz − FyzFzx) + Fzx(FxyFyz − FyyFzx)

= detHessF,

which is related to the real Monge–Ampère equation.

We now wish to describe some very important examples of special Lagrangians, which are asymptotic

to pairs of planes.

Example. It is a fact that SU(n) acts transitively on the space of special Lagrangian planes with isotropy

SO(n). Hence, any special Lagrangian plane is given by A · Rn for A ∈ SU(n) where Rn is the standard

real Rn in Cn.
Given θ = (θ1, . . . , θn) we can define a plane P (θ) by

P (θ) = {(eiθ1x1, . . . , eiθnxn) ∈ Cn : (x1, . . . , xn) ∈ Rn},

noting that we can swap orientation in this expression. We see that P (θ) is special Lagrangian if and

only if ReΥ|P = ± cos(θ1 + . . .+ θn) = 1 so that

θ1 + . . .+ θn ∈ πZ.

Given any θ1, . . . , θn ∈ (0, π) with θ1 + . . . + θn = π, there exists a special Lagrangian N (called a

Lawlor neck) asymptotic to P (0) ∪ P (θ): see, for example, [42, Example 8.3.15] or §3.3 for details. It is

diffeomorphic to Sn−1×R. By rotating coordinates we have a special Lagrangian with phase i asymptotic

to P (− θ
2 ) ∪ P (

θ
2 ).

The simplest case is when θ1 = . . . = θn = π
n : here N is called the Lagrangian catenoid. When n = 2,

under a coordinate change (related to the hyperkähler rotation we described earlier) the Lagrangian

catenoid becomes the complex curve

{(z, 1
z
) ∈ C2 : z ∈ C \ {0}}

that we saw before.

The case n = 3 is interesting for pairs of special Lagrangian planes, since the only possibilities for the

angles are
∑
i θi = π, 2π. Moreover, if

∑
i θi = 2π we can rotate coordinates and change the order of the

planes so that P (0) ∪ P (θ) becomes P (0) ∪ P (θ′) where
∑
i θ

′
i = π. Hence, given any pair of transverse

special Lagrangian planes in C3, there exists a Lawlor neck asymptotic to their union. We shall later

that this fact is important when desingularizing intersections of special Lagrangian 3-folds.
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Remark. The Lawlor neck clearly comes in a 1-parameter family given just by rescaling. The Lawlor

necks are also examples of exact Lagrangians. To define exactness, note that on Cn we have that the

Kähler form satisfies 2ω0 = dλ0 where

λ0 =

n∑
j=1

xjdyj − yjdxj ,

where xj + iyj , j = 1, . . . , n are complex coordinates on Cn. Since ω0 vanishes on any Lagrangian we

have that λ0 is a closed 1-form on any Lagrangian. We say that a Lagrangian N in Cn is exact if λ0|L is

exact. It is then natural to ask if these are all of the exact special Lagrangians asymptotic to a transverse

pair of special Lagrangian planes are Lawlor necks.

Using complex geometry and hyperkähler rotation it is easy to classify all of the smooth special

Lagrangians in C2 asymptotic to a pair of transverse planes, and one sees that the Lawlor necks in C2

are the unique exact special Lagrangians with this property. It is now known that the Lawlor necks are

the unique smooth exact special Lagrangian asymptotic to a pair of planes in all dimensions by work of

Imagi–Joyce–Oliveira dos Santos [25].

We can find special Lagrangians in Calabi–Yau manifolds using the following easy result.

Proposition 3.10. Let (M, g, J, ω,Υ) be a Calabi–Yau manifold and let σ : M → M be such that

σ2 = Id, σ∗(ω) = −ω, σ∗(Υ) = Υ; i.e. σ is an anti-holomorphic isometric involution on M . Then Fix(σ)

is special Lagrangian, if it is non-empty.

Proof. If p ∈ N = Fix(σ) then ω|p = 0 since σ∗(ω) = −ω and ImΥ|p = 0 since σ∗Υ = Υ.

Example. Let M = {[z0, . . . , z4] ∈ CP4 : z50 + . . . + z54 = 0} (the Fermat quintic) with its Calabi–

Yau structure (which exists by Yau’s solution of the Calabi conjecture since the first Chern class of M

vanishes). Let σ be the restriction of complex conjugation on CP4 to M . Then the fixed point set of

σ, which is the real locus in M , is a special Lagrangian 3-fold (if it is non-empty). (There is a subtlety

here: σ is certainly an anti-holomorphic isometric involution for the induced metric on M , but this is not

the same as the Calabi–Yau metric on M . Nevertheless, it is the case that σ satisfies the conditions of

Proposition 3.10. This is using the uniqueness part of Yau’s resolution of the Calabi conjecture.)

Example. There exists a complete Calabi–Yau metric on T ∗Sn (the Stenzel metric [78]) so that the

base Sn is special Lagrangian. When n = 2 this is a hyperkähler metric called the Eguchi–Hanson metric

[11].

It is natural to ask if the special Lagrangian condition imposes any constructs on the geometry and

topology of the submanifold. The following result [3] shows otherwise in 3 dimensions.

Theorem 3.11. Every compact oriented real analytic Riemannian 3-manifold can be isometrically em-

bedded in a Calabi–Yau 3-fold as the fixed point set of an involution.

Remark. It is important in Theorem 3.11 that one is allowed to choose the Calabi–Yau 3-fold M given

the 3-manifold N that you wish to embed. In general M will be non-compact and the metric on it will

be incomplete: you should imagine M as a neighbourhood of the zero section in T ∗N . It is therefore still

an interesting question to ask whether the geometry and topology of a special Lagrangian is constrained

in a fixed Calabi–Yau manifold.

3.3 The angle theorem

We now discuss a very natural and elementary problem in Euclidean geometry where calibrations play a

major, and perhaps unexpected, role.

We return to Question 1.1 from the introduction: when is the union of two transverse n-planes in R2n

volume-minimizing? Two such planes are determined by the n angles between them as follows.
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Lemma 3.12. Let P,Q be oriented n-planes in R2n. There exists an oriented orthonormal basis for R2n,

{e1, . . . , e2n}, such that P = Span{e1, . . . , en} and

Q = Span{cos θ1e1 + sin θ1en+1, . . . , cos θnen + sin θne2n}

where 0 ≤ θ1 ≤ . . . ≤ θn−1 ≤ π
2 and θn−1 ≤ θn ≤ π − θn−1. These angles are called the characterising

angles of P,Q.

Proof. The proof is very similar to the argument in the proof of Wirtinger’s inequality (Theorem 3.3).

Choose unit e1 ∈ P and maximise ⟨e1, u1⟩ for u1 ∈ Q, and let en+1 ∈ P⊥ be defined by u1 = cos θ1e1 +

sin θ1en+1. Now choose e2 ∈ P ∩ e⊥1 and maximise ⟨e2, u2⟩ for u2 ∈ Q ∩ u⊥1 , then proceed by induction.

Notice that for the final step we cannot choose the sign of cos θn because we are working with oriented

planes.

Remark. If the characterising angles of P,Q are θ1, . . . , θn, then the characterising angles of P,−Q are

ψ1, . . . , ψn where ψj = θj for j = 1, . . . , n− 1 and ψn = π − θn.

The idea of the following theorem is that the union of P ∪Q is area-minimizing if P,−Q are not too

close together [49].

Theorem 3.13 (Angle Theorem). Let P,Q be oriented transverse n-planes in R2n and let ψ1, . . . , ψn be

the characterising angles between P,−Q. Then P∪Q is volume-minimizing if and only if ψ1+. . .+ψn ≥ π.

Remark. Notice that the criteria in the Angle Theorem are impossible to fulfill in 1 dimension. We also

see that

ψ1 + . . .+ ψn ≥ π ⇔ θn ≤ θ1 + . . .+ θn−1.

Proof. We will sketch the proof which involves calibrations in a fundamental way in both directions. For

details, look at [19].

First if P ∪Q does not satisfy the angle condition, we can choose coordinates by Lemma 3.12 so that

P = P (−ψ
2
) and −Q = P (

ψ

2
)

where ψ = (ψ1, . . . , ψn) and

P (ψ) = {(eiψ1,x1, . . . , e
iψnxn) : (x1, . . . , xn) ∈ Rn}

as given earlier. We know that we have a special Lagrangian Lawlor neck N with phase i (so calibrated

by ImΥ) asymptotic to P (−ψ′

2 ) ∪ P (ψ
′

2 ) for any ψ′ where
∑n
i=1 ψ

′
i = π. The claim is then that since∑

ψi < π we can find ψ′ so that
∑
ψ′
i = π and N ∩ P (±ψ′

2 ) is a compact hypersurface (in fact, an

ellipsoid). This is actually a way to characterise N .

Now we observe that

ImΥ|P (±ψ/2) = sin(±
∑
j

ψj/2) volP (±ψ/2) < volP (±ψ/2) .

Hence, since N is calibrated by ImΥ and ImΥ|P∪Q < volP∪Q, P ∪ Q cannot be volume-minimizing by

the usual Stokes’ Theorem argument for calibrated submanifolds. Specifically, if we let N ∩ (P (−ψ/2) ∪
−P (ψ/2)) = S and N ′ be the compact part of P (−ψ/2) ∪ −P (ψ/2) bounded by S, then

Vol(N) =

∫
N

volN =

∫
N

ImΥ =

∫
N ′

ImΥ < Vol(N ′),

where we used that ∂N = ∂N ′ = S.

We now provide a few extra details, for which we need to describe N . For maps z1, . . . , zn : R → C
define

N = {(t1z1(s), . . . , tnzn(s)) ∈ Cn : s ∈ R, t1, . . . , tn ∈ R,
n∑
j=1

t2j = 1}.
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It is not difficult to calculate that N is special Lagrangian with phase i (so calibrated by ImΥ) if and

only if

zj
dzj
ds

= ifjz1 . . . zn

for positive real functions fj .

Suppose that fj = 1 for all j. Write zj = rje
iθj , let θ =

∑n
j=1 θj and suppose that zj(0) = cj > 0.

From the differential equation, one quickly sees that r2j = c2j + u for some function u with u(0) = 0 and

r1 . . . rn cos θ = c1 . . . cn.

If we now suppose that u = t2, we see that

θj(t) =

∫ t

0

ajdt

(1 + ajt2)
√

1
t2

(
(1 + a1t2) . . . (1 + ant2)− 1

)
where aj = c−2

j . We observe that θ → ±π
2 as t→ ±∞ and hence N , which is a Lawlor neck, is asymptotic

to a pair of planes where the sum of the angles is ±π
2 .

Now fix t > 0 and define

f : X = {(a1, . . . , an) ∈ Rn : aj ≥ 0} → Y = {(θ1, . . . , θn) ∈ Rn : θj ≥ 0,

n∑
j=1

θj <
π

2
}

by f(a1, . . . , an) = (θ1, . . . , θn) where (recalling that t is fixed)

θj =

∫ t

0

ajdt

(1 + ajt2)
√

1
t2

(
(1 + a1t2) . . . (1 + ant2)− 1

) .
It is clear that if n = 1, f : X → Y is surjective, because in this case

θj =

∫ t

0

√
ajdt

1 + ajt2
= tan−1(

√
ajt).

We want to show f is surjective for all n.

For θ ∈ (0, π2 ) define Hθ = {(θ1, . . . , θn) ∈ Y :
∑n
j=1 θj = θ}. Recall that

1 =
r21 . . . r

2
n cos

2 θ

c21 . . . c
2
n

=
(c21 + u) . . . (c2n + u) cos2 θ

c21 . . . c
2
n

= (1 + a1t
2) . . . (1 + ant

2) cos2 θ,

using the facts that u = t2 and aj = c−2
j . We therefore see that that

f−1(Hθ) ⊆ Sθ = {(a1, . . . , an) ∈ X : (1 + a1t
2) . . . (1 + ant

2) = cos−2 θ}.

Notice that if the degree of f : ∂Sθ → ∂Hθ is 1 then the degree of f : Sθ → Hθ is 1. Thus, by induction

on n, we see that f : Sθ → Hθ is surjective.

Now, given any plane {(eiθ1x1, . . . eiθnxn) : (x1, . . . , xn) ∈ Rn} where (θ1, . . . , θn) ∈ Y , θj ̸= 0 for all

j, we see that we can choose a Lawlor neck N which intersects the plane in a hypersurface as claimed.

We now move to the other direction in the statement of the Angle Theorem. If P ∪Q does satisfy the

angle condition, then (by choosing coordinates so that P = Rn and Q is in standard position) we claim

that it is calibrated by a so-called Nance calibration:

η(u1, . . . , un) = Re
(
(dx1 + u1dy1) ∧ . . . ∧ (dxn + undyn)

)
where u1, . . . , un ∈ S2 ⊆ ImH. If um = i for all m then η = ReΥ, so it is believable that it is a calibration

in general, but we now show that it is indeed true.

Let x1, y1, . . . , xn, yn be coordinates on R2n. We call an n-form η on R2n a torus form if η lies in the

span of forms of type

dxi1 ∧ . . . ∧ dxik ∧ dyj1 ∧ . . . ∧ dyjl
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where {i1, . . . , ik} ∩ {j1, . . . , jl} = ∅ and {i1, . . . , ik} ∪ {j1, . . . , jl} = {1, . . . , n}. We now claim that a

torus form η is a calibration if and only if

η(cos θ1e1 + sin θ1en+1, . . . , cos θnen + sin θne2n) ≤ 1

for all θ1, . . . , θn ∈ R.
For n = 1, η = dx1 ∧ dy1 which is a calibration. Suppose that the result holds for n = k. Let η

be a torus form on R2(k+1) and rescale η so that the maximum of η is 1 and is attained at some plane.

The idea is to show using the argument in the proof of Wirtinger’s inequality to put planes in standard

position that we can write η = e1 ∧ η1 + e2 ∧ η2 where e1, e2 are orthonormal and span an R2 and η1, η2
are torus forms on R2k. The claim then follows by induction on n.

Hence, the Nance calibration η above is a calibration and moreover we know P (θ) is calibrated by

η(u) if and only if
n∏
j=1

(cos θj + sin θjuj) = 1.

We then just need to find the uj determined by θj . Notice (as we did before) that the condition that

ψ1 + . . .+ ψn ≥ π holds if and only if θn ≤ θ1 + . . .+ θn−1. If we write

cos θj + sin θjuj = wjwj+1

where wn+1 = w1 and wj are unit imaginary quaternions then the product condition
∏n
j=1(cos θj +

sin θjuj) = 1 is satisfied automatically. We then just need

⟨wj , wj+1⟩ = cos θj ,

which is equivalent to finding n points on the unit 2-sphere so that d(wj , wj+1) = θj , where θn ≤
θ1 + . . .+ θn−1 and d is the spherical distance. This is indeed possible, by considering a suitable n-sided

spherical polygon in S2.

4 Calibrated submanifolds and exceptional holonomy

In this section we discuss the relationship between calibrated geometry and the exceptional holonomy

groups G2 and Spin(7) in dimensions 7 and 8 respectively.

4.1 G2 manifolds and associative and coassociative submanifolds

We begin by introducing our calibrated geometry associated with G2 holonomy in dimension 7. We begin

with a definition.

Definition 4.1. Let (x1, . . . , x7) be coordinates on R7. We define a 3-form φ0 on R7 by the following

formula:

φ0 = dx123 + dx145 + dx167 + dx246 − dx257 − dx347 − dx356,

where we use the short-hand notation dxij...k = dxi ∧ dxj ∧ . . . ∧ dxk. If this formula looks mysterious,

we see that if u, v, w ∈ R7 then

φ0(u, v, w) = g0(u× v, w),

where g0 is the Euclidean metric and × is the cross product on the imaginary octonions ImO (i.e. the

skew-symmetrization of the usual octonionic product). Hence φ0 is like a “scalar triple product” on ImO.

We see that Hodge dual of φ0 is given by

∗φ0 = dx4567 + dx2367 + dx2345 + dx1357 − dx1346 − dx1256 − dx1247.

In fact, given the 3-form φ0 we can recover the Euclidean metric and orientation on R7, and hence

determine ∗φ0. To see this, we observe that the following is true:

u⌟φ0 ∧ v⌟φ0 ∧ φ0 = 6g0(u, v)dx1234567.

This enables us to find the metric g0 and volume form volR7 = dx1234567 purely algebraically from φ0.

The fundamental fact is then the following, which is not surprising given the relationship between φ0

and the cross product on the imaginary octonions.
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Lemma 4.2. The stabilizer of φ0 in GL(7,R) is isomorphic to G2, i.e.

Stab(φ0) = {A ∈ GL(7,R) : A∗φ0 = φ0} ∼= G2 .

Remark. Since G2 ⊆ SO(7), this gives an abstract way to see that φ0 determines g0 and volR7 .

We can now define the setting where we want to study calibrated geometry related to G2.

Definition 4.3. Let (M7, g) be a Riemannian manifold so that Hol(g) ⊆ G2. Then there exists a parallel

3-form φ onM which is identified with φ0 at every point, which we call a G2 structure onM . This 3-form

φ induces g and an orientation volM on M (so necessarily M must be orientable) by the identity:

u⌟φ ∧ v⌟φ ∧ φ = 6g(u, v) volM ,

for tangent vectors u, v on M .

We then call (M, g, φ) a G2 manifold. Since g is determined by φ we may also just write (M,φ).

Notice that φ determines its Hodge dual ∗φ, which is also parallel.

The first key result is the following.

Theorem 4.4. Let (M7, φ) be a G2 manifold. Then φ and ∗φ are calibrations.

Proof. Let u, v, w be oriented orthonormal vectors in R7. There exists an element A of G2 so that

Au = e1, since G2 acts transitively on the 6-sphere S6. It is then a fact that the subgroup of G2 fixing e1
is isomorphic to SU(3). We then know from the proof of Wirtinger’s inequality (Theorem 3.3) there exists

a (special) unitary transformation so that v = e2 and w = cos θe3 + sin θv for some θ and v orthogonal

to e1, e2, e3.

Since φ0(e1, e2, .) = dx3, we see that φ0(u, v, w) = cos θ. Hence, since φ is closed, φ is a calibration

and the calibrated planes in R7 are given by A.Span{e1, e2, e3} for A ∈ G2.

By Lemma 3.4, ∗φ is also a calibration.

Let us look more closely at the calibrated planes for φ0. If u, v, w are unit vectors in R7 ∼= ImO (the

imaginary octonions), then φ0(u, v, w) = ⟨u × v, w⟩ = 1 if and only if w = u × v, so P = Span{u, v, w}
is a copy of ImH in ImO; in other words, Span{1, u, v, w} is an associative subalgebra of O. Moreover,

suppose we define a vector-valued 3-form χ0 on R7 by

χ0(u, v, w) =
1

2
[u, v, w] =

1

2
(u(vw)− (uv)w) ,

where [u, v, w] is known as the associator. Equivalently, one may define χ0 by the formula:

∗φ0(x, u, v, w) = g0
(
x, χ0(u, v, w)

)
.

(In other words, we “raise an index” on ∗φ0.) Then we observe the following.

Lemma 4.5. A 3-plane P in R7 satisfies χ0|P ≡ 0 if and only if P admits an orientation so that it is

calibrated by φ0.

Proof. Since the associator is clearly invariant under G2 we can put any plane P in standard position

using G2, i.e. as in the proof of Theorem 4.4, we can write P = Span{e1, e2, cos θe3 + sin θv} for some v

orthogonal to e1, e2, e3. We can calculate that [e1, e2, e3] = 0 whereas [e1, e2, v] ̸= 0 for any v orthogonal

to e1, e2, e3. Moreover, P is calibrated by φ0 if and only if θ = 0. We thus see that P is calibrated by φ0

(up to a choice a orientation) if and only if χ0|P ≡ 0.

Hence we call the φ0-calibrated planes associative. In general on a G2 manifold we can define a 3-form

χ as follow.

Definition 4.6. On a G2-manifold (M7, φ), we define a 3-form χ with values in TM by:

∗φ(x, u, v, w) = g
(
x, χ(u, v, w)

)
for tangent vectors x, u, v, w.

For ∗φ0 we see that ∗φ0|P = volP for a plane P if and only if φ0|P⊥ = volP⊥ (for a suitable choice of

orientation on P⊥. Hence the planes calibrated by ∗φ0 are the orthogonal complements of the associative

planes, so we call them coassociative. We have a similar alternative characterisation for 4-planes calibrated

by ∗φ.
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Lemma 4.7. A 4-plane P in R7 satisfies φ0|P ≡ 0 if and only if P admits an orientation so that it is

calibrated by ∗φ0.

Proof. We know that given a 4-plane P we can choose coordinates such that P⊥ = Span{e1, e2, cos θe3+
sin θ(a4e4 + a5e5 + a6e6 + a7e7)} where

∑
j a

2
j = 1. Then

P = Span{ − sin θe3 + cos θ(ajej), a5e4 − a4e5 + a7e6 − a6e7,

a6e4 − a7e5 − a4e6 + a5e7, a7e4 + a6e5 − a5e6 − a4e7}.

We can then see directly that ∗φ0|P = cos θ. We also have φ0(ei, ej , ek) = 0 for i, j, k ∈ {4, 5, 6, 7} and

e3⌟φ = −dx47 − dx56, so that φ0(− sin θe3 + cos θ(ajej), v, w) is a non-zero multiple of sin θ for some

v, w ∈ P . Hence φ0|P = 0 if and only if θ = 0, which is if and only if P is calibrated by ∗φ0 (again up to

a choice of orientation).

Remark. Using the calculations and observations above, we see that associative and coassociative Grass-

mannians are both isomorphic to G2 / SO(4). Curiously, this actually turns out to an admit a quaternionic

Kähler metric.

We thus can define our calibrated submanifolds.

Definition 4.8. Let (M7, φ) be a G2 manifold.

The 3-dimensional submanifolds in (M7, φ) calibrated by φ are called associative 3-folds. Moreover,

N is associative if and only if χ|N ≡ 0 (up to a choice of orientation).

The 4-dimensional submanifolds in (M7, φ) calibrated by ∗φ are called coassociative 4-folds. Moreover,

N is coassociative if and only if φ|N ≡ 0 (up to a choice of orientation).

It is instructive to see the form that the associative or coassociative condition takes by studying

associative or coassociative graphs in R7: see [20] for details.

A simple way to get associative and coassociative submanifolds is by using known geometries.

Proposition 4.9. Let x1, . . . , x7 be coordinates on R7 and let zj = x2j + ix2j+1 be coordinates on C3 so

that R7 = R× C3.

(a) N = R× S ⊆ R×C3 is associative or coassociative if and only if S is a complex curve or a special

Lagrangian 3-fold with phase −i, respectively.

(b) N ⊆ {0} × C3 is associative or coassociative if and only if N is a special Lagrangian 3-fold or a

complex surface, respectively.

Proof. Recall the Kähler form ω0 and holomorphic volume form Υ0 on C3. We can write

φ0 = dx1 ∧ ω0 +ReΥ0 and ∗ φ0 =
1

2
ω2
0 − dx1 ∧ ImΥ0.

For associatives, we see that φ0|R×S = dx1 ∧ volS if and only if ω0|S = volS and φ0|N = ReΥ0|N for

N ⊆ C3.

For coassociatives, we see that ∗φ0|R×S = dx1 ∧ volS if and only if − ImΥ0|S = volS and ∗φ0|N =
1
2ω

2
0 |N for N ⊆ C3.

The results quickly follow.

We can also produce examples in G2 manifolds with an isometric involution.

Proposition 4.10. Let (M,φ) be a G2 manifold with an isometric involution σ ̸= id such that σ∗φ = φ

or σ∗φ = −φ. Then Fix(σ) is an associative or coassociative submanifold in M respectively, if it is

non-empty.

We also have explicit examples of associatives and coassociatives.

Example. The first explicit examples of associatives in R7 not arising from other geometries are given

in [52] from symmetry and evolution equation considerations.

The first explicit non-trivial examples of coassociatives in R7 are given in [20]. There are two dilation

families: one which has one end asymptotic to a cone C on a non-round S3, and one which has two ends
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asymptotic to C ∪ R4. The coassociative cone C was discovered earlier by Lawson–Osserman [50] and

was the first example of a volume-minimizing submanifold which is not smooth (it is Lipschitz but not

C1).

Example. In the Bryant–Salamon complete holonomy G2 metric on the spinor bundle of S3 [5] (which

is topologically just R4 × S3), the base S3 is associative.

In the Bryant–Salamon complete holonomy G2 metrics on the bundles of self-dual 2-forms over the

4-sphere and the complex projective 2-space, Λ2
+T

∗S4 and Λ2
+T

∗(CP2) (where CP2 means we take the

opposite orientation to the usual one) [5], the bases S4 and CP2 are coassociative. (Here, a 2-form α on

an oriented Riemannian 4-manifold is self-dual if ∗α = α, where ∗ is the Hodge star.)

Since we can embed any compact oriented real analytic Riemannian 3-manifold isometrically as a

special Lagrangian 3-fold N in a Calabi–Yau 3-fold M , we can isometrically embed it in as an associative

3-fold {0}×N in the G2 manifold R×M with the product G2 structure. We also have a similar isometric

embedding result for coassociative 4-folds to the special Lagrangian 3-fold case [3].

Theorem 4.11. Any compact oriented real analytic Riemannian 4-manifold whose bundle of self-dual

2-forms is trivial can be isometrically embedded in a G2 manifold as the fixed points of an isometric

involution.

4.2 Spin(7) manifolds and Cayley submanifolds

We now discuss want to discuss our final class of calibrated submanifolds, which is associated with the

group Spin(7). We begin with defining a distinguished 4-form on R8.

Definition 4.12. Given coordinates (x0, . . . , x7) on R8 we define a 4-form on R8 by:

Φ0 = dx0123 + dx0145 + dx0167 + dx0246 − dx0257 − dx0347 − dx0356

+ dx4567 + dx2367 + dx2345 + dx1357 − dx1346 − dx1256 − dx1247.

Equivalently, we can take coordinates (x0, x1, x2, x3, x
′
0, x

′
1, x

′
2, x

′
3, x

′
4) on R8 and let

ω1 = dx01 + dx23, ω2 = dx02 + dx31, ω3 = dx03 + dx12,

ω′
1 = dx′01 + dx′23, ω′

2 = dx′02 + dx′31, ω′
3 = dx′03 + dx′12,

so that

Φ0 = dx0123 + dx′0123 −
3∑
j=1

ωj ∧ ω′
j .

Notice that Φ0 is self-dual, i.e. ∗Φ0 = Φ0. In a similar, but more complicated, way to the form φ0 on

R7, we can recover the Euclidean metric and volume form on R8 from Φ0. We may also relate Φ0 to the

octonions O.

We then have the following fundamental fact about the form Φ0.

Lemma 4.13. The stabilizer of Φ0 in GL(8,R) is isomorphic to Spin(7), i.e.

Stab(Φ0) = {A ∈ GL(8,R) : A∗Φ0 = Φ0} ∼= Spin(7).

Remark. Since Spin(7) ⊆ SO(8), this gives an alternative way to see that Φ0 determines the Euclidean

metric and volume form.

We can now define our distinguished class of 8-manifolds to study Spin(7) calibrated geometry.

Definition 4.14. Let (M8, g) be a Riemannian manifold with Hol(g) ⊆ Spin(7). Then there exists a

parallel 4-form Φ on M which is identified pointwise with Φ0, which we call a Spin(7) structure on M .

The 4-form Φ induces the metric g and an orientation on M so that Φ is self-dual.

Since g is determined by Φ, we then call (M,Φ) a Spin(7) manifold.

As we would expect, we have the following important result.
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Theorem 4.15. On a Spin(7) manifold (M8,Φ), Φ is a calibration.

Proof. Let P be a plane in R8 ∼= C4. Since SU(4) ⊆ Spin(7), by the proof of Wirtinger’s inequality

(Theorem 3.3), we can choose A ∈ Spin(7) so that A(P ) is spanned by

{e0, cos θ1e1 + sin θ1e2, e4, cos θ2e5 + sin θ2e6}.

Then

Φ0|P = (cos θ1 cos θ2 + sin θ1 sin θ2) volP = cos(θ1 − θ2) volP .

Hence Φ0 and thus Φ is a calibration (as it is closed).

We can thus define our calibrated submanifolds in Spin(7) manifolds.

Definition 4.16. The oriented 4-dimensional submanifolds in a Spin(7) manifold (M8,Φ) calibrated by

Φ are called Cayley 4-folds.

Remark. The name Cayley submanifolds is because of the relation between the submanifolds and the

octonions or Cayley numbers O.

We can relate Cayley submanifolds to all of the other calibrated geometries we have seen.

Proposition 4.17. (a) Complex surfaces and special Lagrangian 4-folds in C4 are Cayley in R8 = C4.

(b) Write R8 = R × R7. Then R × S is Cayley if and only if S is associative in R7 and N ⊆ R7 is

Cayley in R8 if and only if N is coassociative in R7.

Proof. Recall the Kähler form ω0 and holomorphic volume form Υ0 on C4 and the G2 3-form φ0 on R7.

Part (a) is immediate from the formula

Φ0 =
1

2
ω2
0 +ReΥ0,

since complex surfaces are calibrated by 1
2ω

2
0 , special Lagrangians are calibrated by ReΥ0, Υ0 vanishes

on complex surfaces and ω0 vanishes on special Lagrangians.

Given the formula

Φ0 = dx0 ∧ φ0 + ∗φ0,

part (b) then follows.

We can also use an isometric involution to construct Cayley submanifolds as in our previous calibrated

geometries.

Proposition 4.18. Let (M,Φ) be a Spin(7) manifold and let σ ̸= id be an isometric involution with

σ∗Φ = Φ. Then Fix(σ) is Cayley submanifold, if it is non-empty.

Example. The first interesting explicit examples of Cayleys in R8 not arising from other geometries

were given in [53] and are asymptotic to cones.

Example. The base S4 in the complete Bryant–Salamon holonomy Spin(7) metric on S+(S4) [5] is

Cayley.

Just before we conclude this section we make a couple more observations. On O there exists a 4-fold

cross product, whose real part gives Φ0 and whose imaginary part we call τ0. Perhaps unsurprisingly, we

have the following result, which we will leave as an exercise for the reader.

Lemma 4.19. A 4-plane P in R8 satisfies τ0|P ≡ 0 if and only if it admits an orientation so that it is

calibrated by Φ0.
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We can extend τ to a Spin(7) manifold, except that we need a rank 7 vector bundle on M in which

τ takes values that plays the role of ImO at each point. To understand this, we need to make some

algebraic digression.

Since Λ2(R8)∗ is 28-dimensional and the 21-dimensional Lie algebra of Spin(7) sits inside the space

of 2-forms on R8, we must have a distinguished 7-dimensional subspace Λ2
7 of 2-forms on R8. So what is

this subspace? Let u, v ∈ R8. Then we can construct a 2-form u ∧ v, viewing u, v as cotangent vectors.

We can also construct a 2-form from u, v by considering Φ0(u, v, ., .). These considerations lead us to the

following definition.

Definition 4.20. We define a subspace Λ2
7 of Λ2(R8)∗ by the following equivalent definitions:

Λ2
7 = {α ∈ Λ2(R8)∗ : α ∧ Φ0 = 3 ∗ α} = {u ∧ v +Φ0(u, v, ., .) : u, v ∈ R8}.

We can then similarly define a subbundle Λ2
7 of Λ2T ∗M on any Spin(7) manifold (M,Φ).

With this definition in hand, we have the following alternative characterisation of Cayley 4-folds.

Lemma 4.21. A submanifold N in a Spin(7) manifold (M,Φ) is Cayley (up to a choice of orientation)

if and only if τ ∈ C∞(Λ4T ∗M ; Λ2
7) vanishes on N .

5 Moduli problems and calibrated geometry

The study of moduli spaces forms a key part of geometry. Moduli spaces parametrize deformations of

a given geometric object. In our case, we are interested in compact calibrated submanifolds N , and so

the moduli spaces we wish to study describe all (nearby) compact calibrated submanifolds to N . As

well as being of inherent interest, one can use the moduli space theory and its proof has a number of

applications, including to constructing examples of calibrated submanifolds.

5.1 Introduction

It is easy to construct complex submanifolds in Kähler manifolds algebraically. Constructing other

calibrated submanifolds is much more challenging because one needs to solve a nonlinear PDE, even in

Euclidean space. There are approaches in Euclidean space and other simple spaces which have involved

reducing the problem to ODEs or other problems which do not require PDE (for example, algebraic

methods). For example, we have the following methods, which you can find out more about in [42] or

the references provided.

� Symmetries/evolution equations [17, 20, 21, 28, 30, 31, 33, 34, 39, 40, 41, 52, 54].

� Use of integrable systems to study calibrated cones [8, 9, 22, 43, 65].

� Calibrated cones and ruled smoothings of these cones [2, 4, 13, 14, 32, 52, 53, 59].

� Vector sub-bundle constructions [27, 45, 46].

� Classification of calibrated submanifolds satisfying pointwise constraints on their second fundamen-

tal form [4, 12, 26, 59, 60].

However, an important direction which has borne fruit in calibrated geometry and special holonomy

recently has been to study the nonlinear PDE head on, especially by perturbative and gluing meth-

ods. Hence, we naturally need to understand moduli problems in calibrated geometry to make such

construction methods viable.

We want to solve nonlinear PDE, so how do we tackle this? The idea is to use the linear case to help.

Suppose we are on a compact manifold N and recall the theory of linear elliptic operators L of order l

on N , including:

� the definition of ellipticity of L via the principal symbol σL (which encodes the highest order

derivatives in the operator) being an isomorphism;

24



Jason D. Lotay Calibrated Geometry and Gauge Theory

� the use of Hölder spaces Ck,a to give elliptic regularity theory (so-called Schauder theory), namely

that if w ∈ Ck,a and Lv = w then v ∈ Ck+l,a and there is a universal constant C so that

∥v∥Ck+l,a ≤ C(∥Lv∥Ck,a + ∥v∥C0)

(and we can drop the ∥v∥C0 term if v is orthogonal to KerL);

� the adjoint operator L∗ and that σL∗ = (−1)lσ∗
L so that L∗ is elliptic if and only if L is elliptic; and

� the Fredholm theory of L, namely that KerL (and hence KerL∗) is finite-dimensional, and we can

solve Lv = w if and only if w ∈ (KerL∗)⊥.

We shall discuss this in a model example which we shall use throughout this section.

Example. The Laplacian on functions is given by ∆f = d∗df which in normal coordinates at a point

is given by f 7→ −
∑
i
∂2f
∂x2

i
, so it is a linear second order differential operator. We see that its principal

symbol is σ∆(x, ξ)f = −|ξ|2f which is an isomorphism for ξ ∈ T ∗
xN \ {0}, so ∆ is elliptic. We therefore

have that if h ∈ Ck,a(N) and ∆f = h then f ∈ Ck+2,a(N), and we have an estimate

∥f∥Ck+2,a ≤ C(∥∆f∥Ck,a + ∥f∥C0).

We also know that ∆∗ = ∆ and Ker∆ is given by the constant functions (since if f ∈ Ker∆ then

0 = ⟨f,∆f⟩L2 = ⟨f, d∗df⟩L2 = ∥df∥2L2

so df = 0). Hence, we can solve ∆f = h if and only if h is orthogonal to the constants, i.e.
∫
N
h volN = 0.

The operator defining the minimal graph equation for a hypersurface is

P (f) = −div

(
∇f√

1 + |∇f |2

)
,

which is a nonlinear second order operator whose linearisation L0P at 0 is ∆. Thus P is a nonlinear

elliptic operator at 0. If we linearise P at f0 we find a more complicated expression depending on f0, but

it is still a perturbation of the Laplacian.

Suppose we are on a compact manifold N and we want to solve P (f) = 0 where P is the minimal

graph operator on functions f . Let us consider regularity for f . We can re-arrange P (f) = 0 by taking

all of the second derivatives to one side as:

R(x,∇f(x))∇2f(x) = E(x,∇f(x))

where x ∈ N . Since L0P = ∆ is elliptic and ellipticity is an open condition we know that the operator

Lf (depending on f) given by

Lf (h)(x) = R(x,∇f(x))∇2h(x)

is a linear elliptic operator whenever ∥∇f∥C0 is small, in particular if ∥f∥C1,a is sufficiently small. The

operator Lf does not have smooth coefficients, but if f ∈ Ck,a then the coefficients R ∈ Ck−1,a.

Suppose that f ∈ C1,a and ∥f∥C1,a is small with P (f) = 0. Then Lf (f) = E(f) and Lf is a linear

second order elliptic operator with coefficients in C0,a and E(f) is in C0,a. So by elliptic regularity we

can deduce that f ∈ C2,a. We have gained one degree of regularity, so we can “bootstrap”, i.e. proceed

by induction and deduce that any C1,a solution to P (f) = 0 is smooth.

Example. C1,a-minimal submanifolds (and thus calibrated submanifolds) are smooth.

Remark. More sophisticated techniques can be used to deduce that C1-minimal submanifolds are real

analytic [69]. Notice that elliptic regularity results are not valid for Ck spaces, so this result is not

obvious.

We can also arrange our simple equation P (f) = 0 as ∆f + Q(∇f,∇2f) = 0, where Q is nonlinear

but linear in ∇2f . If we know that
∫
N
P (f) volN = 0, i.e. that P (f) is orthogonal to the constants, then

we can always solve ∆f0 = −Q(∇f,∇2f). We do know that
∫
N
P (f) volN = 0 since P has a divergence

form. This means we are in the setting for implementing the Implicit Function Theorem for Banach

spaces to conclude that we can always solve P (f) = 0 for some f near 0, and f will be smooth by our

regularity argument above. In general, we will use the following.
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Theorem 5.1 (Implicit Function Theorem). Let X,Y be Banach spaces, let U ∋ 0 be open in X, let

P : U → Y with P (0) = 0 and L0P : X → Y surjective with finite-dimensional kernel K.

Then for some U , P−1(0) = {u ∈ U : P (u) = 0} is a manifold of dimension dimK. Moreover, if we

write X = K ⊕ Z, P−1(0) = GraphG for some map G from an open set in K to Z with G(0) = 0.

5.2 Set-up and strategy

The basic set-up for our moduli problems is the following.

� We have a compact submanifold N of a Riemannian manifold (M, g) which is calibrated by η.

� Recall that, by the tubular neighbourhood theorem, that any nearby deformation of N is given by

the graph Nv of v ∈ C∞(ν(N)) (with sufficiently small C1-norm), so that v = 0 corresponds to the

original N .

� The moduli space of η-calibrated deformations of N is locally equal to

M(N) = {v : Nv is η-calibrated}.

Our aim is to describe M(N).

Remark. In moduli space problems, one often has to worry about the issue of redundancy in the

parametrization, i.e. that one wants a one-to-one correspondence between elements of the moduli space

and geometric objects, so that equivalent objects are identified. This identification typically involves

taking a quotient by some infinite-dimensional group, and therefore one needs to obtain a slice for this

group action to describe the moduli space. Obtaining this slice often relies on what is called gauge-fixing

(the name is motivated by gauge theory). In our case, the group in question is the possible reparametriza-

tions of the submanifold, and the gauge-fixing is achieved by writing the nearby submanifold as a normal

graph.

The strategy to describe M(N) is the following.

� Find (sub)spaces X,Y of sections of vector bundles V,W over N , with ν(N) ∼= V , and a (first

order) differential operator P : X → Y so that 0 ∈ X corresponds to N , P (0) = 0 and

M(N) ∼= {x ∈ X : P (x) = 0}.

� Compute the linearization L0P of P at 0, show it is elliptic and let I = kerL0P and O = cokerL0P .

� If P (X) ⊆ im(L0P ), replace Y by im(L0P ) and apply the Implicit Function Theorem to deduce

that M(N) is a manifold of dimension dim I.

� If P (X) ⊈ im(L0P ), replace X by X ⊕O, replace P by Q(x, y) = P (x) + y and apply the Implicit

Function Theorem to deduce that there is an open neighbourhood of 0, M̂(N) ⊆ I, and a smooth

map π : M̂(N) → O with π(0) = 0 so that

M(N) ∼= π−1(0).

Deduce that the expected dimension of M(N) is

dim I − dimO = indL0P,

the index of L0P .

Remark. We call I the infinitesimal deformation space and O the obstruction space. The elements of

I are the possible tangent vectors to paths of calibrated deformations of N . Elements of O represent

the possible obstructions to realize the infinitesimal deformations as tangent vectors to an actual path in

M(N).
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5.3 Special Lagrangian deformations

We now follow the strategy set out above in the special Lagrangian case, in a result originally due to

McLean [66].

Theorem 5.2. Let N be a compact special Lagrangian in a Calabi–Yau manifold M . Then the moduli

space of deformations of N is a smooth manifold of dimension b1(N).

Remark. One should compare this result to the deformation theory for complex submanifolds in Kähler

manifolds. There, one does not get that the moduli space is a smooth manifold: in fact, it can be

singular, and one has obstructions to deformations. It is somewhat remarkable that special Lagrangian

calibrated geometry enjoys a much better deformation theory than this classical calibrated geometry. The

deformation theory of embedded compact complex submanifolds in Calabi–Yau manifolds has recently

been revisited using analytic techniques [67].

Proof. The tubular neighbourhood theorem gives us a diffeomorphism exp : S ⊆ ν(N) → T ⊆ M

which maps the zero section to N ; in other words, we can write any nearby submanifold to N as the

graph of a normal vector field on N . We know that N is Lagrangian, so the complex structure J gives

an isomorphism between ν(N) and TN and the metric gives an isomorphism between TN and T ∗N :

v 7→ g(Jv, .) = ω(v, .) = αv. Therefore any deformation of N in T is given as the graph Nα of a 1-form

α. In fact, using the Lagrangian neighbourhood theorem, we can arrange that any Nα ⊆ T which is

graphical over N is the graph of a 1-form α so that, if fα : N → Nα is the natural diffeomorphism, then

f∗α(ω) = dα and − ∗f∗α(ImΥ) = F (α,∇α) = d∗α+Q(α,∇α),

where the second formula follows from a calculation using the special Lagrangian condition on N and the

fact that the ambient structure is Calabi–Yau. Notice that the original special Lagrangian N corresponds

to taking α = 0.

Hence, Nα is special Lagrangian if and only if

P (α) = (F (α,∇α),dα) = 0.

This means that infinitesimal special Lagrangian deformations of N , which are the elements in the kernel

of linearisation L0P of P at 0, are given by closed and coclosed 1-forms, i.e.

KerL0P = {α ∈ C∞(T ∗N) : dα = 0 = d∗α}.

Since ImΥ = 0 on N we have that [ImΥ] = 0 on Nα, which means that f∗α(ImΥ) is exact. Thus

F (α,∇α) = − ∗ f∗α(ImΥ) is coexact and so

P : C∞(S) → d∗(C∞(T ∗N))⊕ d(C∞(T ∗N)) ⊆ C∞(Λ0T ∗N ⊕ Λ2T ∗N).

If we let X = C1,a(T ∗N), Y = d∗(C1,a(T ∗N)) ⊕ d(C1,a(T ∗N)) and U = C1,a(S) we can apply the

Implicit Function Theorem if we know that

L0P : α ∈ X 7→ (d∗α,dα) ∈ Y

is surjective, i.e. given dβ + d∗γ ∈ Y does there exist α such that dα = dβ and d∗α = d∗γ? If we let

α = β + df then we need ∆f = d∗df = d∗(γ − β). Since∫
N

d∗(γ − β) volN = ±
∫
N

d ∗ (γ − β) = 0

we can solve the equation for f , and hence L0P is surjective.

Therefore P−1(0) is a manifold of dimension dimKerL0P = b1(N) by Hodge theory. Moreover, if

P (α) = 0 then Nα is special Lagrangian, hence minimal and since α ∈ C1,a we deduce that α is in fact

smooth.
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Example. The special Lagrangian Sn in the Calabi–Yau manifold T ∗Sn with the Stenzel metric has

b1 = 0 and so is rigid (i.e. it has no deformations). In fact, any compact minimal submanifold in T ∗Sn
is contained in Sn.

Example. Observe that if we have a special Lagrangian Tn in a Calabi–Yau manifoldM then b1(Tn) = n.

If the torus is close to flat then its deformations locally foliate M (as there will be n nowhere vanishing

harmonic 1-forms), so we can hope to find special Lagrangian torus fibrations. This cannot happen in

compact manifolds without singular fibres, but still motivates the SYZ conjecture in Mirror Symmetry.

Remark. Theorem 5.2 has also been extended to certain non-compact, singular and boundary settings,

for example in [6, 36, 72].

Remark. The case of special Lagrangian rational homology 3-spheres in Calabi–Yau 3-folds is partic-

ularly interesting because they must be rigid (as b1 = 0). Therefore, one might hope to “count” these

special Lagrangians, perhaps in a fixed homology or Hamiltonian isotopy class. This could then, poten-

tially, lead to a new invariant for Calabi–Yau 3-folds. There have been various attempts to pursue this

programme but it currently is incomplete.

5.4 Associative and coassociative deformations

We now want to understand deformations of associatives and coassociatives, from which perturbation or

gluing results will follow. We begin with associatives.

Notice that if P is an associative plane, u ∈ P and v ∈ P⊥ then for all w ∈ P we have w×u ∈ P and

hence

φ(w, u, v) = g(w, u× v) = g(v, w × u) = 0.

We deduce that u× v ∈ P⊥. Thus, if N is associative, cross product gives a (Clifford) multiplication

m : C∞(T ∗N ⊗ ν(N)) → C∞(ν(N))

(viewing tangent vectors as cotangent vectors via the metric). Hence, using the normal connection

∇⊥ : C∞(ν(N)) → C∞(T ∗N ⊗ ν(N))

on ν(N) we get a linear operator as follows.

Definition 5.3. Let N be an associative in a G2-manifold. Using the notation above we define

/D = m ◦ ∇⊥ : C∞(ν(N)) → C∞(ν(N)).

We call /D the Dirac operator. We see that its principal symbol is given by

σ/D(x, ξ)v = iξ × v,

so /D is elliptic, and we also have that /D∗ = /D.

Remark. Since an orientable 3-manifold is always spin, we have a spinor bundle S on N , a connection

∇ : C∞(S) → C∞(T ∗M ⊗ S)

(a lift of the Levi-Civita connection) and we have Clifford multiplication

m : C∞(T ∗M ⊗ S) → C∞(S) m(ξ, v) = ξ · v.

Hence we have a composition
/D = m ◦ ∇ : C∞(S) → C∞(S),

which is a first order linear differential operator called the Dirac operator. Locally it is given by

/Dv =
∑
i

ei · ∇eiv,
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so we have that σ/D(ξ, v) = iξ · v. Hence /D is elliptic. Moreover /D is self-adjoint.

In fact, it is possible (see e.g. [66]) to see that the complexified normal bundle ν(N)⊗C = S⊗ V for

a C2-bundle V over N , so that the Dirac operator on ν(N) is just a “twist” of the usual Dirac operator

on S.

Consider a compact associative N . We want to describe the associative deformations of N , just as in

the case of special Lagrangians above. To be consistent with that previous setting, we will now use P to

denote a nonlinear deformation map: we trust that this will not cause confusion given the context.

We know that expv(N) = Nv, which is the graph of v, is associative for a normal vector field v if and

only if ∗ exp∗v(χ) ∈ C∞(TM |N ) is 0. In fact, it turns out that P (v) = ∗ exp∗v(χ) ∈ C∞(ν(N)) since N is

associative and

L0P (v) = ∗d(v⌟χ) = /Dv.

Here L0P is not typically surjective so we cannot apply our Implicit Function Theorem, except when

Ker /D = Ker /D∗ = {0}. However, we can still say something in these circumstances, for which we make

a small digression to a more general situation.

Suppose X,Y are Banach spaces. Let U ⊆ X be an open set with 0 ∈ U and let P : U → Y be a

smooth map with P (0) = 0 such that L0P : X → Y is Fredholm.

Let I = KerL0P and let O be such that Y = L0P (X) ⊕ O, which exists and is finite-dimensional

by the assumption that L0P is Fredholm. We then let Z = X ⊕ O and define F : U ⊕ O → Y by

F (u, y) = P (u) + y. We see that L0F : X ⊕O → Y = L0P (X)⊕O is given by L0F (x, y) = L0P (x) + y

which is surjective and L0F (x, y) = 0 if and only if L0P (x) = 0 and y = 0, thus KerL0F = KerL0P×{0}.
There exists W ⊆ X such that KerL0P ⊕W = X. Applying the Implicit Function Theorem, there

exist open sets U1 ⊆ KerL0P containing 0, U2 ⊆ W containing 0 and U3 ⊆ O containing 0 and smooth

maps G2 : U1 → U2, G3 : U1 → U3 such that

F−1(0) ∩ U1 × U2 × U3 = {(u,G2(u), G3(u)) : u ∈ U1}.

We also know that P (x) = 0 if and only if F (x, y) = 0 and y = 0. Hence

P−1(0) ∩ U1 × U2 = {(u,G2(u)) : u ∈ G−1
3 (0)}.

Let U = U1 and define π : U → O by π(u) = G3(u). Then P
−1(0) ∩ U1 × U2 is a graph over π−1(0), and

hence P−1(0) is locally homeomorphic to π−1(0).

Sard’s Theorem says that generically π−1(y) is a smooth manifold of dimension

dim I − dimO = dimKerL0P − dimCokerL0P = ind(L0P ),

which is the index of L0P . Hence, the expected dimension of P−1(0) is the index of L0P .

In the associative setting we have that the linearisation is /D, which is elliptic and thus Fredholm, and

we know that ind /D = dimKer /D − dimKer /D∗ = 0. We deduce the following [66].

Theorem 5.4. The expected dimension of the moduli space of deformations of a compact associative

3-fold N in a G2 manifold is 0 and infinitesimal deformations of N are given by the kernel of /D on ν(N).

Moreover, if Ker /D = {0} then N is rigid.

Remark. The dimension of the kernel of /D typically depends on the metric on N rather than just the

topology, so it is usually difficult to determine. However, there are some cases where one can ensure the

moduli space is smooth cf. [15].

Example. For the associative N = S3 in the complete Bryant–Salamon holonomy G2 manifold S(S3),

ν(N) = S(S3) so /D is just the usual Dirac operator. A theorem of Lichnerowicz states that Ker /D = {0}
as S3 has positive scalar curvature so N is rigid.

Example. Corti–Haskins–Nordström–Pacini construct rigid associative S1 × S2s in compact holonomy

G2 manifolds, known as twisted connected sums [10].
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Remark. The fact that associatives have an index zero deformation theory suggests that, perhaps in

very good situations, one might be able to “count” associatives by asking simply how many there are

in, say, a fixed homology class. One might then hope to define an invariant for G2 manifolds from this

count. This turns out to be somewhat naive, but still very motivational.

For coassociatives, the deformation theory is much better behaved, like for special Lagrangians [66].

Theorem 5.5. Let N be a compact coassociative in a G2 manifold (or just a 7-manifold with closed G2

structure). The moduli space of deformations of N is a smooth manifold of dimension b2+(N).

Proof. Since N is coassociative the map v 7→ v⌟φ = αv defines an isomorphism from ν(N) to a rank

3 vector bundle on N , which is Λ2
+T

∗N , the 2-forms on N which are self-dual (so ∗α = α). We can

therefore view nearby submanifolds to N as graphs of self-dual 2-forms.

We know that Nv = expv(N) is coassociative if and only if exp∗v(φ) = 0. We see that

d

dt
exp∗tv(φ)|t=0 = Lvφ = d(v⌟φ) = dαv.

Hence nearby coassociatives N ′ to N are given by the zeros of P (α) = dα +Q(α,∇α). Moreover, since

φ = 0 on N , [φ] = 0 on N ′ and hence P : C∞(Λ2
+T

∗N) → d(C∞(Λ2T ∗N)).

Here P is not elliptic, but L0P = d has finite-dimensional kernel, the closed self-dual 2-forms, since

dα = 0 implies that d∗α = − ∗ d ∗ α = 0 so α is harmonic. Moreover, L0P has injective symbol so it is

overdetermined elliptic, which means that elliptic regularity still holds. Another way to deal with this is to

consider F (α, β) = P (α)+d∗β for β a 4-form. Now F−1(0) is the disjoint union of P−1(0) and multiples

of the volume form, as exact and coexact forms are orthogonal. Moreover, L0F (α, β) = dα+d∗β is now

elliptic. Overall, we can apply our standard Implicit Function Theorem if we know that

d(Ck+1,a(Λ2
+T

∗N)) = d(Ck+1,a(Λ2T ∗N)).

This is true because by Hodge theory if α is a 2-form, we can write α = d∗β + γ for a 3-form β and a

closed form γ, so dα = dd∗β = d(d∗β + ∗d∗β) and d∗β + ∗d∗β is self-dual.

Example. The S4 and CP2 in the Bryant–Salamon metrics on Λ2
+T

∗S4 and Λ2
+T

∗CP2 have b2+ = 0 and

so are rigid. (Here it is important that we write CP2 since CP2 has b2+ = 1.)

Example. For a K3 surface and T 4 we have b2+ = 3 and Λ2
+ is trivial, so we can hope to find coassociative

K3 and T 4 fibrations of compact G2 manifolds. There is a programme [47] for constructing a coassociative

K3 fibration (with singular fibres). Towards completing this programme, the first examples of compact

coassociative 4-folds with conical singularities in compact holonomy G2 twisted connected sums were

constructed in [61].

Remark. The deformation theory results for compact associative and coassociative submanifolds have

been extended to certain non-compact, singular and boundary settings, for example in [16, 44, 48, 55,

56, 58].

5.5 Cayley deformations

To discuss deformations of a compact Cayley N , we need some further discussion of algebra related to

Spin(7).

When P is a Cayley plane and u, v ∈ P are orthogonal we see that Φ0(u, v, ., .) = ∗P (u ∧ v) so

that u ∧ v + Φ0(u, v, ., .) is self-dual on P . Since Λ2
+P

∗ is 3-dimensional, we see that there must be a

4-dimensional space E of 2-forms on P such that Λ2
7|P = Λ2

+P
∗ ⊕ E. Moreover, if u ∈ P and v ∈ P⊥

then m(u, v) = u ∧ v +Φ0(u, v, ., .) ∈ E and the map m : P × P⊥ → E is surjective.

Now let us move to a Cayley submanifold N in a Spin(7) manifold (M,Φ). On M we have a rank 7

bundle Λ2
7 of 2-forms and we have that

Λ2
7|N = Λ2

+T
∗N ⊕ E
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for some rank 4 bundle E over N . The map m above defines a (Clifford) multiplication

m : C∞(T ∗N ⊗ ν(N)) → C∞(E)

(viewing tangent vectors as cotangent vectors via the metric), and thus using the normal connection

∇⊥ : C∞(ν(N)) → C∞(T ∗N ⊗ ν(N))

we get a linear first order differential operator as follows.

Definition 5.6. Let N be a Cayley 4-fold in a Spin(7) manifold (M,Φ). Using the notation above we

define
/D+ = m ◦ ∇⊥ : C∞(ν(N)) → C∞(E).

Again this an elliptic operator called the positive Dirac operator, but it is not self-adjoint: its adjoint is

the negative Dirac operator from E to ν(N).

Remark. If N is spin, the spinor bundle S splits as S+ ⊕ S−, and the Dirac operator /D splits into /D±
from S± to S∓ so that /D(v+, v−) = (/D−v−, /D+v+). Hence /D∗ = /D says that /D∗

± = /D∓.

It turns out (see, for example, [66]) that there exists a C2-bundle V on N so that ν(N)⊗C = S+⊗V ,

E ⊗ C = S− ⊗ V and /D+ on ν(N) is a “twist” of the usual positive Dirac operator. However, not every

4-manifold is spin, so we cannot always make this identification.

Now suppose that N is a compact Cayley 4-fold. Then the zeros of the equation F (v) = ∗ exp∗v(τ)
for v ∈ C∞(ν(N)) define Cayley deformations (as the graph of v). We know that F takes values in

Λ2
7|N = Λ2

+T
∗N ⊕ E and it turns out that

L0F (v) = ∗d(v⌟τ) = /D+v

since N is Cayley. So, we potentially have a problem because F does not necessarily take values only in

E (and in general it will not just take values in E). However, the Cayley condition on N means that

F (v) = 0 if and only P (v) = πEF (v) = 0, where πE is the projection onto E (again, we are using P

to denote the nonlinear deformation map as in our previous discussion, and we expect it will not cause

confusion given the context). Then the operator P : C∞(ν(N)) → C∞(E) and L0P = /D+ is elliptic.

Again, we cannot say that L0P is surjective, so we have the following using the same argument as in

the lead up to Theorem 5.4, cf. [66].

Theorem 5.7. The expected dimension of the moduli space of deformations of a compact Cayley 4-fold

N in a Spin(7) manifold is ind /D+ = dimKer /D+ − dimKer /D∗
+ with infinitesimal deformations given by

Ker /D+ on ν(N). Moreover,

ind /D+ =
1

2
σ(N) +

1

2
χ(N)− [N ].[N ],

where σ(N) = b2+(N) − b2−(N) (the signature of N), χ(N) = 2b0(N) − 2b1(N) + b2(N) (the Euler

characteristic of N) and [N ].[N ] is the self-intersection of N , which is the Euler number of ν(N).

Example. For the Cayley N = S4 in the holonomy Spin(7) Bryant–Salamon manifold S+(S4), ν(N) =

S+(S4) and /D+ is the usual positive Dirac operator. Again, since N has positive scalar curvature, we see

that Ker /D± = {0} so N is rigid.

Remark. Theorem 5.7 has been extended to various other non-compact, singular and boundary settings,

for example in [68, 70, 71].

5.6 Gluing problems

We now return to the issue of construction of new calibrated submanifolds, by starting with some known

examples.

A well-known way to get a solution of a linear PDE from two solutions is simply to add them. However,

for a nonlinear PDE P (v) = 0 this will not work. Intuitively, we can try to add two solutions to give us

a solution v0 for which P (v0) is small. Then we may try to perturb v0 by v to solve P (v + v0) = 0.
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Geometrically, this occurs when we have two calibrated submanifolds N1, N2 and then glue them

together to give a submanifold N which is “almost” calibrated. Then we wish deform N to become

calibrated: here is where the ideas from the moduli problems comes into play.

If the two submanifolds N1, N2 are glued using a very long neck then one can imagine that N is

almost the disjoint union of N1, N2 and so close to being calibrated. If instead one scales N2 by a factor

t and then glues it into a singular point of N1, we can again imagine that as t becomes very small N

resembles N1 and so again is close to being calibrated. These two examples are in fact related, because if

we rescale the shrinking N2 to fixed size, then we get a long neck between N1 and N2 of length of order

− log t. However, although these pictures are appealing, they also reveal the difficulty in this approach:

as t becomes small, N becomes more “degenerate”, giving rise to analytic difficulties which are encoded

in the geometry of N1, N2 and N .

These ideas are used extensively in geometry, and particularly successfully in calibrated geometry

e.g. [7, 23, 35, 37, 38, 51, 57, 62, 73]. A particular simple case is the following, which we will describe to

show the basic idea of the gluing method.

Theorem 5.8. Let N be a compact connected 3-manifold and let i : N → M be a special Lagrangian

immersion with tranverse self-intersection points in a Calabi–Yau manifoldM . Then there exist embedded

special Lagrangians Nt such that Nt → N as t→ 0.

Remark. One might ask about the sense of convergence here: for definiteness, we can say that Nt
converges to N in the sense of currents; that is, if we have any compactly supported 3-form χ on M then∫
Nt
χ→

∫
N
χ as t→ 0. However, all sensible notions of convergence of submanifolds will be true in this

setting.

Proof. Here we only provide a sketch of the proof: see, for example, [35, §9] for a detailed proof.

At each self-intersection point of N the tangent spaces are a pair of transverse 3-planes, which we can

view as a pair of tranverse special Lagrangian 3-planes P1, P2 in C3. Since we are in dimension 3, we know

that there exists a (unique up to scale) special Lagrangian Lawlor neck L asymptotic to P1 ∪P2. We can

then glue tL into N near each intersection point to get a compact embedded submanifold St = N#tL (if

we glue in a Lawlor neck for every self-intersection point). We can also arrange that St is Lagrangian,

i.e. that it is a Lagrangian connect sum.

Now we want to perturb St to be special Lagrangian. Since St is Lagrangian, by the deformation

theory we can write any nearby submanifold as the graph of a 1-form α, and this graph will be special

Lagrangian if and only if (using the same notation as in our deformation theory discussion)

Pt(α) = (− ∗ f∗α(ImΥ), f∗α(ω)) = 0.

Since St is Lagrangian but not special Lagrangian we have that

f∗α(ω) = dα and − ∗f∗α(ImΥ) = Pt(0) + d∗tα+Qt(α,∇α)

where Pt(0) = − ∗ ImΥ|St
and d∗t = L0Pt, which is a perturbation of the usual d∗ since we are no longer

linearising at a point where Pt(0) = 0. By choosing α = df , we then have to solve

∆tf = −Pt(0)−Qt(∇f,∇2f)

where ∆t is a perturbation of the Laplacian.

For simplicity, let us suppose that ∆t is the Laplacian on St. The idea is to view our equation as a

fixed point problem. We know that if we let Xk = {f ∈ Ck,a(N) :
∫
N
f volN = 0} then ∆t : X

k+2 → Xk

is an isomorphism so it has an inverse Gt. We know by elliptic regularity that there exists a constant

C(∆t) such that

∥f∥Ck+2,a ≤ C(∆t)∥∆tf∥Ck,a ⇔ ∥Gth∥Ck+2,a ≤ C(∆t)∥h∥Ck,a

for any f ∈ Xk+2, h ∈ Xk.

We thus see that Pt(f) = 0 for f ∈ Xk+2 if and only if

f = Gt(−Pt(0)−Qt(f)) = Ft(f).
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The idea is now to show that Ft is a contraction sufficiently near 0 for all t small enough. Then it will

have a (unique) fixed point near 0, which will also be smooth because it satisfies Pt(f) = 0 and hence

defines a special Lagrangian as the graph of df over St.

We know that Ft : X
k+2 → Xk+2 with

∥Ft(f1)− Ft(f2)∥Ck+2,a = ∥Gt(Qt(f1)−Qt(f2))∥Ck+2,a ≤ C(∆t)∥Qt(f1)−Qt(f2)∥Ck,a .

Since Qt and its first derivatives vanish at 0 we know that

∥Qt(f1)−Qt(f2)∥Ck,a ≤ C(Qt)∥f1 − f2∥Ck+2,a(∥f1∥Ck+2,a + ∥f2∥Ck+2,a).

We deduce that

∥Ft(f1)− Ft(f2)∥Ck+2,a ≤ C(∆t)C(Qt)∥f1 − f2∥Ck+2,a(∥f1∥Ck+2,a + ∥f2∥Ck+2,a)

and

∥Ft(0)∥Ck+2,a = ∥Gt(Pt(0))∥Ck+2,a ≤ C(∆t)∥Pt(0)∥Ck,a .

Hence, Ft is a contraction on Bϵt(0) ⊆ Xk+2 if we can choose ϵt so that

2C(∆t)∥Pt(0)∥Ck,a ≤ ϵt ≤
1

4C(∆t)C(Qt)
.

(This also proves Theorem 5.2, where we used the Implicit Function Theorem, by hand since there

Pt(0) = P (0) = 0 so we just need to take ϵt small enough.) In other words, we need that

� Pt(0) is small, so St is “close” to being calibrated and is a good approximation to Pt(f) = 0;

� C(∆t), C(Qt), which are determined by the linear PDE and geometry of N,L and St, are well-

controlled as t→ 0.

The statement of the theorem is then that there exists t sufficiently small and ϵt so that the contraction

mapping argument works.

This is a delicate balancing act since as t → 0 parts of the manifold are collapsing, so the constants

C(∆t), C(Qt) above (which depend on t) can and typically do blow-up as t → 0. To control this, we

need to understand the Laplacian on N,L and St and introduce “weighted” Banach spaces so that tL

gets rescaled to constant size (independent of t), and St resembles the union of two manifolds with a

cylindrical neck (as we described earlier). It is also crucial to understand the relationship between the

kernels and cokernels of the Laplacian on the non-compact N (with the intersection points removed), L

and compact St: here is where connectedness is important so that the kernel and cokernel of the Laplacian

is 1-dimensional.

Remark. In more challenging gluing problems it is not possible to show that the relevant map is a

contraction, but rather one can instead appeal to an alternative theorem (e.g. Schauder fixed point

theorem) to show that it still has a fixed point.

Example. Suppose we have a 1-parameter family of G2-manifolds (M7, φs) for s ∈ (−ϵ, ϵ) we have a

pair of associatives N1,s and N2,s in each (M7, φs) so that Nj,s vary smoothly with s.

Since associatives are 3-dimensional, we would expect them not to intersect. However, since 3 + 3 =

7 − 1, we would expect that in a generic 1-parameter family (M7, φs) we would have that associatives

would intersect at a point for some s. Therefore, suppose that N1,s ∩ N2,s = ∅ for s ̸= 0, but that

N1,0 ∩N2,0 = {x}, where they intersect transversely. Under some additional hypothesis, it was shown by

Nordström that for s > 0 (say) there exists a new associative Ns ∼= N1,s#N2,s. The idea is to use the

moduli space theory of associatives and use Lawlor necks to resolve the intersection point in a similar

manner to what we saw above in the special Lagrangian setting.

An important consequence of this result is that new associatives can be “born” or “appear” as we

vary in the family (M7, φs) and cross s = 0. (By reversing the process, we can also have that associatives

“die” or “disappear”.) This shows one of the many inherent difficulties in trying to define an invariant

by counting associatives in G2-manifolds.
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6 Introduction to gauge theory

We now want to move onto the second topic of the course: gauge theory. As we said at the very start of

the course, gauge theory has proved to be a powerful tool in geometry and topology, most notably the

study of topology of 3 and 4-dimensional manifolds. We are going to focus on gauge theory in higher

dimensions, which are motivated by the low-dimensional gauge theories, but which have the additional

feature that our manifolds require more structure: in fact, they will have special holonomy. Later, we

will see that gauge theory in higher dimensions is intimately related to the calibrated geometry which

have studied in the earlier part of the course.

Gauge theory is the study of connections on manifolds. It has often proved useful to study connections

on Riemannian manifolds, even if ultimately one show that the invariants that one gets from the theory

is in some sense independent of the choice of Riemannian metric (for example, as in Donaldson theory

on 4-manifolds). In this section we will briefly review the basics of gauge theory, then discuss some

of the most important features of gauge theory in low dimensions that will resurface when we discuss

higher-dimensional gauge theory.

We shall therefore consider a Riemannian manifold (M, g) and a vector bundle E of rank k over M .

We could also take a principal G-bundle P over M , where the group G is taken to be a compact Lie

group. We would often restrict to the cases where G is U(1), SO(3) or SU(2), with the last case typically

of primary interest. Later, it will be necessary for our vector bundle to be equipped with Euclidean

metrics on its fibres: one could think of the tangent bundle or any other bundle of forms over M .

6.1 Connections and curvature

Definition 6.1. We shall let A denote the space of connections on E, which we can view as covariant

derivatives ∇A : C∞(E) → C∞(T ∗M ⊗ E). This is an affine space modelled on C∞(T ∗M ⊗ End(E)),

which is the 1-forms onM with values in End(E), the endomorphism bundle of E. Note that, this means

that the difference of two connections is a 1-form with values in End(E).

Remark. If E has more structure, say it has a metric or a complex structure on each fibre, then we

would restrict to connections preserving or compatible with that structure, which would then restrict the

space of endomorphisms of E we consider.

Remark. Once we pick a reference connection A0 every other connection A can be written A = A0 + a

where a ∈ C∞(T ∗M ⊗ End(E)). In terms of covariant derivatives,

∇A = ∇A0 + a.

We now give an example that we will keep returning to.

Example. In a local trivialization of E, we can pick the trivial connection A0 as our reference and

identify all the fibres of E in this trivialization with Rk. Since endomorphisms of Rk are just given

by multiplication by k × k matrices, we can write any connection A as a matrix-valued 1-form on this

trivialization. It is worth noting that the k × k matrices are the Lie algebra gl(k,R) of the Lie group

GL(k,R).
In terms of covariant derivatives, in this local trivialization we can write a section s of E as

s =

k∑
j=1

sj ⊗ ej

with respect to some constant basis e1, . . . , ek on E, for some functions sj , and then

∇As =

k∑
j=1

(dsj +Asj)⊗ ej .

We often say that, locally, ∇A = d +A.
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Remark. The above example is helpful, but is dependent on the choice of local trivialization. What hap-

pens if we change trivialization? A straightforward calculation shows that if we change the trivialization

on an open set U in M using g : U → GL(k,R) then the matrix A changes by

g : A 7→ g−1Ag + g−1dg.

This shows that A does not define a tensor on M : this should be familiar from the study of Christoffel

symbols in Riemannian geometry.

Example. In Riemannian geometry, E = TM and since we have an inner product on each fibre of E

(given by the Riemannian metric), we can talk about orthogonal transformations of E. If A (or ∇A) is

the Levi-Civita connection then in local trivializations it is a 1-form taking values in the Lie algebra of

the orthogonal group, i.e. the skew-symmetric matrices.

Definition 6.2. We let G denote the space of gauge transformations of E: the sections g of End(E)

which are invertible on each fibre of E. These act on connections by

g : ∇A 7→ g−1∇Ag

for g ∈ G.

We now introduce the key space which is studied in gauge theory.

Definition 6.3. The moduli space of connections is A/G.

We now want to discuss the curvature of a connection. To do that, we need to first discuss the exterior

covariant derivative dA associated to a connection A, which is just the extension of ∇A to E-valued forms.

Explicitly, we have the following.

Definition 6.4. If we have an E-valued l-form of the form σ ⊗ s, where σ is a usual l-form and s is a

section of E, then the exterior covariant derivative dA is just defined by the “Leibniz rule”

dA(σ ⊗ s) = dσ ⊗ s+ (−1)lσ ⊗∇As.

We can then extend dA to all E-valued forms by linearity.

Given this definition, we can then introduce the notion of curvature.

Definition 6.5. Given a connection A on E, the curvature FA of A, is the End(E)-valued 2-form on M

satisfying

dA ◦ dA = FA

on all E-valued forms. We see that if we choose a reference connection A0 and write A = A0 + a for an

End(E)-valued 1-form a, then

FA = FA0
+ dA0

a+ a ∧ a.

Note that even though A cannot (in general) be viewed globally as an End(E)-valued form on M , its

curvature can be.

Recall that if we had the trivial connection, then dA = d and so d2A = d2 = 0 so FA = 0. We can

therefore think of FA as a measure of the failure of d2A to be zero. This is still quite abstract, so let’s

return to our local trivialization.

Example. In a local trivialization as before, where we view the connection A as a k × k matrix of

1-forms, we can compute that the curvature is

FA = dA+A ∧A,

where the wedge product includes matrix multiplication and wedge product on the 1-forms.

If we choose local coordinates (x1, . . . , xn) on M in this local trivialization and let ∂i and ∇i denote

the tangent vector and covariant derivative (given by ∇A) in the xi direction, then

FA(∂i, ∂j) = ∇i ◦ ∇j −∇j ◦ ∇i.
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This is reminiscent of the usual definition of curvature in terms of second derivatives and the failure for

the commutator of first derivatives to be zero.

Moreover, under a gauge transformation g, we see that the action is

g : FA 7→ g−1FAg,

which confirms that FA is indeed a tensor, since it transforms in the correct manner.

Example. In the Riemannian geometry case, where E = TM and A is the Levi-Civita connection,

FA takes values in the skew-symmetric transformations of the fibres, so FA actually takes values in the

2-forms on M . This reflects two of the symmetries of the Riemann curvature tensor Rabcd: that it is

skew in the first and last pair of indices, i.e. Rbacd = Rabdc = −Rabcd. Another famous symmetry, that

it is invariant when we swap the first and last pairs of indices (Rcdab = Rabcd) is the statement that FA
is actually a symmetric map from 2-forms to 2-forms.

We also want to make one more observation about the curvature of a connection, which we leave as

an exercise.

Lemma 6.6. The curvature FA of a connection A satisfies the Bianchi identity:

dAFA = 0.

Remark. Before we conclude this section, we wish to ask the question: how can we describe the points

in the moduli space A/G? As we discussed before, this is the notion of gauge-fixing. If we fix a reference

connection A0, then all other connections are given by A = A0+ a for End(E)-valued 1-forms a. It turns

out that the linearisation at A0 of the action of the gauge group at the identity is given by:

A0 7→ A0 + dA0
u

for a section u of End(E). Hence, if we let d∗A0
denote the formal adjoint of dA0

, then we can impose the

Coulomb gauge condition

d∗A0
a = 0

to take care of the gauge freedom, at least near A0. The reason why is that if we impose d∗A0
dA0

u = 0

then

0 = ⟨d∗A0
dA0u, u⟩L2 = ∥dA0u∥2L2 ⇒ dA0u = 0,

as long as integration by parts is valid (say if M is compact or u is compactly supported. This is what

we mean by taking a slice for the action of the gauge group G. We then can describe points in A/G near

A0 as End(E)-valued 1-forms a satisfying d∗A0
a = 0.

6.2 Yang–Mills functional

We now wish to discuss one of the important objects in the study of gauge theory, which originates

from the study of particle physics. From this point on we need a Euclidean metric on the fibres of our

vector bundle E, so we shall assume this going forward. In particular, this means that the connections

A will be compatible with this metric and elements of the gauge group G will define fibrewise orthogonal

transformations on E.

Definition 6.7. For a connection A with curvature FA on an oriented Riemannian manifold (M, g), we

define the Yang–Mills energy of A by

E(A) =
∫
M

|FA|2 = ∥FA∥2L2 ,

when this is well-defined (for example, if M is compact). Since |g−1FAg|2 = |FA|2 for g ∈ G, the

Yang–Mills energy defines the Yang–Mills functional E : A/G → R on the moduli space A/G.

Remark. The Yang–Mills functional on the moduli space of connections will play a similar role to the

volume functional on the space of submanifolds. We did not stress the point at the time, but the volume

functional is also defined on a quotient space: the space of immersions modulo reparametrization by

diffeomorphisms of the domain, since the volume of submanifold is independent of its parametrization.
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A natural question to ask, just as we did for the volume functional, is: what are the critical points

for the Yang–Mills functional? To answer this, suppose we have a connection A which is critical for the

Yang–Mills functional, and let a be any End(E)-valued 1-form. We may then compute for a real number

t (recalling the formula for FA+ta):

E(A+ ta) =

∫
M

|FA+ta|2

=

∫
M

|FA + tdAa+ t2a ∧ a|2

= E(A) + 2t⟨FA,dAa⟩L2 +O(t2).

Differentiating this formula and setting t = 0 gives:

d

dt
E(A+ ta)|t=0 = 2⟨FA,dAa⟩L2

= 2⟨d∗AFA, a⟩L2 ,

where d∗A is the formal adjoint of dA that we saw before. We deduce the following result.

Lemma 6.8. A connection A is a critical point for the Yang–Mills functional if and only if d∗AFA = 0.

Hence, we make a corresponding definition.

Definition 6.9. A connection A is Yang–Mills if d∗AFA = 0.

Remark. Notice the similarities with the minimal submanifold condition: again, the Yang–Mills condi-

tion is a critical point condition for a functional and it is a second order partial differential equation on

the connection (since the curvature is first order in the connection).

The Yang–Mills condition is also elliptic (modulo gauge): this is not immediately clear, since we only

have the equation d∗AFA = 0, but if we recall the Bianchi identity dAFA = 0, then we see that Yang–Mills

connection can equivalently be defined by the elliptic system

dAFA = 0 and d∗AFA = 0.

Before we go any further, we should try to find some examples of Yang–Mills connections.

Example. A flat connection, i.e. with FA = 0, is a Yang–Mills connection.

Remark. The previous example of flat connections may seem like a trivial example, but it really isn’t!

Flat connections are related to representations of the fundamental group of the manifold, via their

holonomy: if you take a loop γ based at a point p and compute the holonomy of the connection around

γ then this will be independent of the choice of representative of the homotopy class of γ in π1(M) by

the flatness condition. Hence, flat connections are important from a topological viewpoint.

More than that, it was shown by Taubes that one can use this relation to interpret the Casson invariant

for rational homology 3-spheres in terms of gauge theory: specifically, as the Euler characteristic of the

moduli space A/G, where one considers E to have structure group SU(2) (so E is a complex rank 2 vector

bundle).

We now want to give a non-trivial example of a Yang–Mills connection, which we do on 4-dimensional

Euclidean space.

Example. Let (x0, x1, x2, x3) be coordinates on R4. We can identify R4 with the quaternions H by

(x0, x1, x2, x3) 7→ x = x0 + ix1 + jx2 + kx3,

where i, j, k are the imaginary units in H satisfying ij = k etc. We may then define a family of connections

Ac for c > 0 on R4 = H on a trivial vector bundle of rank 4 (with fibres identified with H on which

SU(2) = Sp(1) acts, viewed as multiplication by unit quaternions) by the formula:

Ac =
c2

1 + c2|x|2
Im(x̄dx),
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where x̄ denotes the quaternionic conjugate of x (i.e. x̄ = x0 − ix1 − jx2 − kx3 for x as above).

We can compute the curvature Fc of Ac as follows:

Fc = dAc +Ac ∧Ac

=
c2

(1 + c2|x|2)2
dx̄ ∧ dx

=
2

(1 + c2|x|2)2
(iω1 + jω2 + kω3)

where

ω1 = dx0 ∧ dx1 − dx2 ∧ dx3, ω2 = dx0 ∧ dx2 − dx3 ∧ dx1, ω3 = dx0 ∧ dx3 − dx1 ∧ dx2,

which are the standard anti-self-dual 2-forms on R4 we have seen before.

We therefore see that, since Fc = − ∗ Fc that the Bianchi identity implies that

d ∗ Fc = −dFc = 0 and hence d∗Fc = 0.

(We could also explicitly check this, of course.) This means that Ac is a family of Yang–Mills connections

on R4.

We may also compute their Yang–Mills energy, using the fact that |ω1|2 = |ω2|2 = |ω3|2 = 2:

E(Ac) =
∫
R4

|Fc|2

=

∫
R4

48c4

(1 + c2|x|2)4

= 48Vol(S3)

∫ ∞

0

r3

(1 + r2)4
dr

= 4Vol(S3) = 8π2,

which is independent of c! Notice that if we let σc : x 7→ cx then Ac = σ∗
cA1, so that we can think of the

1-parameter family as really defined by A1 up to rescaling.

Remark. We notice that as c → 0 in Ac we obtain the trivial flat connection A0. However, as c → ∞
we see that away from x = 0 we again obtain a flat connection (since |Fc|2 → 0 as c → ∞ for x ̸= 0),

but there is a singularity at x = 0. This singularity is removable in the sense that, we can define a new

connection away from x = 0 which is just the flat connection. This is the model example of how one and

take a limit of Yang–Mills connections and, although a singularity forms, it can be removed to still give

you a Yang–Mills connection. We also see that, in the notation above, σ∗
c−1Ac = A1, so if c→ ∞ we can

perform rescalings (with scale c−1 going to zero) to just see the fixed BPST instanton A1 in the limit.

Example. Suppose we take a trivial complex line bundle over R4 with structure group U(1). Then a

connection is just an imaginary 1-form iA and its curvature is an imaginary 2-form iF . (The fact that

they are imaginary is that the Lie algebra of U(1) is u(1) = iR.) If we split R4 = R⊕ R3 with t ∈ R we

can suggestively write

F = −dt ∧E+ ∗R3B

for 1-forms (on equivalently vector fields) E and B on R3 (which depend on t). We see that

dF = dt ∧ ∗R3

(
∂B

∂t
+ ∗dE

)
+ d ∗R3 B.

We may also see that if we use the Minkowski metric on R⊕ R3 then ∗(iF ) is identified with

dt ∧B+ ∗E

and hence its exterior derivative is

dt ∧ ∗(∂E
∂t

− ∗dB) + d ∗E.
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We therefore see that the Bianchi identity and the Yang–Mills conditions on the connection are equivalent

to

div(B) = 0,
∂B

∂t
= − curl(E)

div(E) = 0,
∂B

∂t
= curl(E),

which are, of course, Maxwell’s equations for the electric and magnetic fields E and B in the vacuum.

If we write

A = −ϕdt+A

for a 1-form (or vector field) A and function ϕ on R3 depending on t, then

F = dt ∧
(
∂A

∂t
+ dϕ

)
+ dA,

which says that

E = − gradϕ− ∂A

∂t
and B = curlA,

which is the way to view the electromagnetic field in terms of potentials. We see that the Bianchi identity

is automatically satisfied, and the gauge fixing condition d∗(iA) = 0 becomes

div(A) = −∂ϕ
∂t
,

so that Maxwell’s equations (or the Yang–Mills condition) just becomes the wave equation on A and ϕ

in this gauge. (If we had used the Euclidean metric, we would have instead arrived at Laplace’s equation,

as we might expect.)

6.3 Instantons in 4 dimensions

The examples of Yang–Mills connections we have seen are rather special because they satisfy first order

PDEs (e.g. FA = 0) on the connection that imply the second order PDE d∗AFA = 0. So, how can we

understand these special connections? Well, clearly, flat connections are absolute minimizers for the

Yang–Mills functional. Can we find other first-order PDE that imply that the connections which satisfy

it are absolute minimizers for E? (Clearly such connections would be somewhat analogous to calibrated

submanifolds.)

We are therefore led to make the following definition.

Definition 6.10. Let (M4, g) be an oriented Riemannian 4-manifold. A connection A overM is an ASD

instanton if its curvature satisfies:

FA = − ∗ FA ⇔ F+
A = 0,

where F±
A = 1

2 (FA±∗FA) is the projection onto the anti-self-dual or self-dual 2-forms. Here, ASD stands

for anti-self-dual, as one would expect. We can similarly define SD (or self-dual) instantons, but these

can just be exchanged with ASD instantons by changing the orientation on M .

Remark. If one works in a suitable gauge, one can view the ASD instanton condition as an elliptic

equation. In fact, if we consider the connection A + ta where A is an ASD instanton and a is an

End(E)-valued 1-forms then

F+
A = (FA + tdAa+ t2a ∧ a)+ = td+Aa+O(t2).

Hence, combining this observation with the Coulomb gauge condition, we see that the linearization of

the ASD instanton condition modulo gauge is

(d+A + d∗A)a = 0,

which is an elliptic system on End(E)-valued 1-forms. We also see that the expected dimension of the

moduli space of ASD instantons can be computed from the index of d+A + d∗A, which is a Dirac-type

operator.
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Example. The examples Ac that we saw before on R4 are ASD instantons, and A1 is called the BPST

instanton or standard instanton on R4.

Remark. We define the Yang–Mills connection Ac on R4, but since the energy is finite and the anti-self-

duality condition FA = − ∗ FA is conformally invariant, it also defines a Yang–Mills connection on S4.

In fact, it extends to a bundle E with structure group SU(2) and second Chern class c2(E) = 1 over S4.

Example. If we took the trivial complex line bundle over R4 with structure group U(1), then we can view

an ASD instanton A as simply a 1-form a on R4. The ASD condition d+a = 0 means that da = − ∗ da,
so differentiating both sides gives d∗da = 0. Whenever integration by parts is valid (which is when FA is

L2-integrable), one deduces that da = 0, which means that FA = 0, i.e. A is flat.

We can now make some elementary but important observations.

Lemma 6.11. ASD instantons are Yang–Mills.

Proof. Since FA = − ∗ FA, applying dA and using the Bianchi identity gives

dA ∗ FA = −dAFA = 0,

and thus d∗AFA = 0.

Our next result shows another similarity between ASD instantons and calibrated submanifolds.

Lemma 6.12. If M4 is compact, ASD instantons are absolute minimizers of the Yang–Mills energy.

Proof. For any connection A, since anti-self-dual and self-dual 2-forms are orthogonal on M , we have

that

E(A) = ∥F+
A ∥2L2 + ∥F−

A ∥2L2 ,

where F±
A denotes the projection of FA to the anti-self-dual or self-dual 2-forms depending on the sign.

We now consider

κ(E) = −
∫
M

tr(FA ∧ FA),

where tr denotes the trace of the endomorphism part of FA ∧ FA, so that κ(E) ∈ R. (It is important

to note that the trace does not depend on any choice of basis for the fibres of E.) Chern–Weil theory

implies that integrals of invariant polynomials in the curvature FA will lead to topological quantities,

i.e. only depending on the topology of the bundle E. In our setting, tr(FA ∧ FA) is invariant because of

the invariance of the trace. Hence, κ(E) depends only on the topology of E: it can be expressed in terms

of the first and second Chern classes of E when it is a complex vector bundle.

However, using the fact that F+
A ∧ F−

A = 0, we compute that

κ(E) = −
∫
M

tr(FA ∧ FA) = −
∫
M

tr(F+
A ∧ F+

A )− 2

∫
M

tr(F+
A ∧ F−

A )−
∫
M

tr(F−
A ∧ F−

A )

= −
∫
M

tr(F+
A ∧ ∗F+

A ) +

∫
M

tr(F−
A ∧ ∗F−

A )

= −∥F+
A ∥2L2 + ∥F−

A ∥2L2 .

Hence, we see that

E(A) = 2∥F+
A ∥2 + κ(E),

and thus ASD instantons (for which F+
A = 0) are the absolute minimizers of E(A).

Remark. We see that the same proof shows that SD instantons are also absolute minimizers of the

Yang–Mills energy, as we would expect. It also shows that for ASD instantons to exist on E we need

κ(E) ≥ 0, and that κ(E) = 0 implies that ASD instantons on E must be flat.

Remark. It is possible to find Yang–Mills connections on R4 which are not ASD instantons, but since

they are not minimizers and one needs to solve a second order PDE, rather than a first order one, these

are not so easy to find or describe.
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ASD instantons are the backbone of Donaldson theory which defines invariants for smooth 4-manifolds.

Though one needs the Riemannian metric to define ASD instantons, in good cases one can show that

the invariant one defines are independent of the choice of generic Riemannian metric. Surprisingly, the

invariants are able to detect to different smooth structures on the same underlying topological manifolds.

We are not going to get into the details of Donaldson theory, but a crucial point is that one needs to

understand the moduli space of ASD instantons.

Example. Consider the moduli space M of ASD instantons on R4 modulo gauge, with L2-integrable

curvature, which are asymptotic to the trivial flat connection (modulo gauge) and with a given trivializa-

tion at infinity (known as a framing). Suppose that the bundle E also has structure group SU(l). Then

one finds that the Yang–Mills energy of any ASD instanton A in M is

E(A) = 8π2k

where k ∈ N is called the charge (or instanton number) of the ASD instanton. Notice that the Yang–Mills

energy of the ASD instantons on R4 is “quantized” to be integer multiples of 8π2. Notice that the BPST

instanton has charge k = 1.

One finds that the moduli space M has dimension 4kl: this is a multiple of 4, so maybe there’s some

kind of quaternionic structure around? In fact, there is a natural hyperkähler metric on M, which is just

the L2 metric.

One particular issue we need to understand the non-compactness of the moduli space of ASD instan-

tons. We have already seen that non-compactness can occur, even in the simple case of R4 (or S4), so

what can we do to deal with this? The answer is the following important result, which is due to the work

primarily of Uhlenbeck.

Theorem 6.13. Let (M4, g) be a compact, oriented, Riemannian 4-manifold and let (An)n∈N ⊆ A be a

sequence of ASD instantons on the bundle E. After passing to a subsequence (which we still denote by

(An)), there is

� a finite set of points N = {p1, . . . , pm} ⊆M ,

� an ASD instanton A∞ on a bundle E∞ on M and

� a sequence of isomorphisms ρn : E∞|M\N → E|M\N

such that

� ρ∗nAn → A∞ as n→ ∞,

� for each pj ∈ N , if we take a sequence of suitable rescalings around pj then An converges to an

ASD instanton on R4 = TpjM , and

� |FAn
|2 → |FA∞ |2 + 8π2

∑m
j=1 δpj as currents, so κ(E) = κ(E∞) + 8π2m.

Remark. It is no coincidence that the 8π2 appears, which is the quantization of the energy of ASD

instantons on R4 that we saw earlier. This theorem gives an example of the “bubbling phenomenon”

that one sees ASD instantons at each point pj ∈ N “bubbling off” in the limit, but this information is

retained in the drop in energy of A∞ relative to An (which can also be measured purely in terms of the

topology of the bundles E and E∞). We also see the “removable singularity” phenomenon, that says

that we get a limit A∞ away from the points in N , but then A∞ extends as an ASD instanton across N

but on a possibly different bundle.

The theorem we have just described is crucial to developing the relevant compactness theory to develop

Donaldson theory, and any other application of ASD instantons to geometry and topology.
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6.4 Chern–Simons in 3 dimensions

We have so far seen two types of Yang–Mills connections: flat connections and ASD connections. In fact,

the two are related as follows.

Suppose our Riemannian manifold (M3, g) over which we are studying gauge theory is compact and

3-dimensional. (We would also typically take E to be a complex rank 2 vector bundle with structure

group SU(2).) Pick a reference connection A0 ∈ A and write A ∈ A as A = A0+a as usual. On [0, 1]×M
we can pullback the bundle E and define a connection A on this pullback bundle F by

A = A0 + sa

where s ∈ [0, 1]. We let the curvature of F and then make the following definition.

Definition 6.14. We define the Chern–Simons functional F on A (with respect to the reference A0) by

F(A) =

∫
[0,1]×M

tr(F ∧ F).

Equivalently,

F(A) =

∫
M

tr

(
a ∧

(
2FA0

+ dA0
a+

2

3
a ∧ a

))
.

when A = A0 + a.

To see the equivalence of the definitions we see that the curvature of A is given by

F = ds ∧ ∂A

∂s
+ FA0+sa

= ds ∧ a+ FA0 + sdA0a+ s2a ∧ a.

Given this we just derived, we see that

F(A) = 2

∫ 1

0

∫
M

ds ∧ tr
(
a ∧

(
FA0

+ sdA0
a+ s2a ∧ a

))
=

∫
M

tr

(
a ∧

(
2FA0 + dA0a+

2

3
a ∧ a

))
as claimed.

Example. If we work in a local trivialization and choose A0 to be the trivial flat connection, then in that

trivialization we have that the Chern–Simons integrand (also sometimes called the transgression form) is

tr

(
a ∧ da+

2

3
a ∧ a ∧ a

)
,

which may be a more familiar formula. Sometimes we can even choose A0 globally to be trivial, which

means this formula becomes global too.

We now consider the derivative of F :

F(A+ tȧ) = F(A) + t

∫
M

tr(ȧ ∧ 2FA0) + t

∫
M

tr(ȧ ∧ dA0a) + t

∫
M

tr(a ∧ dA0 ȧ) + 2t

∫
M

tr(ȧ ∧ a ∧ a)

+O(t2)

= F(A) + 2t

∫
M

tr(ȧ ∧ FA) +O(t2),

using the fact that ∫
M

tr(a ∧ dA0 ȧ) = −
∫
M

tr(dA0(a ∧ ȧ)) +
∫
M

tr(dA0a ∧ ȧ)

=

∫
M

tr(ȧ ∧ dA0
a)

by Stokes Theorem. We deduce the following.
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Lemma 6.15. The differential of F at A is

dFA(ȧ) = 2⟨ȧ, ∗FA⟩L2 .

Hence, dF is a well-defined closed 1-form on A/G and the critical points of F (or zeros of dF) are flat

connections.

Proof. The fact that the critical points are flat connections is clear. The fact that dF is closed is because

it is (at least locally) the derivative of a functional: one can also check explicitly that the formula defines

a closed 1-form. Finally, one sees that

dFA(dAu) = 2

∫
M

tr(dAu ∧ FA)

=

∫
M

tr(dA(u ∧ FA)) = 0,

using Stokes Theorem and the Bianchi identity dAFA = 0. Thus, dFA vanishes in the directions tangent

to the gauge orbits at A, and so descends to the quotient A/G.

This lemma shows that F well-defined locally on A/G, but what about globally? The answer is that

it is not well-defined globally, but only up to the periods of dF which is related to H1(A/G). In the

case when E is an SU(2) bundle, one finds that F is defined up to integers (or, more accurately, integer

multiples of 8π2), and so F can be viewed as an S1-valued function. One is then tempted to consider

F as a Morse function, so one wants to think about its gradient flow lines. One quickly sees from the

formula above that A(t) is a negative gradient flow line for F if and only if

∂

∂t
A(t) = − ∗ FA(t),

which is equivalent to saying that A = A(t) on R×M has curvature F satisfying

F = dt ∧ ∂

∂t
A(t) + FA(t)

= −dt ∧ ∗FA(t) + FA(t)

= − ∗ F,

i.e. F is an ASD instanton on R×M . It is this relation that is at the heart of Floer theory for 3-manifolds

and Taubes’s work on the Casson invariant.

Remark. It is interesting to notice that the negative gradient flow equation for A(t) above is not even

well-posed as an evolution equation on A(t). Therefore, the fact that it can be interpreted as the elliptic

equation (modulo gauge) given by the ASD instanton equation is crucial for the development of Floer

theory in this setting.

6.5 Monopoles in 3 dimensions

We have seen that by studying flat connections on 3-manifolds using Chern–Simons theory, we naturally

arrive at the ASD instanton equations in 4 dimensions. The question I want to now ask is: what happens

if we instead start with the ASD instanton equations in 4 dimensions and try to go down to 3 dimensions?

Do we just get flat connections or something else?

To this end, let us suppose that our 4-manifold is of the form R ×M3 for an oriented Riemannian

3-manifold (M, g) and we have the product metric on R×M . Suppose that our bundle E is the pullback

of a bundle from M . Then, if t ∈ R, we can write any connection on R×M as

A = ϕ(t)dt+A(t)

where A(t) is a family of connections onM and ϕ(t) is a family of sections of End(E). Let us suppose that

(A, ϕ) is independent of t and that A is an ASD instanton: this is the process of dimensional reduction

of the ASD condition.
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We see that the curvature F of A is:

F = −dt ∧ dAϕ+ FA,

so we see that A is an ASD instanton if and only if (A, ϕ) is a monopole in the following sense.

Definition 6.16. A monopole on an oriented Riemannian 3-manifold (M3, g) is a pair (A, ϕ) of a

connection A on a bundle E over M and a section ϕ of End(E) satisfying

FA = ∗dAϕ.

These are sometimes called the Bogomolny equations. The section ϕ is often called a Higgs field.

So it seems that we might get more than just flat connections when we reduce the ASD instantons

from 4 dimensions to 3. However, the next lemma shows that this is really not the case, at least for

compact manifolds.

Lemma 6.17. If M3 is compact, then a monopole (A, ϕ) necessarily has FA = 0, i.e. A is flat, and

dAϕ = 0.

Proof. If we differentiate both sides of the Bogomolny equations, we see that

dA ∗ dAϕ = dAFA = 0

by the Bianchi identity. Hence, our usual integration by parts trick shows that dAϕ = 0 and thus

FA = 0.

Hence, for monopoles to be interesting, we have to go to non-compact manifolds or allow our Higgs

fields to be singular. We will take the first approach and consider the case where M = R3 with the

Euclidean metric.

Example. If we take E to be a complex line bundle over R3 \ {0} with structure group U(1), then we

can identify the connection A with a vector field A and ϕ with a function V satisfying

curlA = gradV,

which is possibly familiar from the study of electromagnetism. Here, B = curlA is the magnetic field,

and the fact that curl ◦ grad = 0 means that curlB = 0 and so B is an isolated, radial magnetic field (and

there is no electric field). This is the reason why monopoles are sometimes called magnetic monopoles.

Example. If we use spherical polar coordinates (r, θ, ψ) on R3 \ {0}, so (r sin θ cosψ, r sin θ sinψ, r cos θ)

are Euclidean coordinates, then an explicit monopole with U(1) gauge group is given for k ∈ Z by

A =

{
ik
2 (1− cos θ)dψ, cos θ ̸= 1,

− ik
2 (1 + cos θ)dψ, cos θ ̸= −1,

and ϕ = i

(
m− k

2r

)
,

using that we have a transition function of eikψ on our complex line bundle on the overlap region where

cos θ /∈ {±1}, which is consistent with the fact that on the overlap region the difference in the definitions

of A is ikdψ. Note that

FA =
ik

2
sin θdθ ∧ dψ =

ik

2r2
volR3

and that ϕ is indeed a harmonic function.

This is the Dirac monopole with (signed) charge k, which we note is singular as we approach 0, as

we would expect.

Example. We now want to build a monopole with gauge group SU(2) on a trivial rank 4 vector bundle

on R3. We identify R3 = ImH, the imaginary quaternions as follows:

(x1, x2, x3) 7→ x = x1i+ x2j + x3k.

We then define a connection and Higgs field by

A = a(r) Im(x̄dx) and ϕ = b(r)x
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for functions a, b depending only on r = |x|. The monopole equation then becomes ODEs on the functions

a, b, which one can solve explicitly. Up to possible sign mistakes and constant factors, the smooth solutions

are (Am, ϕm) for m > 0 given by:

Am =

(
m

sinh(mr)
− 1

r

)
Im(x̄dx)

r
and ϕm =

(
m

tanh(mr)
− 1

r

)
x

r
.

This called the BPS monopole on R3 with mass m > 0. Notice that, although it looks singular at r = 0,

one sees that it is in fact well-defined as r → 0, and has that ϕm(0) = 0.

Example. If we consider monopoles on R3 with gauge group SU(2) so that |ϕ| has a finite limit at

infinity, then (under a few more technical assumptions, such as a framing at infinity) one has that

|ϕ| = m− k

2r
+ o(

1

r
),

where k ∈ N is called the charge of the monopole and m > 0 is called the mass.

The moduli space of such framed monopoles with fixed mass has dimension 4k: this is again a multiple

of 4! So, we can ask: is there a quaternionic structure? The answer is yes: the L2 metric on the moduli

space is hyperkähler.

Example. Since translations of R3 act on monopoles, we consider taking the quotient by this action and

removing the framing condition to obtain the moduli space of centred monopoles on R3 of fixed mass

m > 0. If we again choose gauge group SU(2), this moduli space now has dimension 4(k − 1) for charge

k. In the case k = 1 we obtain a point, which is the BPS monopole we saw above. For k = 2 we obtain a

hyperkähler 4-manifold, which turns out to be SU(2)-invariant and is called the Atiyah–Hitchin manifold.

Remark. We see that monopoles are critical points for the Yang–Mills–Higgs functional

E(A, ϕ) =
∫
M

|FA|2 + |dAϕ|2,

whenever this is well-defined.

7 Gauge theory and Kähler geometry

We now would like to start to discuss gauge theory in higher dimensions, and the easiest setting to do so,

just as in the case of calibrated geometry, is when the ambient manifold is Kähler. We recall that means

that we have a 2n-dimensional manifold M with a metric g with holonomy contained in U(n), so there

is a complex structure J on M and a Kähler form ω, which is a parallel non-degenerate 2-form on M .

7.1 Hermitian connections and holomorphic bundles

We will now restrict the bundles and connections we consider as follows.

Definition 7.1. Let E be a complex vector bundle of rank m with a Hermitian metric h on the fibres

of E. We say that a connection A on E is Hermitian (or unitary) if it is compatible with h, in the sense

that

d(h(u, v)) = h(dAu, v) + h(u,dAv)

for all sections u, v of E. The curvature FA of a Hermitian connection is skew-Hermitian, since d2 = 0

means that

0 = d2(h(u, v)) = h(FAu, v) + h(u, FAv),

for any sections u, v. In each fibre, FA takes values in u(m), the Lie algebra of U(m).

We now have some basic algebraic facts that will be useful when we look at the curvature of our

connections.
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We recall that on Cn with complex coordinates (z1, . . . , zn) we can decompose the complex k-forms

Λk(Cn)∗ on Cn into types:

Λk(Cn)∗ = ⊕p+q=kΛ(p,q)(Cn)∗,

where Λ(p,q)(Cn)∗ has basis given by

{dzi1 ∧ . . . ∧ dzip ∧ dz̄j1 . . . dz̄jq : 1 ≤ i1, . . . , ip, j1, . . . , jq ≤ n}.

We are only concerned with k = 1 and k = 2 which give

Λ1(Cn)∗ = Λ(1,0)(Cn)∗ ⊕ Λ(0,1)(Cn)∗ and Λ2(Cn)∗ = Λ(2,0)(Cn)∗ ⊕ Λ(1,1)(Cn)∗ ⊕ Λ(0,2)(Cn)∗.

This discussion clearly generalizes to any complex manifold, and hence to our Kähler manifold M .

Example. The Kähler form ω is a real (1, 1)-form.

Example. Consider the curvature FA of a Hermitian connection A, which we know takes values in

skew-Hermitian matrices at each point. It follows from this that the (0, 2) part F
(0,2)
A of FA determines

the (2, 0) part of FA.

The type decomposition allows us to decompose the exterior derivative as

d = ∂ + ∂̄

where

∂ : Ω(p,q)(M) → Ω(p+1,q)(M) and ∂̄ : Ω(p,q)(M) → Ω(p,q+1)(M).

Example. On functions on C, ∂̄ is just the Cauchy–Riemann operator, i.e. ∂̄f = 0 if and only if f is

holomorphic.

These considerations allow us to discuss holomorphic vector bundles and Cauchy–Riemann operators.

Definition 7.2. Let E be a complex vector bundle over a complex manifold M .

We say that E is holomorphic if it admits a complex structure so that projection from E to M is

holomorphic and is locally holomorphically trivial.

We can consider differential operators

∂̄ : Γ(E) → Ω(0,1)(M)⊗ Γ(E)

on which are C-linear and satisfy the Leibniz rule: these are Dolbeault operators. We say that ∂̄ is a

Cauchy–Riemann operator on E if ∂̄2 = 0.

It turns out that E is holomorphic if and only if it admits a Cauchy–Riemann operator ∂̄, which is

why ∂̄ is often called a holomorphic structure on E. We often write a holomorphic vector bundle with

the choice of holomorphic structure as (E, ∂̄).

Remark. If we are given any Hermitian connection A we can take the projection of dA to the (0, 1) part

to obtain a Dolbeault operator d
(0,1)
A : Γ(E) → Ω(0,1)(M) ⊗ Γ(E). However, we would not necessarily

have that d
(0,1)
A squares to zero, so it would not necessarily be a Cauchy–Riemann operator.

The previous remark suggests that there should be a condition on Hermitian connections which

guarantees that they induce a Cauchy–Riemann operator, or equivalently a holomorphic structure, on E.

This is indeed the case as we now see.

Proposition 7.3. Let A be a Hermitian connection on E satisfying F
(0,2)
A = 0. Then there is a unique

holomorphic structure ∂̄ on E such that d
(0,1)
A = ∂̄.

Conversely, if E admits a holomorphic structure ∂̄, then there is a unique Hermitian connection A

on E such that d
(0,1)
A = ∂̄ and F

(0,2)
A = 0. This connection is called the Chern connection of (E, ∂̄).

This result suggests that, since we are primarily interested in holomorphic bundles, we should restrict

attention to Hermitian connections satisfying F
(0,2)
A = 0. Recall that such connections would automati-

cally solve F
(2,0)
A = 0 as well.
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7.2 Hermitian Yang–Mills connections

We are now in the position to start looking at the gauge theory we are interested in, but to motivate it

I would like to do a little bit more algebra of complex forms.

Consider the following map on complex 2-forms α on Cn:

L(α) = ∗
(
α ∧ ωn−2

0

(n− 2)!

)
,

where we have to take care about how we extend the Hodge star to complex forms. We see that L takes 2-

forms to 2-forms and, if we choose the right extension of the Hodge star, it preserves type decomposition,

and so it is naturally to ask what the eigenvalues and eigenspaces of L are. We see that L is self-adjoint,

so it has real eigenvalues and must decompose the complex 2-forms on Cn into eigenspaces.

Proposition 7.4. The complex 2-forms on Cn decompose into the following eigenspaces of L:

{α : L(α) = (n− 1)α} = Span{ω0},

{α : L(α) = α} = Λ(2,0)(Cn)∗ ⊕ Λ(0,2)(Cn)∗,

{α : L(α) = −α} = Λ
(1,1)
0 (Cn)∗ ∼= su(n)⊗ C

= {α ∈ Λ(1,1)(Cn)∗ : α ∧ ωn−1
0 = 0} = {α ∈ Λ(1,1)(Cn)∗ : Λω0α = 0},

where Λω0 is the adjoint of wedge product with
ωn−1

0

(n−1)! .

Proof. This calculation is easy once one observes that L is invariant under the action of U(n), so by

Schur’s lemma the eigenspaces will correspond to irreducible representations of U(n).

We see that Λ(2,0)(Cn)∗ is an irreducible representation of U(n) so to find the eigenvalue of L on this

space we need only pick one element. It is straightforward to compute that

L(dz1 ∧ dz2) = dz1 ∧ dz2,

from which it follows that L has eigenvalue 1 on this space. The same also holds on Λ(0,2)(Cn)∗.
We clearly have that ω0 lies in Λ(1,1)(Cn)∗ and U(n) acts trivially on its span, so its span corresponds

to the trivial representation. We easily compute that

L(ω0) = ∗ ωn−1
0

(n− 2)!
= (n− 1) ∗ ωn−1

0

(n− 1)!
= (n− 1)ω0

as we wanted.

We see that the complex dimensions of the following spaces are

dimΛ2(Cn)∗ =

(
2n

2

)
= n(2n− 1) and dimΛ(2,0)(Cn)∗ = dimΛ(0,2)(Cn)∗ =

(
n

2

)
=
n(n− 1)

2
.

This means that

dimΛ
(1,1)
0 (Cn)∗ = n2 − 1.

Since the complexification of su(n) must lie in Λ2(Cn)∗, by dimension counting and matching, we see

that this must be isomorphic to Λ
(1,1)
0 (Cn)∗. We see that U(n) acts irreducibly on su(n), which means

that again we can restrict to a single element. For example, one may easily see that

α =
i

2
(dz1 ∧ dz̄1 − dz2 ∧ dz̄2) ∈ Λ

(1,1)
0 (Cn)∗

and that L(α) = −α as claimed.

Remark. Notice that the trace of the map L is 0.

Example. Note that if α = fω0 then

α ∧ ωn−1
0

(n− 1)!
= nf

ωn0
n!

= nf volCn ,
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so we see that

Λω0
α = nf.

Thus, if α ∈ Λ(1,1)(Cn)∗, we can decompose it as

α =
Λω0α

n
ω0 + α0

where α0 ∈ Λ
(1,1)
0 (Cn)∗. We can view Λω0α as the “trace” of α with respect to ω0.

Hence, if α ∈ Λ(1,1)(Cn)∗ we see that

L(α) =
(n− 1)Λω0

α

n
ω0 − α0

= (Λω0
α)ω0 − α.

We will see the utility of this formula shortly.

We now want to consider the interaction between the Hermitian condition and the Yang–Mills condi-

tion on a connection A on a Kähler manifoldM . As we indicated earlier, we want to consider holomorphic

bundles over M , and so we impose the condition F
(0,2)
A = 0. In this case, we see from the example above

that

FA ∧ ωn−2

(n− 2)!
= (ΛωFA)

ωn−1

(n− 1)!
− ∗FA.

We can differentiate the left-hand side and see that since dω = 0 and dAFA = 0 by the Bianchi identity,

we have that

dA

(
FA ∧ ωn−2

(n− 2)!

)
= 0.

Therefore, again using dω = 0, we know that

dA ∗ FA = dA(ΛωFA)
ωn−1

(n− 1)!
.

We deduce the following, where idE denotes the identity endomorphism on E, and recalling that FA is

skew-Hermitian. For the statement, we recall that a connection A is irreducible if it does not preserve

any proper subbundle of E.

Proposition 7.5. An irreducible Hermitian connection A with F
(0,2)
A = 0 is Yang–Mills if and only if

ΛωFA = iλ idE for a real constant λ.

This motivates the following definition.

Definition 7.6. A Hermitian connection A on E is Hermitian Yang–Mills (HYM) if

F
(0,2)
A = 0 and ΛωFA = iλ idE

for a real constant λ. Note that the argument leading up to Proposition 7.5 shows that HYM connections

are Yang–Mills, so the name is not too bad!

Example. Let M be a Kähler–Einstein manifold, i.e. the Ricci curvature of the Kähler metric g is a

constant multiple of g:

Ric(g) = κg.

Then one sees that if we take A to be the Levi–Civita connection on TM then A is Hermitian and

FA = iκω ⊗ idTM +(FA)
(1,1)
0 .

Hence, A is Hermitian Yang–Mills.

We now observe that we are actually not free to choose the constant λ in the definition of Hermitian

Yang–Mills connections, if M is compact. In this case we see that, by Chern–Weil theory, that

i

2π

∫
M

tr(FA ∧ ωn−1) =

∫
M

c1(E) ∧ ωn−1 := deg(E) ∈ Z,
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the degree of E, which only depends on the first Chern class c1(E) and the cohomology class [ω] of ω.

On the other hand, if A is Hermitian Yang–Mills then

i

2π
tr(FA ∧ ωn−1) = − 1

2πn
tr(λωn ⊗ idE)

= −λ rank(E)

2πn
ωn.

Integrating over M we deduce that

deg(E) = − (n− 1)!λ rank(E)Vol(M)

2π
,

since ωn/n! is the volume form on M .

This leads us to make the following definition.

Definition 7.7. We define the slope µ(E) of the bundle E over M as

µ(E) =
deg(E)

rank(E)
.

We see that if M is compact, then a Hermitian Yang–Mills connection with constant λ can only exist on

E if

λ = λ(E) := − 2πµ(E)

(n− 1)! Vol(M)
,

which is determined by the topology of E as the volume of M is fixed.

Remark. Complex line bundles are classified by their degree. In particular, a complex line bundle has

degree zero if and only if it is trivial.

For a complex vector bundle of rank at least 2, the degree can be zero and the bundle can still be

topologically interesting. For example, an important subclass of bundles E are those whose structure

group is a special unitary group SU(m), who then have c1(E) = 0 automatically and thus always have

deg(E) = 0.

Our remark shows that deg(E) = 0 can be interesting and in this setting we can rephrase the Hermitian

Yang–Mills condition in a neat way.

Proposition 7.8. Suppose that E over the compact Kähler manifold M of complex dimension n has

deg(E) = 0. Then a Hermitian connection A on E is Hermitian Yang–Mills if and only if

FA ∧ ωn−2

(n− 2)!
= − ∗ FA,

which is equivalent to saying that FA is of type Λ
(1,1)
0 .

Proof. This results follows from two observations. The first is that FA lies in Λ
(1,1)
0 if and only L(FA) =

−FA by Proposition 7.4. The second is that since deg(E) = 0 the Hermitian Yang–Mills equations reduce

to F
(0,2)
A = 0 and ΛωFA = 0. Since we observed that FA is skew-Hermitian, we know that F

(0,2)
A = 0 if

and only if F (2,0) = 0 as well, the result follows.

This looks suspiciously similar to the ASD condition, and it can be seen as a generalization to higher

dimensions in the following sense.

Example. Let M be a compact Kähler surface (i.e. with complex dimension n = 2) and let E have

deg(E) = 0 with a Hermitian connection A. Then A is an HYM connection if and only if it is an ASD

instanton.

Given this observation we can also ask whether HYM connections minimize the Yang–Mills energy in

the deg(E) = 0 setting. The answer is as expected.

Proposition 7.9. Let A be a Hermitian Yang–Mills connection on E with deg(E) = 0 on a compact

Kähler manifold M . Then A is an absolute minimizer of the Yang–Mills energy on E.
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Proof. We first see that, since the decomposition of the 2-forms into eigenspaces of L is orthogonal and

(2, 0) and (0, 2) forms are orthogonal, we have for any Hermitian connection A:

E(A) = 1

n
∥ΛωFA∥2L2 + ∥F (2,0)

A ∥2L2 + ∥F (0,2)
A ∥2L2 + ∥(FA)(1,1)0 ∥2L2 ,

using the obvious notation for (FA)
(1,1)
0 as the part of FA of type Λ

(1,1)
0 . We can also see that

κ(E) = −
∫
M

tr

(
FA ∧ FA ∧ ωn−2

(n− 2)!

)
is purely topological by Chern–Weil theory and we can compute:

= −n− 1

n
∥ΛωFA∥2L2 − ∥F (2,0)

A ∥2L2 − ∥F (0,2)
A ∥2L2 + ∥(FA)(1,1)0 ∥2L2 ,

using Proposition 7.4. We deduce that

E(A) = ∥ΛωFA∥2L2 + 2∥F (2,0)
A ∥2L2 + 2∥F (0,2)

A ∥2L2 + κ(E).

Since we have assumed deg(E) = 0, we deduce that HYM connections are indeed absolute minimizers of

the Yang–Mills energy E .

Remark. Notice that HYM connections on degree 0 bundles minimize the Yang–Mills energy amongst

all connections on E, not just the Hermitian ones.

7.3 Stability

We now come to one of the cornerstones in the study of Hermitian Yang–Mills connection, which is that

we can determined when such a connection exists purely in terms of complex algebraic geometry. This

is surprising because the Hermitian Yang–Mills condition is a nonlinear partial differential equation, and

so seems to be very much in the realm differential geometry. The theory of HYM connections is now one

of the paradigms showing how we can have an equivalence between algebro-geometric and differential

geometric problems.

Remark. A similar, but more complicated, version of this relation between algebraic and differential

geometry comes in the study of Kähler–Einstein metrics.

The key notion we need to introduce is stability for a holomorphic vector bundle.

Definition 7.10. A holomorphic bundle E on compactM is stable if and only if for all proper, non-zero,

coherent subsheafs E′ of E we have that the slopes satisfy

µ(E′) < µ(E).

(A coherent sheaf is a weaker notion than holomorphic vector bundle for which things like first Chern

class and rank, and thus µ, make sense.) We say that E is polystable if it is a direct sum of stable bundles,

possibly with the same slope.

Informally, a bundle is stable if it cannot be broken up into smaller pieces for which the slope µ is

larger.

The fundamental result in the field is the following theorem, often called the Donaldson–Uhlenbeck–

Yau Theorem because it was first proved by Donaldson for Kähler surfaces and then proved in general

by Uhlenbeck–Yau. To make the statement cleaner we restrict attention to irreducible connections on E,

meaning ones which do not preserve any proper subbundles of E.

Theorem 7.11. A holomorphic bundle over a compact Kähler manifold admits an irreducible Hermitian

Yang–Mills connection if and only if it is stable.

Remark. It we do not restrict to irreducible connections, then we have to allow the bundle to be

polystable, as should be clear.
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Remark. You may be wondering: where does the stability condition come from? Unfortunately this

will take me too long to explain, but it is from geometric invariant theory (GIT). The idea is that we

can complexify the action of the gauge transformations and look at the orbits of this complexified group

action. We can view the Hermitian Yang–Mills connections as critical points for the norm squared of

the moment map for the gauge group action, so we are motivated by the classical Kempf–Ness theorem:

that the norm will have a minimum on the complexified orbit if and only if the orbit is closed. This is

where stability comes from: it enables us to determine when the orbit will be closed (and this also shows

the links to coherent sheaves, because we need to look at “limits” of holomorphic bundles). Thus the

Donaldson–Uhlenbeck–Yau theorem can be seen as an infinite-dimensional analogue of the Kempf–Ness

theorem.

Example. To give some feeling for the stability condition, consider a proper holomorphic subbundle

(E′, ∂̄′) of a holomorphic bundle (E, ∂̄). Suppose that (E, ∂̄) admits a Hermitian metric so that the Chern

connection A is Hermitian Yang–Mills. (This can always be done if E admits an HYM connection.) We

can then restrict this metric to E′ and get a Chern connection A′ on E′.

Since E′ is a subbundle, we have an orthogonal decomposition E = E′ ⊕ F and with respect to this

splitting we can then write

∂̄ =

(
∂̄′ β

0 ∂̄F

)
,

where β is called the second fundamental form of E′.

If we let π′ denote the endomorphism of E which projects orthogonally to E′, we have the following

equation, which we can think of like the Gauss equation from the study of Riemannian submanifolds:

FA′ = π′ ◦ FA ◦ π′ + β ∧ β∗.

We then note that, since A is HYM, we have that

Λω(π
′ ◦ FA ◦ π′) = iλ(E) idE′

and thus

tr(π′ ◦ FA ◦ π′ ∧ ωn−1) =
iλ(E)

n
tr(idE′)ωn

= −2πiµ(E) rank(E′)

Vol(M)

ωn

n!
.

We also see that

i tr
(
Λω(β ∧ β∗)

)
≤ 0

with equality only if the connection A preserves E′.

Hence, we see that

µ(E′) =
deg(E′)

rank(E′)

=
i

2π rank(E′)

∫
M

tr(FA′ ∧ ωn−1)

=
i

2π rank(E′)

∫
M

tr(π′ ◦ FA ◦ π′ ∧ ωn−1) +
i

2πn rank(E′)

∫
M

tr Λω(β ∧ β∗)ωn

≤ µ(E)

Vol(M)

∫
M

ωn

n!
= µ(E),

and the equality must be strict if A is irreducible.

This does not quite show holomorphic bundles which admit HYM connections are polystable because

we need to worry about the possibility that E′ is only a proper coherent subsheaf of E, but it is a good

step in that direction.

The previous example gives the key argument at the heart of showing the “easy” direction in the

Donaldson–Uhlenbeck–Yau theorem, namely that holomorphic bundles admitting an irreducible HYM

connections are stable. To prove the other direction is “hard” and involves some sophisticated analysis.
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The analytic approach that works in generality is due to Uhlenbeck–Yau and is an example of the

continuity method. This method works schematically as follows.

We let (∗t) denote a family of equations for t ∈ [0, 1] so that (∗1) is the equation we actually want to

solve (in our case, this is the HYM condition) and so that (∗0) is easy to solve. The strategy then is to

introduce the set

S = {t ∈ [0, 1] : (∗t) has a solution}

and show that S is:

� non-empty,

� open and

� closed.

If we show this, then S = [0, 1] as [0, 1] is connected so, in particular, (∗1) has a solution, which is what

we wanted.

Let me comment on each of the steps.

� S ≠ ∅: this is trivial or easy because of our choice that (∗0) is easy to solve. Thus, 0 ∈ S.

� S is open: this typically amounts to an Implicit Function Theorem type argument. We suppose

that t0 ∈ S, so (∗t0) has a solution. We then linearize (∗t0) and aruge that that the linearization has

an appropriate surjectivity property, which then shows that we can solve (∗t) for all t sufficiently

near t0.

� S is closed: this is usually the hardest part. The challenge is that one needs to worry about solutions

to a sequence of equations (∗tj ) where tj → t0. The difficulty is that we have to argue that we can

take an appropriate limit of our solutions to get a solution to (∗t0). It is at this step that one can

encounter singular objects, since we are taking limits.

In our setting, the final step gives further credence that only may need to consider more singular objects

than subbundles.

One can say a lot more about the theory of Hermitian Yang–Mills connections but we shall leave it

there for now in these notes. Suffice it to say, they remain an active area of study and the links between

algebraic and differential geometry in this context continue to be explored.

We shall see the HYM connections re-appear in the context of special holonomy in the next section.

8 Gauge theory and special holonomy

Whilst the theory of Hermitian Yang–Mills connections is very interesting, it has a rather different

character to the low-dimensional gauge theory we saw earlier. We therefore now turn to the proposal for

gauge theory in higher dimensions due to Donaldson–Thomas, and subsequently expanded by Donaldson–

Segal. The idea here is to try to emulate the theory we saw when studying ASD instantons, Chern–Simons

theory and monopoles. To do so, we shall need to use extra structure on our ambient manifold, namely

special holonomy.

We continue to assume that E is a vector bundle of rank m over our manifold M with Euclidean

metrics on the fibres as usual.

8.1 Gauge theory on Calabi–Yau manifolds

We begin our discussion by returning to the Kähler setting, but we now additionally assume that M is

Calabi–Yau and of complex dimension at least 3. Recall that, if M has real dimension 2n (which we

are assuming is at least 6) then we have a metric g on M with Hol(g) ⊆ SU(n), a Kähler form ω and a

holomorphic volume form Υ.

We start with a simple but important observation.
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Lemma 8.1. Let α be a 2-form on Cn for n ≥ 3, and let ω0 and Υ0 be the standard Kähler form and

holomorphic volume form on Cn.
Then,

α ∧ ReΥ0 = 0 ⇔ α ∧ ImΥ0 = 0 ⇔ α(2,0)+(0,2) = 0,

where α(2,0)+(0,2) denotes the projections to the forms of type Λ(2,0)+(0,2).

Proof. Note that ReΥ0, ImΥ0 are of type Λ(3,0)+(0,3). We therefore see that the wedge product of α

with either of these forms is of type Λ(3,2)+(2,3) and is zero if and only if α(2,0)+(0,2) vanishes, using the

fact that Υ0 is nowhere vanishing.

Proposition 8.2. Let A be a connection on E over the Calabi–Yau M with Kähler form ω and holo-

morphic volume form Υ. Then the following are equivalent:

� FA ∧ ω(n−2)

(n− 2)!
= − ∗ FA;

� FA ∧ ImΥ = 0 and FA ∧ ωn−1 = 0;

� FA ∧ ReΥ = 0 and FA ∧ ωn−1 = 0;

� F
(2,0)+(0,2)
A = 0 and ΛωFA = 0;

� FA is of type Λ
(1,1)
0

∼= su(n).

Proof. The equivalence of the middle lines follows from the previous lemma and the definition of Λω as

the adjoint of wedge product with ωn−1. The equivalence of the first and last two lines follows from

Proposition 7.4.

This leads us to the following definition.

Definition 8.3. We say that a connection A on a Calabi–Yau n-fold M is an SU(n) instanton if

FA ∧ ω(n−2)

(n− 2)!
= − ∗ FA,

which is equivalent to saying that FA is pointwise of type Λ
(1,1)
0

∼= su(n).

Example. Suppose that E is a Hermitian vector bundle and A is Hermitian. Then A is an SU(n)

instanton if and only if it is Hermitian Yang–Mills with λ(E) = 0.

Remark. The name SU(n) instanton is not standard. Motivated by the previous example they are often

simply called Hermitian Yang–Mills. However, it is worth noting that SU(n) instantons make sense even

when the bundle E (and thus the connection) is not Hermitian (or even complex), so it would seem better

to use a different name.

We quickly see the following result, which is proved in an identically manner to the Hermitian Yang–

Mills case with λ(E) = 0.

Proposition 8.4. An SU(n) instanton A on a Calabi–Yau n-fold M is Yang–Mills. Moreover, if M is

compact, then A is an absolute minimizer for the Yang–Mills energy.

Example. If n = 2, so we are talking about Calabi–Yau 2-folds, then the SU(2) instanton condition is

just that A is an ASD instanton.

Example. Consider the Levi-Civita connection A on the tangent bundle of a Calabi–Yau n-fold M .

Since the metric g on M has holonomy Hol(g) ⊆ SU(n), by the Ambrose–Singer Theorem we know that

FA takes values in su(n) at each point, viewed as a subspace of the 2-forms at that point; i.e.

FA(u, v) ∈ Λ
(1,1)
0

∼= su(n)

for all u, v.

However, FA : Λ2T ∗M → Λ2T ∗m is symmetric by the symmetries of the Riemann curvature tensor,

so that means FA must pointwise be of type Λ
(1,1)
0 , i.e. A is an SU(n) instanton.

We will leave the discussion of gauge theory on Calabi–Yau manifolds here for now, given the overlap

with the study of Hermitian Yang–Mills connections. However, they shall reappear later in this section.
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8.2 Instantons in 8 dimensions

We now move on to the Donaldson–Thomas picture for gauge theory in higher dimensions, for which one

needs not just special holonomy, but exceptional holonomy.

We recall that we have parallel 4-form Φ0 on R8 which has stabilizer Spin(7). We may also recall that

there was distinguished subspace Λ2
7 of the 2-forms on R8. If we consider the map on 2-forms given

L(α) = ∗(α ∧ Φ0),

then Λ2
7 was the eigenspace with eigenvalue 3. Since L is self-adjoint, it must decompose the 2-forms

on R8 into orthogonal eigenspaces with real eigenvalues, and as L is Spin(7)-invariant these eigenspaces

must correspond to representations of Spin(7).

The orthogonal complement of Λ2
7 in Λ2T ∗M has rank 21 and so we write it as Λ2

21. Moreover, Λ2
21

must be isomorphic to the Lie algebra spin(7) of Spin(7), since spin(7) ⊆ so(8) ∼= Λ2(R8)∗ and Λ2
7 the

representation of Spin(7) as the double cover of SO(7) on R7. A short calculation, which we leave as an

exercise, yields the following result, which computes the eigenvalue of L on Λ2
21.

Lemma 8.5. We have an orthogonal decomposition Λ2(R8)∗ = Λ2
7 ⊕ Λ2

21 where

Λ2
7 = {α ∈ Λ2(R8)∗ : α ∧ Φ0 = 3 ∗ α} = {u ∧ v +Φ0(u, v, ., .) : u, v ∈ R8},

Λ2
21 = {α ∈ Λ2(R8)∗, : α ∧ Φ0 = − ∗ α} ∼= spin(7).

Remark. Knowing the eigenvalue of L on Λ2
7 determines what it must be on Λ2

21 since the trace of L

must be zero.

These observations lead us to define the following type of connections on Spin(7) manifolds (M8,Φ),

noting that the decomposition of 2-forms on R8 extends to M since Φ is pointwise identified with Φ0.

Definition 8.6. Let (M8,Φ) be a Spin(7) manifold and let π7 be the projection to the 2-forms of type

Λ2
7. A connection A is called a Spin(7) instanton if its curvature 2-form satisfies

FA ∧ Φ = − ∗ FA ⇔ π7(FA) = 0.

Note that the 2-form components of the curvature of a Spin(7) instanton take values in spin(7) at each

point.

Remark. The fact that these connections are called Spin(7) instantons further motivates the name of

SU(n) instantons we used earlier.

The definition of Spin(7) instanton should remind us somewhat of the ASD instanton condition in 4

dimensions. With that in mind, the next result should not be a surprise.

Proposition 8.7. A Spin(7) instanton is Yang–Mills. Moreover, if the Spin(7) manifold (M,Φ) is

compact, then Spin(7) instantons are absolute minimizers of the Yang–Mills energy.

Proof. By the now familiar trick, we differentiate both sides of the Spin(7) instanton condition and see

that

dA ∗ FA = −dA(FA ∧ Φ)

= −dAFA ∧ Φ− FA ∧ dΦ = 0,

by the Bianchi identity and the fact that Φ is parallel and thus closed.

If M is compact, we can do better and if we let π7, π21 denote the obvious projections on the 2-forms

on M then the Yang–Mills energy of any connection A on a bundle E is

E(A) = ∥π7(FA)∥2L2 + ∥π21(FA)∥2L2 .

On the other hand, Chern–Weil theory states that

κ(E) = −
∫
M

tr(FA ∧ FA ∧ Φ)
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is a topological quantity: this uses the fact that Φ is closed. Using the description of the decomposition

of the 2-forms into eigenspaces of the operator L we introduced above, we see that

κ(E) = ∥π21(FA)∥2L2 − 3∥π7(FA)∥2L2 ,

and hence that

E(A) = 4∥π7(FA)∥2L2 + κ(E).

This gives the claimed result.

We now claim that the Spin(7) instanton equation is elliptic modulo augue. To see this, if we let

P (A) = FA ∧ Φ+ ∗FA,

whose zeros are Spin(7) instantons, and we linearize this equation at a Spin(7) instanton A, then we

obtain the operator LAP which acts on End(E)-valued 1-forms a by:

LAP (a) = dAa ∧ Φ+ ∗dAa = π7dAa.

This equation is not elliptic, because it maps between bundles of the different ranks: T ∗M ⊗End(E) and

Λ2
7 ⊗ End(E). However, they differ in rank by 1, so if we include the Coulomb gauge condition d∗Aa = 0,

we obtain the equation:

a 7→ d∗Aa+ π7dAa,

which is now elliptic modulo gauge.

In fact, this operator may be identified with a negative Dirac operator, since there is a natural spin

structure on M so that the positive spinors are sections of Λ0 ⊕ Λ2
7 and negative spinors are sections of

T ∗M . Thus the index of the operator can be calculated, and so give us the expected dimension of the

moduli space of Spin(7) instantons as follows.

Theorem 8.8. Let A be a Spin(7) instanton on a bundle E with compact semi-simple structure group

G over a compact Spin(7) manifold M . Then the expected dimension of the moduli space of Spin(7)

instantons near A is

dim g(b1(M)− b0(M)− b27(M)) +
1

24

∫
M

p1(X)p1(F )−
1

12

∫
M

p1(F )
2 − 2p2(F ),

where g is the Lie algebra of G, b27(M) is the space of harmonic forms of type Λ2
7 on M , p1, p2 are the

first and second Pontryagin classes, and F is the endomorphism bundle of E or, equivalently, we can

take F to be the adjoint bundle gE.

The next obvious question is whether there are any Spin(7) instantons. We now tackle this question.

Example. A flat connection on a Spin(7) manifold is a Spin(7) instanton.

This example may seem trivial, but we have already seen the importance of flat connections in low

dimensions.

Example. Let A be the Levi-Civita connection on a Spin(7) manifold with metric g. Then since

Hol(g) ⊆ Spin(7), we must have by the Ambrose–Singer theorem that

FA(u, v) ∈ Λ2
21

∼= spin(7),

for all u, v. However, since FA : Λ2T ∗M → Λ2T ∗M is symmetric by the symmetries of the Riemann

curvature tensor, we deduce that

π7(FA) = 0

as required.

Example. Recall that we can write the Spin(7) 4-form on R8 = R4 ⊕ R4 as

Φ0 = dx0123 + dx′0123 −
3∑
j=1

ωj ∧ ω′
j ,
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where we have coordinates (x0, x1, x2, x3, x
′
0, x

′
1, x

′
2, x

′
3, x

′
4) on R4 ⊕ R4 and

ω1 = dx01 + dx23, ω2 = dx02 + dx31, ω3 = dx03 + dx12,

ω′
1 = dx′01 + dx′23, ω′

2 = dx′02 + dx′31, ω′
3 = dx′03 + dx′12.

Hence, if we let B be an ASD instanton on R4 and let π : R8 → R4 be the projection onto the first R4,

then we see that A = π∗B is a Spin(7) instanton:

FA ∧ Φ0 = FA ∧ dx′0123 = − ∗R4 FA ∧ dx′0123 = − ∗ FA,

where we used that FA ∧ ωj = 0 for all j.

Example. Suppose that M is a Calabi–Yau 4-fold with Kähler form ω and holomorphic volume form

Υ. Then M is a Spin(7) manifold with

Φ =
1

2
ω2 +ReΥ.

Suppose that A is an SU(4) instanton. Then we know that

FA ∧ ReΥ = 0 and FA ∧ ω2

2
= − ∗ FA.

Hence, A is a Spin(7) instanton.

Example. Consider the trivial bundle E with structure group Spin(7) on R8. There exists a 1-parameter

family (Ac)c>0 of Spin(7) instantons on E which are invariant under Spin(7) acting in the usual way on

R8, discovered independently by Fairlie–Nuyts and Fubini–Nicolai.

We may compute that, if r denotes the distance to the origin in R8, then

|FAc |2 ∼ c2

(1 + cr2)4
,

just like for the standard instanton we saw on R4. We see that as c → 0 we obtain the trivial flat

connection and as c→ ∞ we obtain a connection which is singular at the origin but flat everywhere else,

just as in the R4 case.

However, we notice that the Yang–Mills energy of Ac is always infinite, which is different from the R4

setting. In fact, it is known that there are no non-flat finite energy Yang–Mills connections on Rn except

when n = 4.

Again, the instantons are all equivalent after rescaling and A1 is often called the standard Spin(7)

instanton on R8.

We have some non-trivial Spin(7) instantons but they all have large gauge group, so we can we get

anything smaller?

Example. Let E be the trivial bundle with structure group SU(2) over the Bryant–Salamon Spin(7)

manifold (S−(S4),Φ). There is a non-trivial 1-parameter family (Ac)c>0 of Spin(7) instantons on E, due

to Clarke–Oliveira. As c → 0 one obtains the trivial flat connection, but as c → ∞ something more

interesting occurs, which we shall discuss later.

The idea of the construction is to use the high degree of symmetry of the problem to reduce the

Spin(7) instanton condition to ODEs, which one can then solve explicitly.

Given the previous example, it is natural to ask if one can find Spin(7) instantons with gauge group

SU(2) on compact Spin(7) manifolds. This can be done and was first achieved by Lewis. We shall discuss

how the construction goes later on.

The idea behind studying Spin(7) instantons is that one would want to “count” how many there are

on a given bundle E on a compact Spin(7) manifold (M,Φ). The hope would be that this count would

be an invariant of (M,Φ), meaning that if we deform the Spin(7) form Φ, then the count should stay the

same. This turns out to be too naive, but is still motivational.
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8.3 Chern–Simons in 7 dimensions

Given that we are trying to draw an analogy between the theory we have seen in low dimensions and

the higher dimensional gauge theories, and that we have a notion of instantons in 8 dimensions, it is not

unreasonable to study a Chern–Simons theory in 7 dimensions.

Suppose now that we have a compact 7-dimensional Riemannian manifold (M7, g) where Hol(g) ⊆ G2.

As we have seen, on such a G2 manifold there is parallel 3-form φ which in fact induces the metric g and

an orientation on M (and thus a Hodge star operator).

We pick a reference connection A0 ∈ A, the space of connections on our vector bundle E, and write

A ∈ A as A = A0 + a for an End(E)-valued 1-form a. On the 8-manifold [0, 1] ×M we can take the

pullback of E and a connection A on it with curvature F by

A = A0 + sa and F = ds ∧ a+ FA0 + sdA0a+ s2a ∧ a,

where s ∈ [0, 1]. Using this we have the following definition.

Definition 8.9. The Chern–Simons functional F on A (with respect to the reference A0) on a compact

G2 manifold (M,φ) is given by

F(A) =

∫
[0,1]×M

tr(F ∧ F ∧ ∗φ),

where we pullback ∗φ from M to [0, 1]×M . Equivalently,

F(A) =

∫
M

tr

((
2a ∧ FA0

+ a ∧ dA0
a+

2

3
a ∧ a ∧ a

)
∧ ∗φ

)
for A = A0 + a.

Of course, the dependence on A (or a) in this Chern–Simons functional is really the same as in the

3-dimensional case, so the same argument as there leads us to compute the differential of F .

Lemma 8.10. The differential of F at A is

dFA(ȧ) = 2⟨ȧ, ∗(FA ∧ ∗φ)⟩L2 .

Hence dF is a well-defined closed 1-form on A/G.

From this we are led to the following definition.

Definition 8.11. A connection A on a bundle over a G2 manifold (M,φ) is a G2 instanton if and only

if

FA ∧ ∗φ = 0.

These connections are the critical points of the Chern–Simons functional F .

Before we return to the Chern–Simons functional, we want to make some algebraic observations about

2-forms on R7. Consider the map

L(α) = ∗(α ∧ φ0)

acting from 2-forms to 2-forms on R7. This map is G2-invariant and so its eigenspaces must correspond

to representations of G2 on the 2-forms. In fact, we have the following.

Lemma 8.12. We can decompose Λ2(R7)∗ = Λ2
7 ⊕ Λ2

14 where

Λ2
7 = {α ∈ Λ2(R7)∗ : α ∧ φ0 = 2 ∗ α} = {v⌟φ0 : v ∈ R7}

Λ2
14 = {α ∈ Λ2(R7)∗ : α ∧ φ0 = − ∗ α} = {α ∈ Λ2(R7)∗ : α ∧ ∗φ0 = 0} ∼= g2,

the Lie algebra of G2.

Proof. We can prove this as follows. Write R7 = Rx ⊕ C3 and then we can write

φ0 = dx ∧ ω0 +ReΥ0,
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where ω0 is the Kähler form on C3 and Υ0 is the holomorphic volume form on C3. Then, we see that if

we let v = ∂x then

∗(v⌟φ0 ∧ φ0) = ∗
(
ω0 ∧ (dx ∧ ω0 +ReΥ0)

)
= 2 ∗ dx ∧ ω2

0

2!

= 2ω0

= 2(v⌟φ0).

Since G2 acts transitively on the 6-sphere S6, we deduce that v⌟φ0 is in the 2-eigenspace of L for all

v ∈ R7. Moreover, the map v 7→ v⌟φ0 is injective, so this means the 2-eigenspace of L is at least

7-dimensional.

We now observe that G2 is the subgroup of Spin(7) fixing any non-zero element, so g2 ⊆ spin(7) in

particular. Therefore, if we write R8 = Rt⊕R7 we see that the constant elements α ∈ spin(7) ⊆ Λ2(R8)∗

which have no dt component are the same as the elements which span g2 ⊆ Λ2(R7)∗. We then recall that

α ∧ Φ0 = − ∗R8 α

on R8 and that

Φ0 = dt ∧ φ0 + ∗φ0.

Since

∗R8α = dt ∧ ∗R7α

and

α ∧ Φ0 = α ∧ (dt ∧ φ0 + ∗φ0)

= dt ∧ α ∧ φ0 + α ∧ ∗φ0,

we see that L acts as −1 on g2 then the whole lemma is proved.

A corollary of this is the following.

Proposition 8.13. A connection A on a G2 manifold (M7, φ) is a G2 instanton if and only if

FA ∧ φ = − ∗ FA ⇔ π7(FA) = 0,

where π7 is the orthogonal projection to Λ2
7. Hence, G2 instantons are Yang-Mills.

Proof. The first part is immediate from the previous lemma. Differentiating both sides of the equation

as usual yields

dA ∗ FA = − ∗ dA(FA ∧ φ) = 0,

using the Bianchi identity dAFA = 0 and dφ = 0.

Unsurprisingly, we have the following minimization property for G2 instantons, whose proof follows

exactly the same lines as for Spin(7) instantons.

Proposition 8.14. If the G2 manifold (M7, φ) is compact, then G2 instantons are absolute minimizers

for the Yang–Mills energy.

Proof. If we let

κ(E) = −
∫
M

tr(FA ∧ FA ∧ φ)

for any connection A, then we see that the Yang–Mills energy of A is

E(A) = 3∥π7(FA)∥2L2 + κ(E),

which gives the result as κ(E) only depends on the topology of the bundle and [φ] by Chern–Weil

theory.

58



Jason D. Lotay Calibrated Geometry and Gauge Theory

We see that for the Chern–Simons functional on (M7, φ), the G2 instantons seem to play an analogous

role to the flat connections in Chern–Simons theory on 3-manifolds and we might be inclined to think

about Floer theory for F to build an invariant for G2 manifolds. For this, we would need to understand

gradient flow lines of F .

Lemma 8.15. Negative gradient flows lines for F on (M7, φ) are Spin(7) instantons on Rt ×M with

Spin(7) form Φ = dt ∧ φ+ ∗φ.

Proof. A negative gradient flow line for F is a family of connections A(t) on M satisfying

∂

∂t
A(t) = − ∗ (FA(t) ∧ ∗φ)

by Lemma 8.10. We see that if we let A = A(t) be the connection we can define on Rt ×M , then its

curvature F satisfies

− ∗ F = − ∗
(
dt ∧ ∂

∂t
A(t) + FA(t)

)
= ∗

(
dt ∧ ∗M (FA(t) ∧ ∗Mφ)− FA(t)

)
= FA(t) ∧ ∗φ− dt ∧ ∗MFA(t)

= F ∧ Φ

using some G2 algebra.

This shows that we are, at least formally, well set up for studying Floer theory for the Chern–Simons

functional on compact G2 manifolds. There are, of course, some key analytic issues to overcome to make

this picture anything like rigorous!

8.4 Monopoles in 7 dimensions

We have seen that G2 instantons and Spin(7) instantons are related, but what happens if we just di-

mensionally reduce the Spin(7) instantons to 7 dimensions? Do we just get G2 instantons or something

else?

To answer this question, we suppose that we have R ×M7 where (M7, φ) is a G2 manifold and we

put the product Spin(7) structure on R×M7, i.e.

Φ = dt ∧ φ+ ∗φ,

where t is the coordinate on R. Suppose that E is a bundle on M which we pull back to R ×M . We

suppose further that we have a connection A on E over R×M in the form

A = ϕdt+A

where (A, ϕ) are a t-independent connection onM and section of End(E) respectively. This is the familiar

dimension reduction technique, now applied to Spin(7) instantons.

As we saw before, the curvature F of A is:

F = −dt ∧ dAϕ+ FA.

Hence, we see on the one hand that

F ∧ Φ = (−dt ∧ dAϕ+ FA) ∧ (dt ∧ φ+ ∗φ)
= dt ∧ (FA ∧ φ− dAϕ ∧ ∗φ) + FA ∧ ∗φ.

On the other hand, we have that

− ∗ F = −dt ∧ ∗FA + ∗dAϕ.

Using the G2 algebra we have seen previously, we deduce that A is a Spin(7) instanton if and only if

(A, ϕ) is a G2 monopole in the following sense.
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Definition 8.16. A pair (A, ϕ) of a connection A on E and a section ϕ of End(E) (known as a Higgs

field) on a G2 manifold (M7, φ) is a G2 monopole if

FA ∧ ∗φ = ∗dAϕ.

Equivalently, G2 monopoles satisfy

FA ∧ φ+ ∗FA = dAϕ ∧ ∗φ.

Notice that G2 instantons are G2 monopoles with ϕ = 0.

We therefore see that the dimensional reduction of the Spin(7) instanton equation to 7 dimensions is

the G2 monopole equation. In particular, we note the following.

Example. Let (M7, φ) be a G2 manifold and let A be a G2 instanton on a bundle E over M . Then

(R×M,Φ) is a Spin(7) manifold if we choose

Φ = dt ∧ φ+ ∗φ,

where t is the R coordinate. By the discussion above, the pullback of A to (R × M,Φ) is a Spin(7)

instanton on the pullback of E.

However, just as in lower dimensions, we see that G2 monopoles do not yield anything beyond what

we have already seen on compact manifolds.

Lemma 8.17. Let (M7, φ) be a compact G2 manifold and let (A, ϕ) be a G2 monopole. Then A is a G2

instanton and dAϕ = 0.

Proof. We differentiate both sides of the G2 monopole equation to see that

dA ∗ dAϕ = dA(FA ∧ ∗φ) = 0

since dAFA = 0 (the Bianchi identity) and d ∗ φ = 0. Integration by parts then yields dAϕ = 0 as

required, as then A is a G2 instanton by definition.

Remark. Even though G2 monopoles only give G2 instantons on compact G2 manifolds we shall see

that this is not the case on non-compact G2 manifolds. In fact, part of the Donaldson–Segal programme

involves the study of G2 monopoles on non-compact manifolds.

This observation that G2 monopoles and G2 instantons essentially coincide on a compact G2 manifold

(M7, φ) is actually rather useful. The reason is that we know that A is a G2 instanton if and only if

there is Higgs field ϕ such that (A, ϕ) is a G2 monopole. Moreover, if A is irreducible then we know that

dAϕ = 0 forces ϕ to be constant.

If we then linearize the G2 monopole equation at (A, ϕ) in the direction (a, ψ) we obtain the equation

dAa ∧ ∗φ = ∗dAψ ⇔ −dAψ + ∗(dAa ∧ ∗φ) = 0.

If we include the Coulomb gauge fixing condition d∗Aa = 0, then we see that the linearized G2 instanton

condition can be expressed as the zeros of the map L from Ω0(End(E))⊕ Ω1(End(E)) to itself given by

L

(
ψ

a

)
=

(
0 −d∗A

−dA ∗(dA · ∧ ∗ φ)

)(
ψ

a

)
.

We see that the map L is elliptic and self-adjoint, which means that the G2 instanton condition is elliptic

and index 0. We deduce the following.

Theorem 8.18. Let A be a G2 instanton on a compact G2 manifold. The expected dimension of the

moduli space of G2 instantons near A is zero.

Remark. A direct consequence of this result is that one might hope, under favourable circumstances,

that the moduli space of G2 instantons on a compact G2 manifold is really 0 and, in fact, only consists

of finitely many points. Then one could simply count these points (possibly with signs) to get a possible

invariant for G2 manifolds. This turns out to be too naive, but nonetheless forms part of the Donaldson–

Thomas/Donaldson–Segal programme for gauge theory in higher dimensions.
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A key issue in obtaining the expected dimension of 0 is one needs a suitable space to perturb the

ambient G2 3-form φ in on the compact 7-manifold M7. If one restricts to G2 manifolds, then one needs

φ to stay closed and coclosed (for the metric and orientation it defines), i.e. dφ = 0 and d∗φφ = 0. It turns

out, perhaps surprisingly, that locally (up to diffeomorphisms), such deformations of φ are parametrized

by elements of H3(M): this is a result of Bryant and Joyce (independently).

Much of our discussion so far concerning G2 instantons only required algebraic properties of φ, rather

than differential ones, so many things pass through to the setting of general φ (not necessarily closed and

coclosed). However, one sees that if we define G2 instantons by

FA ∧ ∗φ = 0,

then differentiating both sides leads to

FA ∧ d ∗ φ = 0

by the Bianchi identity. Therefore, generically, this will give us an extra constraint on a G2 instanton

A and make the equation overdetermined, meaning that G2 instantons will not exist (even locally).

Therefore, it is natural to impose the constraint

d∗φφ = 0

when studying G2 instantons. It turns out that weakening to this setting, where φ is only coclosed,

gives an infinite-dimensional space in which to deform φ and allows us to guarantee that irreducible G2

instantons on compact M7 do indeed have 0-dimensional moduli spaces under generic choices of φ.

It should however be noted that the fact that φ need not be closed means not only that G2 instantons

are no longer necessarily Yang–Mills, but there is no topological energy identity for such G2 instantons.

This is a problem if one wants to show that the moduli space of G2 instantons is compact. If time permits,

we shall return to this issue later in this course and discuss possible remedies to this key problem.

Before we go any further with this discussion of moduli spaces and so on we should ask: are there

any G2 instantons or G2 monopoles? We now indicate that indeed there are many examples.

Example. Decompose R7 = R3 ⊕ R4 with the flat Euclidean metric and let πR3 , πR4 be the natural

projections.

� Let B be an ASD instanton on R4. Consider A = π∗
R4B. Then we can write

∗φ = volR4 −dx2 ∧ dx3 ∧ ω1 − dx3 ∧ dx1 ∧ ω2 − dx1 ∧ dx2 ∧ ω3,

where (x1, x2, x3) are Euclidean coordinates on R3 and ω1, ω2, ω3 is the standard triple of self-dual

2-forms on R4 we have seen before. We therefore see immediately that, since B is ASD,

FB ∧ ωi = 0 for all i ⇒ FA ∧ ∗φ = 0.

Hence, A is a G2 instanton.

� Let (B,ψ) be a monopole on R3 and let (A, ϕ) be the pullback of (B,ψ) under πR3 . Then

FA ∧ ∗φ = FA ∧ volR4 = ∗R3dBψ ∧ volR4 = ∗dAϕ,

and so (A, ϕ) is a G2 monopole.

These constructions give us many non-trivial examples of G2 instantons and monopoles on R7.

We now give a particularly important application of this construction.

Example. Use the notation of the previous example.

� Let Bc be the BPST or standard instanton on R4 with parameter c > 0. Then Ac = π∗
R4Bc is a

G2 instanton for all c, all of which have infinite Yang–Mills energy. We also see that as c → 0 Ac
tends to the trivial flat connection, but as c→ ∞ |FAc |2 concentrates along the associative 3-plane

R3 × {0}.
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� Let (Bm, ϕm) be the BPS monopole on R3 with mass m > 0. Then the pullback (Am, ϕm) to R7

by πR3 is a G2 monopole. We also see that as m→ ∞, |FAm
|2 concentrates along the coassociative

4-plane {0} × R4 and that ϕm vanishes along this same 4-plane for all m.

Example. On any G2 manifold, the Levi-Civita connection is a G2 instanton by the same Ambrose–

Singer argument we have seen in other settings.

Example. Let E be the trivial R7 bundle over Euclidean R7 with structure group G2. There is a

1-parameter family (Ac)c>0 of G2 instantons on E, constructed by Günaydin–Nicolai, which all have

infinite Yang–Mills energy since

|FAc
|2 ∼ c2

(1 + cr2)4

where r is the radial distance from 0.

They are all equivalent up to rescaling and are referred to as the standard G2 instanton on R7 by

analogy with the standard ASD instanton on R4. Again we notice that as c→ 0 we obtain the trivial flat

connection, and as c → ∞ the curvature becomes zero everywhere except at the origin where we have a

singularity.

Example. The first three complete holonomy G2 manifolds (which were constructed by Bryant–Salamon)

are Λ2
+T

∗S4, Λ2
+T

∗CP2 and S(S3).

� On Λ2
+T

∗S4 and Λ2
+T

∗CP2, Oliveira constructed 1-parameter families (Am, ϕm)m>0 of irreducible

G2 monopoles with gauge group SU(2) and SO(3) respectively. The parameter m is the mass of

the monopole, by analogy with what we saw for monopoles in R3. One way to understand the mass

is it is the limiting value of |ϕm| as we tend to infinity along the fibres in the bundles of self-dual

2-forms.

We again see that |FAm
|2 concentrates along the coassociatives S4 or CP2 as m→ ∞ and that ϕm

vanishes there for all m. Moreover, at each point x in S4 or CP2, on the normal space, which is a

copy of R3 and the fibre of Λ2
+ at x, one sees that (after rescaling) the pair (Am, ϕm) restricted to

the normal space converges to the same BPS monopole on R3 (for every x) as m→ ∞.

� On S(S3), work by Clarke, L.–Oliveira and (very recently) Stein–Turner shows that there are two

1-parameter families of irreducible G2 instantons with gauge group SU(2).

In the Clarke family one sees that there is a parameter c > 0 so that as c → ∞ the curvature of

the G2 instantons concentrates along the associative S3. Moreover, at each point x in S3, on the

normal space (which is now a copy of R4 and is the fibre of S at x) as c → ∞ we see the same

BPST instanton for every x as the limit of the G2 instantons as c→ ∞.

We now have G2 instantons and monopoles in many settings, but what we are missing is G2 instantons

with small gauge group (i.e. SU(2) or SO(3)) on compact holonomy G2 manifolds. These have been shown

to exist by Sá Earp–Walpuski, Walpuski, Menet–Sá Earp–Walpuski and Platt. We will discuss one of

these construction later, which involves calibrated geometry.

8.5 Instantons, Chern–Simons and monopoles in 6 dimensions

To finish this section I want to return to Calabi–Yau 3-folds to complete the Donaldson–Thomas picture.

To begin with I want to make an elementary observation.

Example. Let (M6, ω,Υ) be a Calabi–Yau 3-fold and let A be an SU(3) instanton on a bundle E over

M . We can define a G2 manifold (R×M,φ) by choosing

φ = dt ∧ ω +ReΥ,

where t is the coordinate on R. Then the pullback of A to (R ×M,φ) is a G2 instanton. This is most

easily seen by noting that

∗φ =
1

2
ω2 − dt ∧ ImΥ
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and recalling that

FA ∧ ω2 = 0 and FA ∧ ImΥ = 0

by the various equivalent ways of viewing SU(3) instantons.

In this way we can construct G2 instantons from SU(3) instantons, but what about the other way

round, i.e. what is the dimensional reduction of the G2 instanton equation to 6 dimensions?

We see that if we write a connection A on (R×M,φ) as in the example above as

A = ϕdt+A

in the now familiar way, we can then ask what conditions we obtain on (A, ϕ) which are equivalent to A
being a G2 instanton. If we let F be the curvature of A then

F ∧ ∗φ = (−dt ∧ dAϕ+ FA) ∧
(
1

2
ω2 − dt ∧ ImΥ

)
= −dt ∧

(
FA ∧ ImΥ + dAϕ ∧ ω2

2

)
+ FA ∧ ω2

2
.

We also compute that

F ∧ φ+ ∗F = (−dt ∧ dAϕ+ FA) ∧ (dt ∧ ω +ReΥ) + (dt ∧ ∗FA − ∗dAϕ)
= dt ∧ (FA ∧ ω + ∗FA − dAϕ ∧ ReΥ) + FA ∧ ReΥ− ∗dAϕ.

We deduce that A is a G2 instanton if and only if (A, ϕ) is a Calabi–Yau monopole in the following sense.

Definition 8.19. A pair (A, ϕ) of a connection A on a bundle E and a section ϕ of End(E) (called a

Higgs field) on a Calabi–Yau 3-fold (M6, ω,Υ) is a Calabi–Yau monopole if

FA ∧ ω2 = 0 and FA ∧ ReΥ = ∗dAϕ.

One can check that this is precisely the dimensional reduction of the G2 instanton equation to Calabi–Yau

3-folds given the calculations above. The second equation can also be equivalently be written

FA ∧ ImΥ + dAϕ ∧ ω2

2
= 0.

In fact, the equation

FA ∧ ω + ∗FA = dAϕ ∧ ReΥ

encodes the whole G2 monopole condition, but this formulation is actually rarely used.

As should now be familiar, we see that Calabi–Yau monopoles reduce to familiar objects when M6 is

compact.

Lemma 8.20. If (A, ϕ) is a Calabi–Yau monopole on a compact Calabi–Yau 3-fold, then dAϕ = 0 and

A is an SU(3) instanton.

Proof. This follows from the standard integration by parts argument.

Therefore again if we want Calabi–Yau monopoles which do not simply define SU(3) instantons, we

need to work on a noncompact Calabi–Yau 3-fold. Luckily, we have such an example.

Example. Recall that T ∗S3 admits a complete Calabi–Yau metric due to Stenzel. Oliveira showed that

there is a 1-parameter family (Am, ϕm) for m > 0 of Calabi–Yau monopoles on T ∗S3. The parameter,

which is again themass, is the limiting value of |ϕm| at infinity. As perhaps one would expect, ϕm vanishes

on S3 for all m and, as m → ∞, |FAm
|2 concentrates along the special Lagrangian S3. Moreover, one

sees the same BPS monopole on T ∗
xS3 ∼= R3 for each x ∈ S3 as the limit of (Am, ϕm) after rescaling as

m→ ∞.

I now want to conclude this section by completing the formal Donaldson–Thomas picture for gauge

theory in higher dimensions, which I will supplement with some ideas of Haydys. The key idea is to

introduce a complex Chern–Simons functional as follows.
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We have a vector bundle E over a compact Calabi–Yau 3-fold (M6, ω,Υ) and we fix a reference

connection A0 on E. We then consider [0, 1] × M with parameter s ∈ [0, 1] and for any connection

A = A0 + a on E we define a connection A with curvature F on the pullback of E to [0, 1]×M by

A = A0 + sa and F = ds ∧ a+ FA0
+ sdA0

a+ s2a ∧ a,

An important change now is that we consider a restricted space of connections

A0 = {A ∈ A : FA ∧ ω2 = 0}.

Notice that the gauge group G still acts on A0 by the gauge invariance of the curvature.

Remark. For those familiar with related theories, we are viewing FA ∧ ω2, or equivalently ΛωFA, as a

(real) moment map and so we are asking for connections whose curvature lies in the zero level set of the

moment map.

Definition 8.21. We define the complex Chern–Simons functional FC : A0 → C (with reference A0) on

the compact Calabi–Yau 3-fold (M6, ω,Υ) by

FC(A) =
1

2

∫
[0,1]×M6

tr(F2) ∧Υ.

Here, Υ is pulled back to [0, 1]×M and I have finally introduced the factor of 1/2 for convenience, which

I could have done all along! Equivalently, we may write

FC(A) =

∫
M

tr

((
a ∧ FA0

+
1

2
a ∧ dA0

a+
1

3
a ∧ a ∧ a

)
∧Υ

)
for A = A0 + a.

Now, when we think about gradient flow lines we have to be more careful because they are real objects

and FC is complex. To remedy this, we choose a phase and consider gradient flow lines with the given

phase. In other words, we can look at the differential of Re(e−iθFC). By our previous calculations, we

can readily compute the differential of Re(e−iθFC) as follows.

Proposition 8.22. The differential of Re(e−iθFC) at A ∈ A0 is given by

d
(
Re(e−iθFC)

)
A
(ȧ) = −⟨ȧ, ∗(FA ∧ Re(e−iθΥ))⟩L2 .

Hence, critical points of Re(e−iθFC) on A0 are SU(3) instantons. Moreover, d(Re(e−iθFC)) is a well-

defined closed 1-form on A0/G.

Proof. The proof is almost identical to the real case in 3 or 7 dimensions. The only main new point is

that, since we restrict to A0, we already have that FA ∧ ω2 = 0 and then FA ∧ Re(e−iθΥ) = 0 for any θ

forces A to be an SU(3) instanton. The other point is the change of sign (i.e. the additional minus sign)

which arises since ∗2 = −1 on 5-forms in 6 dimensions.

Remark. One can work with complex vector bundles and look at varying only the (0, 1) part of A, which

is the same as looking at Dolbeault operators ∂̄A on E, with critical points then being Cauchy–Riemann

operators satisfying the extra constraint given by ΛωFA = 0. This is the point of view taken in the

original Donaldson–Thomas paper. What we do here is very similar but less tied to complex geometry.

I now want to ask: what are the gradient flow lines for ReFC? The answer is, perhaps, unsurprising.

Lemma 8.23. Negative gradient flow lines for Re(e−iθFC) on Rt ×M6 are G2 instantons with respect

to the product G2 structure

φ = dt ∧ ω +Re(e−iθΥ) and ∗ φ =
1

2
ω2 − dt ∧ Im(e−iθΥ).
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Proof. Consider a negative gradient flow line A = A(t), which is the statement that

∂A(t)

∂t
= ∗(FA(t) ∧ Re(e−iθΥ)).

We see that if we let F be the curvature of A then

− ∗ F = −dt ∧ ∗FA − ∗∂A
∂t

and

F ∧ φ =

(
dt ∧ ∂A

∂t
+ FA

)
∧ (dt ∧ ω +Re(e−iθΥ))

= dt ∧
(
∂A

∂t
∧ Re(e−iθΥ) + FA ∧ ω

)
+ FA ∧ Re(e−iθΥ).

Using the fact that ∗2 = −1 on 1-forms on a 6-manifold and that G2 instantons are defined by the

equation F ∧ φ = − ∗ F, we obtain the desired result.

The big difference between our previous discussion is now that we have different flow lines depending

on the phase, so we can ask now whether we can connect two flow lines, i.e. two G2 instantons. This

would then be a connection on an 8-manifold Rs × Rt ×M6

A = A(s, t)

for connections A(s, t) on M6. These connections will have curvature

F = ds ∧ ∂A

∂s
+ dt ∧ ∂A

∂t
+ FA.

Since we are on an 8-manifold, it is perhaps natural to ask: when is A a Spin(7) instanton?

We first observe that

− ∗ F = −ds ∧ ∗∂A
∂t

+ dt ∧ ∗∂A
∂s

− ds ∧ dt ∧ ∗FA.

We then compute

Φ = ds ∧ φ+ ∗φ

= ds ∧ (dt ∧ ω +Re(e−iθΥ)) +
1

2
ω2 − dt ∧ Im(e−iθΥ)

is our natural Spin(7) form on Rs × Rt ×M6. We then see that

F ∧ Φ =

(
ds ∧ ∂A

∂s
+ dt ∧ ∂A

∂t
+ FA

)
∧
(
ds ∧ dt ∧ ω + ds ∧ Re(e−iθΥ) +

1

2
ω2 − dt ∧ Im(e−iθΥ)

)
= ds ∧

(
∂A

∂s
∧ 1

2
ω2 + FA ∧+Re(e−iθΥ)

)
+ dt ∧

(
∂A

∂t
∧ 1

2
ω2 − FA ∧ Im(e−iθΥ)

)
+ ds ∧ dt ∧

(
∂A

∂s
∧ Im(e−iθΥ) +

∂A

∂t
∧ (e−iθΥ) + FA ∧ ω

)
.

As usual, what looks like many equations is the same as just one, so we can look just at the dt term:

∗∂A
∂s

=
∂A

∂t
∧ 1

2
ω2 − FA ∧ Im(e−iθΥ).

Re-arranging and noting that ∗2 = −1 on 1-forms and that the complex structure J onM acts on 1-forms

by

J(a) = ∗
(
a ∧ 1

2
ω2

)
,

we deduce that
∂A

∂s
+ J

∂A

∂t
= ∗(FA ∧ Im(e−iθΥ)).

Of course, ∂
∂s + J ∂

∂t is nothing other than the Cauchy–Riemann operator on Rs × Rt = Cs+it and

the right-hand side is the gradient of Im(e−iθFC). We can therefore view our equation as a perturbed

J-holomorphic curve equation.
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Proposition 8.24. There is a correspondence between Spin(7)-instantons on Rs × Rt ×M6 for

Φ = ds ∧ (dt ∧ ω +Re(e−iθΥ)) +
1

2
ω2 − dt ∧ Im(e−iθΥ)

and solutions A(s, t) to the perturbed J-holomorphic curve equation

∂A

∂s
+ J

∂A

∂t
= ∗(FA ∧ Im(e−iθΥ))

on Cs+it ×M6.

Remark. In the original Donaldson–Thomas paper, one obtains SU(4) instantons rather than just

Spin(7) instantons because of the specializations they make there as discussed earlier.

Given all of this discussion, what is the upshot? The point is that one now can define a homology

theory associated to FC. The generators are gradient flow lines A(t) and the differential is given by

counting solutions A(s, t) to the perturbed J-holomorphic curve equation with boundary conditions given

by the gradient flows lines. In our setting, that means counting Spin(7) instantons A on Rs × Rt ×M

which interpolate between two G2 instantons A on Rt ×M .

The input for this homology theory is therefore a pair of critical points A−, A+ for FC, which are

SU(3) instantons on M or, equivalently, stable holomorphic vector bundles (or coherent sheaves). The

G2 instantons A then interpolate between A−, A+, so we have our homology H∗(A−, A+).

Altogether we obtain a category, now often called the homology or Donaldson category. The objects

in the category are the critical points A of FC, so the SU(3) instantons or stable bundles/sheaves on M ,

and the morphisms between objects A−, A+ in the category are the homology groups H∗(A−, A+) given

by the pair of critical points, whose generators are G2 instantons and differential is defined by Spin(7)

instantons.

In fact, this category has less structure than one would like, and so one defines a new category, often

called a Fukaya or Fukaya–Seidel category, where one has the same critical points (so SU(3) instantons)

but now the morphisms are not the homology groups H∗(A−, A+) but the full chain complex C∗(A−, A+),

equipped with the differential ∂ given by counting Spin(7) instantons as we have discussed.

The hope then is that this category C(M6) is then an invariant of the Calabi–Yau 3-fold M , which

is independent of the choice of Calabi–Yau structure (ω,Υ) up to continuous deformation (or, perhaps,

changes in some controlled way). One can then hope to extract other invariants, such as numbers, from

this category. This is the main part of the overall picture suggested by Donaldson–Thomas for gauge

theory in higher dimensions.

Remark. Th Fukaya–Seidel category is an example of an A∞-category, which I won’t explain, but means

that the category has a lot more structure on it than I have explained.

9 Links between calibrated submanifolds and gauge theory

We have already seen started to see some hints about how calibrated submanifolds and gauge theory are

related. In this final section of material in the course, we will discuss these relations in more detail, and

see how this is related to key questions in the field.

9.1 Bubbling

When discussing the deformation theory problems for calibrated submanifolds or for the various notions

of instantons we have introduced, we have focused on the issues of the dimension and smoothness (or

otherwise) of the moduli space. These are local properties of the moduli space. However, when seeking

to define invariants, as we hope to do, one has to be concerned with global properties of the moduli

space. In particular, there is the key issue of compactness. More specifically, it is will typically be the

case that the moduli space is noncompact, and so one has to understand what the appropriate notion of

compactification should be.

The compactification problem is not one that is solved in general. However, we do know a lot about

the potential issues that will arise to build the compactification, which turn out to be quite general. To

begin with, I will start with the setting that we shall have throughout this section.
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� Let (Mn, g) be a compact, oriented, n-dimensional Riemannian manifold.

� Let η be an (n− 4)-form on M which is a calibration.

� Let E be a vector bundle over M with Euclidean metrics on its fibres and let A be the space of

connections on E which are compatible with these metrics.

Remark. Not all of the assumptions on M and E are strictly necessary. One can allow M to be

noncompact and for E to have noncompact gauge group, but then not all of the statements which I will

make will hold, or will only hold under appropriate technical conditions.

We now want to define the class of connections for which we can examine the compactness problem.

Definition 9.1. A connection A ∈ A on (M, g, η) is an η-instanton if and only if

FA ∧ η = − ∗ FA,

where FA is the curvature of A. (Notice that the η-instanton condition makes sense precisely because η

has degree n− 4.)

We see that all of the instantons we have seen are η-instantons.

Example. If n = 4, then we can just take η = 1 and see that η-instantons are ASD instantons.

Example. If n = 2m and (M, g) is Calabi–Yau with Kähler form ω then SU(m) instantons are η-

instantons for η = ωm−2/(m− 2)!.

Example. If n = 7 and (M, g) is a G2 manifold with 3-form φ, then taking η = φ gives that η-instantons

are G2 instantons.

Example. If n = 8 and (M, g) is a Spin(7) manifold with 4-form Φ, then taking η = Φ gives that

η-instantons are Spin(7) instantons.

The usual arguments we have seen give the following.

Proposition 9.2. An η-instanton is Yang–Mills and the Yang–Mills energy of any η-instanton is deter-

mined topologically by

−
∫
M

tr(FA ∧ FA ∧ η).

We then want to discuss of how compactness can fail. The results we describe are based on the

combined work of a large number of people, including Uhlenbeck, Price, Nakajima, Tian, Tao–Tian and

Smith–Uhlenbeck.

We begin with the following key result, which bears many similarities to the ASD case.

Theorem 9.3. Let (Ak)k∈N ⊆ A be a sequence of η-instantons on E over M . After passing to a

subsequence (which we still denoted by (Ak)), there is

� a closed subset N ⊆M of (Hausdorff) dimension at most n−4 with finite (n−4)-Hausdorff measure

(so Hn−4(N) <∞),

� an η-instanton A∞ on a bundle E∞ on M \N and

� for any neighbourhood T of N ⊆M a sequence of isomorphisms ρk : E∞|M\T → E|M\T

such that

� ρ∗kAk → A∞ as k → ∞,

� for Hn−4-almost every point p ∈ N , the normal space νp(N) ∼= R4 exists and if we take a sequence

of suitable rescalings around p, then Ak|νp(N) converges to a nontrivial ASD instanton B(p) on

R4 = νp(N), and

� |FAk
|2 volM → |FA∞ |2 volM +δN as currents, where the support of the current δN is N .
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Remark. Here we notice a subtle point: it is not currently known in general that the bundles E∞ and

E are in fact isomorphic outside of N . This is why we introduce the neighbourhood T in the statement

above. We can replace with T with N above in the case of SU(m) instantons.

This is what we mean by bubbling : along the subset N , we see ASD instantons concentrating on the

normal spaces to N . We say that the ASD instanton B(p) has “bubbled off” at p. We might also call N

the bubbling locus.

Example. Let Bc be the standard ASD instanton on R4 with scale c > 0. Taking c = k for k ∈ N and

gives a sequence Bk of ASD instantons on R4 concentrating at 0. Letting π : R7 → R4 be the projection

onto a coassociative R4 and letting Ak = π∗Bk gives a sequence of G2 instantons on R7. We see that

everything holds as in the theorem above where M = R7, A∞ is the trivial flat connection and N = R3

is associative.

Given the example above, we would expect that the bubbling locus N has more structure, and indeed

it does. We recall that for possibly singular objects like N we do not expect to obtain a tangent space

when we zoom in at a point. However, we should expect to see a tangent cone since “zooming in” means

acting by dilations, and so the object we see should be invariant under dilations. However, a fundamental

result of Tian says that N is actually quite close to being smooth.

Theorem 9.4. Recall the bubbling locus N above. For Hn−4-almost all p ∈ N we have that the tangent

space TpN exists and

η|TpN = volTpN ,

i.e. the tangent spaces to N are η-calibrated.

Remark. In fact, N is rectifiable, so is essentially the union of a C1-submanifold and a null set.

Example. For G2 instantons, we have that the smooth part of the bubbling locus N is associative.

We should pause for a moment and notice a major difference with the ASD case: the η-instanton A∞
we find is currently only defined on M \N . In fact, we can do better as follows.

Theorem 9.5. There is a closed subset S ⊆ N with zero (n− 4)-Hausdorff measure such that (E∞, A∞)

extends to M \ S such that A∞ is an η-instanton.

Remark. The set S is called the singular set of A∞. In the n = 4 case, S is necessarily the empty set,

which is a consequence of the removable singularities theorem of Uhlenbeck.

Finally, we should talk about the analogue of the energy conservation result we had for ASD instantons.

Here, the answer isn’t quite as nice, but is the following, where we need to recall that E is the Yang–Mills

energy and B(p) is the ASD instanton bubbling off at p ∈ N .

Theorem 9.6. There is an upper semi-continuous function Θ : N → (0,∞) such that

Θ(p) ≥ E(B(p))

for almost all p ∈ N and ∫
M

|FAk
|2 volM →

∫
M

|FA∞ |2 volM +

∫
N

Θη|N .

The reason why the function Θ appears is that more than just the ASD instanton B(p) could bubble

off. At different scales one could see more bubbles than just the biggest one: imagine a big sphere with a

bunch of smaller spheres attached. The technical term is that one has a “bubble tree”. The expectation

is that Θ(p) should be the energy of the whole bubble tree which appears at p, and not just E(B(p)).

Remark. Recall that if we have an SU(3) or G2 monopole (A, ϕ) on a noncompact Calabi–Yau or G2

manifold M , then we have a notion of mass m > 0 of the monopole, which is determined by the limit

of |ϕ| at infinity. If we have a sequence of such monopoles (Ak, ϕk)k∈N with fixed mass mk = m then,
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under suitable technical assumptions due to the noncompactness of M , one expects to obtain the same

bubbling results as above in the instanton setting.

However, there is an additional phenomenon which we can expect to see if the mass mk is allowed

to tend to infinity. In this case, we now should have an additional bubbling locus which is a rectifiable

codimension 3 subset N along which we see monopoles on R3 bubbling off (at almost every point).

Moreover, the smooth part of N should be special Lagrangian or coassociative depending on whether we

are in the Calabi–Yau or G2 setting, and the limiting monopole (A∞, ϕ∞) that we find has a Higgs field

which should vanish along N .

These predictions are proved under some additional technical hypotheses by Fadel–Nagy–Oliveira,

but are expected to hold in more generality.

9.2 Reverse bubbling for G2 instantons

We now return to the problem that we have left open until now, which is the question of existence of G2

instantons with “small”, but nonabelian, gauge group G (which will be SO(3) for examples, but is in any

case always compact and semisimple) on compact 7-manifolds with G2 holonomy. The key idea is to try

to “reverse” the bubbling process which we have described above.

Remark. Similar results will also hold for Spin(7) instantons on compact manifolds with Spin(7) holon-

omy, but we will restrict to the G2 case just to streamline the discussion and because it is slightly simpler

and further developed.

We start with the following data.

� Let (M7, φ) be a compact G2 manifold

� Let N be a compact associative 3-fold M .

� Let G be a compact semisimple Lie group and let E be a principal G-bundle over M .

� Let A be a connection on E which is G2 instanton on (M,φ).

Remark. It may seem strange to assume the existence of a G2 instanton when we want to construct

one, but the point is that A could be a trivial example of a G2 instanton. In fact, as we shall see, for the

concrete examples we will take A to be a flat connection, which is easy to find.

Our goal then is to realize A as the limit of a 1-parameter family of G2 instantons on M , where we

bubble off ASD instantons B(p) on R4 = νp(N) along the bubbling locus given by our initial choice of

associative N .

As it stands, this is not a reasonable hope since, as we know, G2 instantons are expected to be appear

in 0-dimensional moduli spaces, not continuous families. To remedy this, we suppose the following.

� Let (φt)t∈(−ϵ,ϵ) for ϵ > 0 be a 1-parameter family of closed 3-forms with φ0 = φ all inducing metrics

with holonomy contained in G2 (so they are parallel for the metrics they define).

Remark. Such a family is easy to find, given φ, since it can be defined by any choice of cohomology

class in H3(M), by work of Joyce. More specifically, if we take a harmonic representative ζ of a class in

H3(M) (using the metric defined by φ) then φt will be a small perturbation of φ + tζ for t sufficiently

small.

Given this family (φt)t∈(−ϵ,ϵ), our aim then is to try to find G2 instantons on (M,φt) converging to

A, at least for some values of t arbitrarily close to 0.

Remark. As we shall see, we will only find G2 instantons t on one side of 0, i.e. for either t > 0 or t < 0

but not both.

69



Jason D. Lotay Calibrated Geometry and Gauge Theory

We now want to study the “bubbles”. To that end, let us suppose that we fix a moduli space M of

framed ASD instantons on R4 with finite Yang–Mills energy on a principal G-bundle E0. We then want

to choose our ASD instanton “bubbles” B(p) ∈ M for p ∈ N .

The issue that we now have to face is: how do the ASD instantons B(p) vary with p ∈ N? To

understand this, we first make a construction.

Definition 9.7. We have a natural action of SO(4) on M and on the frame bundle Fr(ν(N)) of the

normal bundle of N . We also have actions of the gauge group G on M and on E|N . We can then define

the moduli bundle B over N as an associated bundle as follows:

B = (Fr(ν(N))× E|N )×SO(4)×G M.

The fibres of B are each a copy of the moduli space M of ASD instantons on R4.

Remark. The point of the construction of B is that we coherently identify ASD instantons on R4 with

connections on νp(N) and the bundles E0 and E|N at each point p ∈ N .

Using this construction, our question becomes: how do we choose a distinguished section B of B? As

we might expect, it should be an elliptic first order PDE on B. Therefore, we need to understand the

derivative of B. Since we have connections on ν(N) and E|N , we have a natural connection and thus a

covariant derivative ∇⊥ on sections of B. If we have a vector field X on N and B is a section of B then

we can ask, where does ∇⊥
XB live? The answer is the following.

Definition 9.8. We define the vertical moduli bundle V as

V = (Fr(ν(N))× E|N )×SO(4)×G TM,

which we can view naturally as a vector bundle over B, where the fibres are tangent spaces to the moduli

space M of ASD instantons.

Then, for a section B of B and a vector field X on N , we have that ∇⊥
XB is a section of B∗V.

The fibres of V are copies of TM, on which we have a quaternionic structure (as we noted earlier)

given by three orthogonal complex structures (J1, J2, J3) satisfying the quaternionic relation J1J2J3 = −1.

Recall that, given an oriented orthonormal basis {e1, e2, e3} for N (which actually exists globally), we

had a quaternionic structure on each normal space of N , so νp(N) ∼= H, identifying cross product by

e1, e2, e3 with the action of J1, J2, J3 on H (or i, j, k if you prefer).

Example. If we take the Dirac operator /D on ν(N), then it can be written as

/Dv =

3∑
i=1

ei ×∇⊥
eiv =

3∑
i=1

Ji∇⊥
eiv

for sections v of ν(N).

With this in mind, we can clearly build the following operator on N .

Definition 9.9. The Fueter operator F is defined on sections B of B by

F(B) =

3∑
i=1

Ji∇⊥
eiB ∈ Γ(B∗V),

where {e1, e2, e3} is an oriented orthonormal frame on N . A solution B to

F(B) = 0

is called a Fueter section.

Remark. You should think of the Fueter operator as a nonlinear version of the Dirac operator. It is

nonlinear because the map B takes values in the manifold M at every point, rather than a vector space

(as in the case of normal vector fields, for example).
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An obvious question is: why do Fueter sections have anything to do with G2 instantons? We can

understand this as follows. At every point p ∈ N , we can identify νp(N) = R4 and write ∗φ at p as

∗φ = volR4 −e2 ∧ e3 ∧ ω1 − e3 ∧ e1 ∧ ω2 − e1 ∧ e2 ∧ ω3,

where {e1, e2, e3} is an oriented orthonormal coframe at p ∈ N and ω1, ω2, ω3 are the usual triple of

orthogonal self-dual 2-forms on R4 = νp(N). Given a section B of B we can build a connection A0 on

E|N which so that A0|νp(N) is an ASD instanton for all p. Hence, we see that impose the G2 instanton

condition

FA0
∧ ∗φ = 0

will lead to the following.

� If we take components α of FA0
at p which are 2-forms on νp(N) = R4 then α ∧ ∗φ = 0 is the

statement that α is anti-self-dual. This is exactly guaranteed by the choice that B is a section of B
and so A0|νp(N) is an ASD instanton.

� If we take components α of FA0
at p which are combinations of 1-forms on νp(N) and TpN , then

one can check that α ∧ ∗φ = 0 precisely gives that B is a Fueter section, i.e. F(B) = 0.

Remark. One might ask about the third possibility that we take components of FA0 which are 2-forms

on N . These components do not play a role because when we rescale as the bubbles form these terms in

FA0
∧ ∗φ will automatically go to zero.

We are now have everything we need to reverse the bubbling construction. The idea is to construct a

family of connections At which are approximately G2 instantons using the Fueter section B for t small,

then perturb them to genuine G2 instantons using the Implicit Function Theorem. However, to make

this strategy work, we need to know that all the operators we need to use are surjective. To do that, we

make additional assumptions about N , A and B.

Recall the Dirac operator /D on N that we introduced when discussing the deformations of N and

which we saw again above.

Definition 9.10. A compact associative N in (M,φ) is unobstructed if coker/D = {0}, i.e. /D is surjective.

Since /D is self-adjoint, this is the same as saying that ker /D = {0}, i.e. N is rigid.

We suppose that N is unobstructed so that the linearized deformation operator /D is surjective.

We also need the following condition.

Definition 9.11. Let A be a G2 instanton on E. Consider the elliptic self-dual complex

Ω0(M ; gE)
dA−→ Ω1(M ; gE)

∗φ∧dA−→ Ω6(M ; gE)
dA−→ Ω7(M ; gE),

where gE is the adjoint bundle. We say that A is acyclic if the cohomology of the above complex vanishes.

In particular, this means that A is rigid and unobstructed.

We therefore suppose that A is acyclic, which in particular means that the linearized deformation operator

∗φ ∧ dA surjects onto the kernel of dA acting on gE-valued 6-forms.

We are therefore only left with worrying about the surjectivity of the linearized Fueter operator

L = dFB at the Fueter section B. We observe that L is a self-adjoint elliptic operator on sections of B∗V
(since it is a Dirac operator). As we now see, this means that L cannot be surjective.

Example. Suppose that B is a Fueter section. Since there is an action of rescaling on the fibres of ν(P )

and on R4 preserving the ASD instanton condition, we have an action of dilation σλ on B for λ > 0. Then

σ∗
λB is a Fueter section for all λ > 0, so Fueter sections always come in at least 1-parameter families.

The example above shows that L always has at least 1-dimensional kernel since it contains the element

vB =
d

dλ
σ∗
λB|λ=1,

which will be non-zero. Hence, L can not be surjective as it is self-adjoint. Therefore the best case

scenario is that we suppose that

dimkerL = 1
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and thus kerL = cokerL is spanned by vB .

We now just need one last piece of the puzzle to finish our discussion. Since we have assumed that

A is acyclic (and thus rigid) and that N is rigid, we can apply the Implicit Function Theorem to deduce

the following.

Lemma 9.12. Making ϵ smaller if necessary, for all t ∈ (−ϵ, ϵ) there exists a G2 instanton At on E over

(M,φt) and a compact associative Nt in (M,φt), which are deformations of A0 = A and N0 = N .

As a result, we can build moduli bundles Bt and Fueter operators Ft. Since we have assumed that the

linearization of F = F0 has 1-dimensional kernel, which is spanned by vB , we may deduce the following.

Lemma 9.13. Let B be a Fueter section such that L = dFB has 1-dimensional kernel. Then, making

ϵ smaller if necessary, for all t ∈ (−ϵ, ϵ) there are sections Bt with B0 = B of the moduli bundles Bt
satisfying

Ft(Bt) = −µ(t) d

dλ
σ∗
λBt|λ=1

for a smooth function µ : (−ϵ, ϵ) → R with µ(0) = 0.

We now have our final key definition.

Definition 9.14. We say that a Fueter section B is unobstructed if

dimker dFB = 1 and µ′(0) ̸= 0.

In other words, that the function µ crosses through 0 transversely.

We therefore suppose we have an unobstructed Fueter section B.

The idea now is to glue the G2 instantons At to the family of ASD instantons along N given by the

unobstructed Fueter section B to give an approximate G2 instanton. The sign of µ is then crucial: when

µ is positive is when one can choose ASD instantons of non-zero size. These connections we get will

be approximate G2 instantons which are then perturbed to genuine G2 instantons Ãt via the Implicit

Function Theorem.

If we assume that µ′(0) > 0, we obtain the following result, due to Walpuski.

Theorem 9.15. Let ϵ > 0 and suppose that

� (M7, φt) is a smooth family of compact G2 manifolds for t ∈ (−ϵ, ϵ);

� N3 is a compact unobstructed associative in (M,φ0);

� A is an acyclic G2 instanton on a principal G-bundle E over (M,φ0);

� B is an unobstructed Fueter section with µ′(0) > 0.

Then, making ϵ smaller if necessary, there exist G2 instantons Ãt on a bundle Ẽ over (M,φt) for t ∈ (0, ϵ)

such that Ãt → A away from N as t → 0 and, after rescaling, the ASD instanton B(p) bubbles off at

each p ∈ N as t→ 0.

Remark. This theorem has the following disturbing consequence. We see that on the bundle Ẽ a G2

instanton on (M,φt) spontaneously appears as we cross from t < 0 to t > 0. This strongly suggests that

a naive count of G2 instantons on a compact G2 manifold cannot produce an invariant, since the count

changes by 1 as we cross t = 0 in the family of G2 manifolds (M,φt). It also suggests that to build an

invariant from G2 instantons one also needs to take into account how many unobstructed associatives

there are. This shows the complexity of the problem but also how inextricably linked calibrated geometry

and gauge theory are in higher dimensions.
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9.3 G2 instantons on compact G2 manifolds

We now want to use the ideas from the previous subsection to construct examples of G2 instantons with

structure group SO(3) on compact G2 manifolds. It turns out that we have to modify the construction

very slightly, but the idea is really the same.

To start with, we need to know which compact G2 manifold we are looking at. This is provided by

work of Joyce.

Consider the flat 7-torus T 7 with the standard 3-form φ0 (which is defined on R7 but we can equally

define it on flat T 7). There is a finite subgroup Γ ∼= Z3
2 of G2 acting on T 7 by isometries preserving φ0

so that M0 = T 7/Γ is a flat G2 orbifold and so that the orbifold locus (which are the fixed points of Γ)

is a compact associative 3-fold N .

The associative 3-fold N is a disjoint union of a finite number of flat totally geodesic T 3’s and T 3/Z2’s.

At each point p ∈ N , the normal space νp(N) = R4/Z2 (which is not surprising as N is the orbifold

locus).

Now, we know that T ∗S2 is a hyperkähler 4-manifold which is asymptotic to R4/Z2 and that N×T ∗S2

has a natural 3-form which defines a metric with holonomy contained in G2. In fact, there is a 1-parameter

family of such 3-forms for t > 0 given by:

φNt = dθ1 ∧ dθ2 ∧ dθ3 − t2
3∑
i=1

dθi ∧ ωi,

where (θ1, θ2, θ3) are standard coordinates on N and {ω1, ω2, ω3} is the triple of orthogonal closed self-

dual 2-forms on T ∗S2 defining the hyperkähler structure. Here t2 corresponds to the size of the S2 in

T ∗S2.

Given this, we can glue T ∗S2 along N to give a smooth 7-manifold M and glue φ0 to φNt for each

t > 0 to get a closed 3-form φt which is approximately coclosed. Fundamental work of Joyce, using a

very delicate perturbation argument, gives the following.

Theorem 9.16. For all t ∈ (0, ϵ) for ϵ > 0 sufficiently small, there is a small perturbation φ̃t of φt on

M , which lies in the same cohomology class in H3(M), such that (M, φ̃t) is a compact G2 manifold with

holonomy equal to G2.

We now see how to modify the reverse bubbling construction we had above. We have the compact

unobstructed associative N in M0 because of its description as the orbifold locus. We can find flat SO(3)

connections A on M0 which are acyclic using appropriate elements of the orbifold fundamental group.

We then just need to replace R4 by T ∗S2 and consider moduli spaces M of ASD instantons on T ∗S2

instead. In fact, there is a moduli space M of ASD instantons on T ∗S2 with structure group SO(3) which

consists of a single point B. Hence, the Fueter section that we pick is just the constant section B, which

is then automatically unobstructed for trivial reasons.

Altogether we can apply the same ideas as in the reverse bubbling to get the following result, also

due to Walpuski.

Theorem 9.17. Making ϵ > 0 smaller if necessary, for all t ∈ (0, ϵ) there is an irreducible G2 instanton

Ãt on a principal SO(3)-bundle Ẽ over (M, φ̃t).

Remark. We also see that the G2 instantons bubble off the ASD instanton B along N as t→ 0 and Ãt
converges to the original flat connection A away from N .

9.4 Mirror Symmetry

In this final subsection, I want to discuss one more link between calibrated geometry and gauge theory

which is motivated by Mirror Symmetry.

I will discuss the simplest version of Mirror Symmetry which says that compact Calabi–Yau 3-folds

can come in mirror pairs: (MA, ωA,ΥA) and (MB, ωB,ΥB). The idea is that the symplectic geometry

of (MA, ωA) (with the choice of holomorphic volume ΥA) is “exchanged” or is related to the complex

geometry of (MB,ΥB) (with choice of Kähler form ωB). The two sides are called the A-side or A-model

and the B-side or B-model, respectively.
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Under Mirror Symmetry, certain calibrated geometry on the A-side is supposed to correspond to

certain gauge theory on the B-side. More specifically, on the A-side one is supposed to think about

special Lagrangian submanifolds N , which are defined using the symplectic structure ωA, since this

defines the Lagrangians, plus the choice of ΥA. On the B-side, instead one is supposed to think about

Hermitian Yang–Mills connections A, particularly on degree 0 bundles which are then SU(3) instantons,

but in any case are defined primarily using the complex geometry of ΥB, as well as with the Kähler form

ωB.

The easiest case is where one takes an SU(3) instanton A on the B-side on a complex line bundle with

gauge group U(1). In this case, one is supposed to look at compact special Lagrangians N on the A-side.

However, it is easy to see that this correspondence cannot make sense because the SU(3) instanton A has

a complex moduli space, whereas the moduli space of N is definitely not complex.

However, there is a natural way to complexify the space of special Lagrangians, and that is to think of

pairs (N,B) where N is a compact special Lagrangian and B is a flat U(1)-connection on N . Remember

that the moduli space of deformations ofN has dimension b1(N) and deformations of flat U(1)-connections

are also locally described by b1(N), so at least the numbers make sense. One can argue more convincingly

why the space of pairs (N,B) is a complexification of the special Lagrangian moduli space, but I will not

discuss this.

The proposal then is that the space of pairs (N,B) of a compact special Lagrangian and a flat

U(1)-connection is related to the space of SU(3) instantons on the mirror Calabi–Yau 3-fold in some way.

Let us consider the simplest possible case of all which is when MA = MB = C3. Of course, this is

not compact, but you can just replace C3 by flat torus if you like. Let us suppose that N is a special

Lagrangian which is a graph of u : R3 → R3, i.e.

N = {x+ iu(x) x ∈ R3}.

Suppose that B is a flat U(1) connection on N . Then we can pullback B via u to be a flat connection on

R3. Since the bundle over R3 is trivial, we can write this pullback of B, which we still call B, as

B = ib

for a real closed 1-form b on R3.

Now, what is Mirror Symmetry suppose to do to the pair (N,B) or, equivalently, the pair (u, b)?

Well, if we choose coordinates (x1, x2, x3) on R3 and we write

u = (u1, u2, u3) and b = b1dx1 + b2dx2 + b3dx3

for functions ui : R3 → R, then the “mirror” U(1)-connection A on C3 should be given by

A = ib1dx1 + ib2dx2 + ib3dx3 + iu1dy1 + iu2dy2 + iu3dy3

where (x1 + iy1, x2 + iy2, x3 + iy3) are the complex coordinates on C3.

So, is A an SU(3) instanton? Well, one can can check that the pair (u, b) defines and pair (N,B) of

a special Lagrangian and a flat U(1) connection on N if and only if A as defined satisfies

FA ∧Υ = 0 and Im(ω + FA)
3 = 0.

The second equation is equivalent to

FA ∧ ω2

2
+

1

6
F 3
A = 0.

We see that this is not the same as the Hermitian Yang–Mills or SU(3) instanton conditions where the
1
6F

3
A term is removed. These connections have a name and are called deformed Hermitian Yang–Mills

connections. They can be defined more generally on Kähler manifolds and have received quite a lot of

study recently amid hopes that one can obtain a similar theory to Hermitian Yang–Mills connections, for

example a Donaldson–Uhlenbeck–Yau-type theorem or Hitchin–Kobayashi correspondence.
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