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Abstract

Strong stability preserving (SSP) time discretizations were developed for use with spatial discretizations of partial differential equations that are strongly stable under forward Euler time integration. SSP methods preserve convex boundedness and contractivity properties satisfied by forward Euler, under a modified timestep restriction. We turn to implicit Runge–Kutta methods to alleviate this timestep restriction, and present implicit SSP Runge–Kutta methods which are optimal in the sense that they preserve convex boundedness properties under the largest timestep possible among all methods with a given number of stages and order of accuracy. We consider methods up to order six (the maximal order of SSP Runge–Kutta methods) and up to eleven stages. The numerically optimal methods found are all diagonally implicit, leading us to conjecture that optimal implicit SSP Runge–Kutta methods are diagonally implicit. These methods allow a larger SSP timestep, compared to explicit methods of the same order and number of stages. Numerical tests verify the order and the SSP property of the methods.
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1 Strong Stability Preserving Runge–Kutta Methods

Strong stability preserving (SSP) Runge–Kutta methods are high-order time discretization methods that preserve the strong stability properties—in any norm or semi-norm—satisfied by a spatial discretization of a system of partial differential equations (PDEs) coupled with first-order forward Euler time-stepping [30, 28, 9, 10]. These methods were originally developed for the numerical solution of hyperbolic PDEs to preserve the total variation diminishing property satisfied by specially designed spatial discretizations coupled with forward Euler integration.

In this work we are interested in approximating the solution of the ODE

$$u_t = F(u),$$

arising from the discretization of the spatial derivatives in the PDE

$$u_t + f(u, u_x, u_{xx}, ...) = 0,$$

where the spatial discretization $F(u)$ is chosen so that the solution obtained using the forward Euler method

$$u^{n+1} = u^n + \Delta t F(u^n),$$

satisfies the monotonicity requirement

$$||u^{n+1}|| \leq ||u^n||,$$

in some norm, semi-norm or convex functional $|| \cdot ||$, for a suitably restricted timestep

$$\Delta t \leq \Delta t_{FE}.$$

If we write an explicit Runge–Kutta method in the now-standard Shu–Osher form [30]

$$u^{(0)} = u^n,$$

$$u^{(i)} = \sum_{k=0}^{i-1} (\alpha_{i,k} u^{(k)} + \Delta t \beta_{i,k} F(u^{(k)})), \quad \alpha_{i,k} \geq 0, \quad i = 1, \ldots, s,$$

$$u^{n+1} = u^{(s)},$$
then consistency requires that $\sum_{k=0}^{i-1} \alpha_{i,k} = 1$. Thus, if $\alpha_{i,k} \geq 0$ and $\beta_{i,k} \geq 0$, all the intermediate stages $u^{(i)}$ in (3) are simply convex combinations of forward Euler steps, each with $\Delta t$ replaced by $\frac{\beta_{i,k}}{\alpha_{i,k}} \Delta t$. Therefore, any bound on a norm, semi-norm, or convex functional of the solution that is satisfied by the forward Euler method will be preserved by the Runge–Kutta method, under the timestep restriction $\frac{\beta_{i,k}}{\alpha_{i,k}} \Delta t \leq \Delta t_{FE}$, or equivalently

$$\Delta t \leq \min \frac{\alpha_{i,k}}{\beta_{i,k}} \Delta t_{FE},$$

(4)

where the minimum is taken over all $k < i$ and $\beta_{i,k} \neq 0$.

These explicit SSP time discretizations can then be safely used with any spatial discretization that satisfies the required stability property when coupled with forward Euler.

**Definition 1. [Strong stability preserving (SSP)]** For $\Delta t_{FE} > 0$, let $\mathcal{F}(\Delta t_{FE})$ denote the set of all pairs $(F,\|\cdot\|)$ where the function $F : \mathbb{R}^m \to \mathbb{R}^m$ and convex functional $\|\cdot\|$ are such that the numerical solution obtained by the forward Euler method (2) satisfies $\|u^{n+1}\| \leq \|u^n\|$ whenever $\Delta t \leq \Delta t_{FE}$. Given a Runge–Kutta method, the SSP coefficient of the method is the largest constant $c \geq 0$ such that, for all $(F,\|\cdot\|) \in \mathcal{F}(\Delta t_{FE})$, the numerical solution given by (3) satisfies $\|u^{(i)}\| \leq \|u^n\|$ (for $1 \leq i \leq s$) whenever

$$\Delta t \leq c \Delta t_{FE}.$$  

(5)

If $c > 0$, the method is said to be strong stability preserving under the maximal timestep restriction (5).

A numerical method is said to be contractive if, for any two numerical solutions $u, v$ of (1) it holds that

$$\|u^{n+1} - v^{n+1}\| \leq \|u^n - v^n\|.$$  

(6)

Strong stability preserving methods are also of interest from the point of view of preserving contractivity; in [4] it was shown that the SSP coefficient is equal to the radius of absolute monotonicity, which was shown in [22] to be the method-dependent factor in determining the largest timestep for contractivity preservation.

If a particular spatial discretization coupled with the explicit forward Euler method satisfies a strong stability property under some timestep restriction, then the implicit backward Euler method satisfies the same strong
stability property, for any positive timestep [14]. However, all SSP Runge–Kutta methods of order greater than one suffer from some timestep restriction [10]. Much of the research in this field is devoted to finding methods that are optimal in terms of their timestep restriction. For this purpose, various implicit extensions and generalizations of the Shu–Osher form have been introduced [10, 8, 6, 14]. The most general of these, and the form we use in this paper, was introduced independently in [6] and [14]. We will refer to it as the modified Shu–Osher form.

The necessity of a finite timestep restriction for strong stability preservation applies not only to Runge–Kutta methods, but also to linear multistep and all general linear methods [31]. Diagonally split Runge–Kutta methods lie outside this class and can be unconditionally contractive, but yield poor accuracy for semi-discretizations of PDEs when used with large timesteps [25].

Optimal implicit SSP Runge–Kutta methods with up to two stages were found in [16]. Recently, this topic was also studied by Ferracina & Spijker [7]; in that work, attention was restricted to the smaller class of singly diagonally implicit Runge–Kutta (SDIRK) methods. They present optimal SDIRK methods of order $p = 1$ with any number of stages, order $p = 2$ with two stages, order $p = 3$ with two stages, and order $p = 4$ with three stages. They find numerically optimal methods of orders two to four and up to eight stages. Based on these results, they conjecture the form of optimal SDIRK methods for second- and third-order and any number of stages.

In this work we consider the larger class of all Runge–Kutta methods, with up to eleven stages and sixth-order accuracy. Our search for new SSP methods is facilitated by known results on contractivity and absolute monotonicity of Runge–Kutta methods [31, 22] and their connection to strong stability preservation [13, 14, 4, 6]. For a more detailed description of the Shu–Osher form and the SSP property, we refer the interested reader to [30, 9, 10, 29, 8, 20].

The structure of this paper is as follows. In Section 2 we use results from contractivity theory to determine order barriers and other limitations on implicit SSP Runge–Kutta methods. In Section 3, we present new numerically optimal implicit Runge–Kutta methods of up to sixth order and up to eleven stages, found by numerical optimization. A few of these numerically optimal methods are also proved to be truly optimal. We note that the numerically optimal implicit Runge–Kutta methods are all diagonally implicit, and those of order two and three are singly diagonally implicit. In Section 4 we present
numerical experiments using the numerically optimal implicit Runge–Kutta methods, with a focus on verifying order of accuracy and the SSP timestep limit. Finally, in Section 5 we summarize our results and discuss future directions.

2 Barriers and Limitations on SSP Methods

The theory of strong stability preserving Runge–Kutta methods is very closely related to the concepts of absolute monotonicity and contractivity [13, 14, 4, 6, 16]. In this section we review this connection and collect some results on absolutely monotonic Runge–Kutta methods that allow us to draw conclusions about the class of implicit SSP Runge–Kutta methods. To facilitate the discussion, we first review two representations of Runge–Kutta methods.

2.1 Representations of Runge–Kutta Methods

An $s$-stage Runge–Kutta method is usually represented by its Butcher tableau, consisting of an $s \times s$ matrix $A$ and two $s \times 1$ vectors $b$ and $c$. The Runge–Kutta method defined by these arrays is

$$y^i = u^n + \Delta t \sum_{j=1}^{s} a_{ij} F(t_n + c_j \Delta t, y^j), \quad 1 \leq i \leq s, \quad (7a)$$

$$u^{n+1} = u^n + \Delta t \sum_{j=1}^{s} b_j F(t_n + c_j \Delta t, y^j). \quad (7b)$$

It is convenient to define the $(s + 1) \times s$ matrix

$$K = \begin{pmatrix} A \\ b^T \end{pmatrix},$$

and we will also make the standard assumption $c_i = \sum_{j=1}^{s} a_{ij}$. For the method (7) to be accurate to order $p$, the coefficients $K$ must satisfy order conditions (see, e.g., [11]) denoted here by $\Phi_p(K) = 0$.

A generalization of the Shu–Osher form (3) that applies to implicit as well as explicit methods was introduced in [6, 14] to more easily study the
SSP property. We will refer to this formulation as the *modified Shu–Osher form*. Following the notation of [6], we introduce the coefficient matrices

\[
\lambda = \begin{bmatrix} \lambda_0 \\ \lambda_1 \end{bmatrix}, \quad \lambda_0 = \begin{bmatrix} \lambda_{11} & \cdots & \lambda_{1s} \\ \vdots & & \vdots \\ \lambda_{s1} & \cdots & \lambda_{ss} \end{bmatrix}, \quad \lambda_1 = (\lambda_{s+1,1}, \ldots, \lambda_{s+1,s}), \quad (8a)
\]

\[
\mu = \begin{bmatrix} \mu_0 \\ \mu_1 \end{bmatrix}, \quad \mu_0 = \begin{bmatrix} \mu_{11} & \cdots & \mu_{1s} \\ \vdots & & \vdots \\ \mu_{s1} & \cdots & \mu_{ss} \end{bmatrix}, \quad \mu_1 = (\mu_{s+1,1}, \ldots, \mu_{s+1,s}). \quad (8b)
\]

These arrays define the method

\[
y^i = \left(1 - \sum_{j=1}^{s} \lambda_{ij}\right) u^n + \sum_{j=1}^{s} \lambda_{ij} y^j + \Delta t \mu_{ij} F(t_n + c_j \Delta t, y^j), \quad (1 \leq i \leq s),
\]

\[(9a)\]

\[
u^{n+1} = \left(1 - \sum_{j=1}^{s} \lambda_{s+1,j}\right) u^n + \sum_{j=1}^{s} \lambda_{s+1,j} y^j + \Delta t \mu_{s+1,j} F(t_n + c_j \Delta t, y^j).
\]

\[(9b)\]

Comparison of the Butcher representation (7) with the modified Shu–Osher representation (9) reveals that the two are related by

\[
\mu = K - \lambda A.
\]

\[(10)\]

Hence the Butcher form can be obtained explicitly from the modified Shu–Osher form:

\[
A = (I - \lambda_0)^{-1} \mu_0,
\]

\[
b^T = \mu_1 + \lambda_1 (I - \lambda_0)^{-1} \mu_0.
\]

Note that the modified Shu–Osher representation is not unique for a given Runge–Kutta method. One particular choice, \( \lambda = 0 \) yields \( K = \mu \); i.e. the Butcher form is a special case of the modified Shu–Osher form.

### 2.2 Strong Stability Preservation

The SSP coefficient turns out to be related to the *radius of absolute monotonicity* \( R(K) \), introduced originally by Kraaijevanger [22]. This relationship
was proved in [4, 13], where also a more convenient, equivalent definition of \( R(K) \) was given:

**Definition 2. [Radius of absolute monotonicity (of a Runge–Kutta method)]** The radius of absolute monotonicity \( R(K) \) of the Runge–Kutta method defined by Butcher array \( K \) is the largest value of \( r \geq 0 \) such that \((I + rA)^{-1}\) exists and

\[
K(I + rA)^{-1} \geq 0, \\
rK(I + rA)^{-1}e_s \leq e_{s+1}.
\]

Here, the inequalities are understood component-wise and \( e_s \) denotes the \( s \times 1 \) vector of ones.

From [6, Theorem 3.4], we obtain:

**Theorem 1.** Let an irreducible Runge–Kutta method be given by the Butcher array \( K \). Let \( c \) denote the SSP coefficient from Definition 1. Let \( R(K) \) denote the radius of absolute monotonicity defined in Definition 2. Then

\[ c = R(K). \]

Furthermore, there exists a modified Shu–Osher representation \((\lambda, \mu)\) such that (10) holds and

\[ c = \min_{i,j:i \neq j} \frac{\lambda_{i,j}}{\mu_{i,j}}, \]

where the minimum is taken over all \( \mu_{i,j} \neq 0 \). In other words, the method preserves strong stability under the maximal timestep restriction

\[ \Delta t \leq R(K) \Delta t_{FE}. \]

For a definition of reducibility see, e.g., [6, Definition 3.1]. If we replace the assumption of irreducibility in the Theorem with the assumption \( c < \infty \), then the same results follow from [14, Propositions 2.1, 2.2 and 2.7]. Furthermore, the restriction \( c < \infty \) is not unduly restrictive in the present work because if \( c = \infty \) then \( p = 1 \) [10], and we will be concerned only with methods having \( p \geq 2 \).

Although we are interested in strong stability preservation for general (nonlinear, nonautonomous) systems, it is useful for the purposes of this
section to introduce some concepts related to strong stability preservation for linear autonomous systems.

When applied to a linear ODE

\[ u_t = \tilde{\lambda}u, \]

any Runge–Kutta method reduces to the iteration

\[ u^{n+1} = \phi(\Delta \tilde{\lambda})u^n, \]

where \( \phi \) is a rational function called the stability function of the Runge–Kutta method. From [12, Section IV.3] we have the following equivalent expressions for the stability function for implicit Runge–Kutta methods

\[
\phi(z) = 1 + z b^T (I - zA)^{-1} e \quad \text{and} \quad \phi(z) = \frac{\det(I - zA + zeb^T)}{\det(I - zA)}. \tag{11}
\]

**Definition 3.** [Strong stability preservation for linear systems] For \( \Delta t_{FE} > 0 \), let \( \mathcal{L}(\Delta t_{FE}) \) denote the set of all pairs \((L, || \cdot ||)\) where the matrix \( L \in \mathbb{R}^{m \times m} \) and convex functional \( || \cdot || \) are such that the numerical solution obtained by forward Euler integration of the linear autonomous system of ODEs \( u_t = Lu \) satisfies \( ||u^{n+1}|| \leq ||u^n|| \) whenever \( \Delta t \leq \Delta t_{FE} \). Given a Runge–Kutta method, the linear SSP coefficient of the method is the largest constant \( c_{lin} \geq 0 \) such that the numerical solution obtained with the Runge–Kutta method satisfies \( ||u^{n+1}|| \leq ||u^n|| \) for all \((L, || \cdot ||) \in \mathcal{L}(\Delta t_{FE}) \) whenever

\[ \Delta t \leq c_{lin} \Delta t_{FE}. \tag{12} \]

If \( c_{lin} > 0 \), the method is said to be strong stability preserving for linear systems under the timestep restriction (12).

When solving a linear system of ODEs, the timestep restriction for strong stability preservation depends on the radius of absolute monotonicity of \( \phi \).

**Definition 4.** [Radius of absolute monotonicity (of a function)] The radius of absolute monotonicity of a function \( \psi \), denoted by \( R(\psi) \), is the largest value of \( r \geq 0 \) such that \( \psi(x) \) and all of its derivatives exist and are nonnegative for \( x \in (-r, 0] \).

The following result is due to Spijker [31]:
Theorem 2. Let a Runge–Kutta method be given with stability function \( \phi \). Let \( c_{\text{lin}} \) denote the linear SSP coefficient of the method (see Definition 3). Then

\[
c_{\text{lin}} = R(\phi).
\]

In other words, the method preserves strong stability for linear systems under the maximal timestep restriction

\[
\Delta t \leq R(\phi) \Delta t_{FE}.
\]

Because of this result, \( R(\phi) \) is referred to as the *threshold factor* of the method [31, 34]. Since \( L(h) \subset F(h) \), clearly \( c \leq c_{\text{lin}} \), so it follows that

\[
R(K) \leq R(\phi). \tag{13}
\]

Optimal values of \( R(\phi) \), for various classes of Runge–Kutta methods, can be inferred from results found in [34], where the maximal value of \( R(\psi) \) was studied for \( \psi \) belonging to certain classes of rational functions.

In the following section, we use this equivalence between the radius of absolute monotonicity and the SSP coefficient to apply results regarding \( R(K) \) to the theory of SSP Runge–Kutta methods.

### 2.3 Order Barriers for SSP Runge–Kutta Methods

The SSP property is a very strong requirement, and imposes severe restrictions on other properties of a Runge–Kutta method. We now review these results and draw a few additional conclusions that will guide our search for optimal methods in the next section.

Some results in this and the next section will deal with the optimal value of \( R(K) \) when \( K \) ranges over some class of methods. This optimal value will be denoted by \( R^{\text{IRK}}_{s,p} \) (resp., \( R^{\text{ERK}}_{s,p} \)) when \( K \) is permitted to be any implicit (resp., explicit) Runge–Kutta method with at most \( s \) stages and at least order \( p \).

The result below follows from [31, Theorem 1.3] and equation (13) above.

**Result 1.** Any Runge–Kutta method of order \( p > 1 \) has a finite radius of absolute monotonicity; i.e. \( R^{\text{IRK}}_{s,p} < \infty \) for \( p > 1 \).

This is a disappointing result, which shows us that for SSP Runge–Kutta methods of order greater than one we cannot avoid timestep restrictions
altogether by using implicit methods (see also [10]). This is in contrast with linear stability and B-stability, where some high-order implicit methods (viz., the A-stable methods and the algebraically stable methods) have no timestep restriction. However, this does not indicate how restrictive the step-size condition is; it may still be worthwhile to consider implicit methods if the radius of absolute monotonicity is large enough to offset the additional work involved in an implicit solver.

From [22, Theorem 4.2] we can state the following result, which gives lower bounds on the coefficients that are useful in numerical searches. It is also useful in proving subsequent results.

**Result 2.** Any irreducible Runge–Kutta method with positive radius of absolute monotonicity \( R(K) > 0 \), must have all non-negative coefficients \( A \geq 0 \) and positive weights \( b > 0 \).

The following three results deal with the stage order \( \tilde{p} \) of a Runge–Kutta method. The stage order is a lower bound on the order of convergence when a method is applied to arbitrarily stiff problems. Thus low stage order may lead to slow convergence (i.e., order reduction) when computing solutions of stiff ODEs. The stage order can be shown to be the largest integer \( \tilde{p} \) such that the simplifying assumptions \( B(\tilde{p}), C(\tilde{p}) \) hold, where these assumptions are [3]

\[
B(\xi) : \sum_{j=1}^{s} b_j c_j^{k-1} = \frac{1}{k}, \quad (1 \leq k \leq \xi), \quad (14a)
\]

\[
C(\xi) : \sum_{j=1}^{s} a_{ij} c_j^{k-1} = \frac{1}{k} c_i^k, \quad (1 \leq k \leq \xi). \quad (14b)
\]

**Result 3.** [22, Theorem 8.5] A Runge–Kutta method with non-negative coefficients \( A \geq 0 \) must have stage order \( \tilde{p} \leq 2 \). If \( \tilde{p} = 2 \), then \( A \) must have a zero row.

**Result 4.** [22, Lemma 8.6] A Runge–Kutta method with weights \( b > 0 \) must have stage order \( \tilde{p} \geq \left\lfloor \frac{p-1}{2} \right\rfloor \).

When dealing with explicit methods, stage order is limited whether or not one requires non-negative coefficients [22, 2]:

**Result 5.** The stage order of an explicit Runge–Kutta method cannot exceed \( \tilde{p} = 1 \).
For SSP methods, the stage order restriction leads to restrictions on the classical order as well. Combining Results 2, 3, 4, and 5, we obtain:

**Result 6.** (see also [22, Corollary 8.7]) Any irreducible Runge–Kutta method with $R(K) > 0$ has order $p \leq 4$ if it is explicit and $p \leq 6$ if it is implicit. Furthermore, if $p \geq 5$, then $A$ has a zero row.

Result 6 shows that $R_{s,p}^{\text{ERK}} = 0$ for $p > 4$ and $R_{s,p}^{\text{IRK}} = 0$ for $p > 6$. The negative implications in Result 6 stem from the conditions $A \geq 0$, $b > 0$ in Result 2. Non-negativity of $A$ leads to low stage order (Result 3), while positivity of $b$ leads to a limit on the classical order (Result 4) relative to the stage order. The result is a restriction on the classical order of SSP methods.

### 2.4 Barriers for Singly Implicit and Diagonally Implicit Methods

An $s$-stage Runge–Kutta method applied to a system of $m$ ODEs typically requires the solution of a system of $sm$ equations. When the system results from the semi-discretization of a system of nonlinear PDEs, $m$ is typically very large and the system of ODEs is nonlinear, making the solution of this system very expensive. Using a transformation involving the Jordan form of $A$, the amount of work can be reduced [1]. This is especially efficient for *singly implicit* (SIRK) methods (those methods for which $A$ has only one distinct eigenvalue), because the necessary matrix factorizations can be reused. On the other hand, *diagonally implicit* (DIRK) methods, for which $A$ is lower triangular, can be implemented efficiently without transforming to the Jordan form of $A$. The class of *singly diagonally implicit* (SDIRK) methods, which are both singly implicit and diagonally implicit (i.e., $A$ is lower triangular with all diagonal entries identical), incorporate both of these advantages. Note that in the literature the term diagonally implicit has sometimes been used to mean singly diagonally implicit. We use $R_{s,p}^{\text{DIRK}}$, $R_{s,p}^{\text{SIRK}}$, and $R_{s,p}^{\text{SDIRK}}$ to denote the optimal value of $R(K)$ over each of the respective classes of DIRK, SIRK, and SDIRK Runge–Kutta methods. Note that for a given $s$ and $p$, these three quantities are each bounded by $R_{s,p}^{\text{IRK}}$. For details on efficient implementation of implicit Runge–Kutta methods see, e.g., [3].

We now review some results regarding SSP methods in these classes.

**Result 7.** [7, Theorem 3.1] An SDIRK method with positive radius of absolute monotonicity $R(K) > 0$ must have order $p \leq 4$, i.e. $R_{s,p}^{\text{SDIRK}} = 0$ for $p > 4$. 

Proposition 1. The order of an s-stage DIRK method when applied to a linear problem is at most \( s + 1 \).

Proof. For a given \( s \)-stage DIRK method, let \( p \) denote its order and let \( \phi \) denote its stability function. Then \( \phi(x) = \exp(x) + O(x^{p+1}) \) as \( x \to 0 \). By equation (11), \( \phi \) is a rational function whose numerator has degree at most \( s \). For DIRK methods, \( A \) is lower triangular, so by equation (11) the poles of \( \phi \) are the diagonal entries of \( A \), which are real. A rational function with real poles only and numerator of degree \( s \) approximates the exponential function to order at most \( s + 1 \) [3, Theorem 3.5.11]. Thus \( p \leq s + 1 \).

Proposition 2. The order of an \( s \)-stage SIRK method with positive radius of absolute monotonicity is at most \( s + 1 \). Hence \( R_{s,p}^{\text{SIRK}} = 0 \) for \( p > s + 1 \).

Proof. For a given \( s \)-stage SIRK method, let \( p \) denote its order and let \( \phi \) denote its stability function. Assume \( R(K) > 0 \); then by equation (13) \( R(\phi) > 0 \). By equation (11), \( \phi \) is a rational function whose numerator has degree at most \( s \). For SIRK methods, equation (11) also implies that \( \phi \) has a unique pole. Since \( R(\phi) > 0 \), [34, Corollary 3.4] implies that this pole must be real. As in the proof above, [3, Theorem 3.5.11] then provides the desired result.

Result 6 implies that all eigenvalues of \( A \) must be zero, hence the stability function \( \phi \) must be a polynomial. We thus have

Corollary 1. Consider the class of \( s \)-stage SIRK methods with order \( 5 \leq p \leq 6 \) and \( R(K) > 0 \). Let \( \Pi_{n,p} \) denote the set of all polynomials \( \psi \) of degree less than or equal to \( n \) satisfying \( \psi(x) = \exp(x) + O(x^{p+1}) \) as \( x \to 0 \). Then for \( 5 \leq p \leq 6 \),

\[
R_{s,p}^{\text{SIRK}} \leq \sup_{\psi \in \Pi_{s,p}} R(\psi).
\]

where the supremum over an empty set is taken to be zero. Furthermore \( R_{s,p}^{\text{SIRK}} = 0 \) for \( 4 \leq s < p \leq 6 \).

The last statement of the Corollary follows from the observation that, since a polynomial approximates \( \exp(x) \) to order at most equal to its degree, \( \Pi_{n,p} \) is empty for \( p > s \).

Corollary 1 implies that for \( s \)-stage SIRK methods of order \( p \geq 5 \), \( R(K) \) is bounded by the optimal linear SSP coefficient of \( s \)-stage explicit Runge–Kutta methods of the same order (see [21, 17] for values of these optimal coefficients).
### 2.5 Absolute monotonicity of some classical methods

When constructing high-order implicit Runge–Kutta methods it is common to use the stage order conditions (14) as simplifying assumptions; however, Result 3 implies that any method satisfying the conditions $B(3)$ and $C(3)$ cannot be SSP. Examining the simplifying conditions satisfied by well-known methods (see [3, Table 3.3.1]), one sees that this implies $R(K) = 0$ for the Gauss-Legendre, Radau IIA, and Lobatto IIIA methods with more than two stages, the Radau IA and Lobatto IIIC methods with more than three stages, and the Lobatto IIIB methods with more than four stages. Checking the signs of the Butcher arrays of the remaining (low stage number) methods in these families, by Result 2 we obtain that only the one-stage Gauss-Legendre, Radau IA, Radau IIA, and the two-stage Lobatto IIIA and Lobatto IIIB methods can have $R(K)$ different from zero. The values of $R(K)$ for these methods are listed in Table 1.

### 3 Optimal SSP Implicit Runge–Kutta Methods

In this section we present numerically optimal implicit SSP Runge–Kutta methods for nonlinear systems of ODEs. These methods were found via numerical search, and in general we have no analytic proof of their optimality. In a few cases, we have employed BARON, an optimization software package that provides a numerical certificate of global optimality [27]. BARON was used to find optimal explicit SSP Runge–Kutta methods in [24, 26]. However, this process is computationally expensive and was not practical in most cases.

Most of the methods were found using MATLAB’s optimization toolbox. We applied the same computational approach to finding numerically optimal
explicit and diagonally implicit SSP Runge–Kutta methods, and successfully found a solution at least as good as the previously best known solution in every case. Because our approach was able to find these previously known methods, we expect that some of new methods—particularly those of lower-order or lower number of stages—may be globally optimal.

The optimization problem for general Runge–Kutta methods involves approximately twice as many decision variables (dimensions) as the explicit or singly diagonally implicit cases, which have previously been investigated [9, 10, 32, 33, 26, 7]. Despite the larger number of decision variables, we have been able to find numerically optimal methods even for large numbers of stages. We attribute this success to the reformulation of the optimization problem in terms of the Butcher coefficients rather than the Shu–Osher coefficients, as suggested in [5]. Specifically, we solve the optimization problem

\[
\max_{K} r,
\]

subject to

\[
\begin{align*}
K(I + rA)^{-1} &\geq 0, \\
 rK(I + rA)^{-1}e_s &\leq e_{s+1}, \\
\Phi_p(K) &= 0,
\end{align*}
\]

where the inequalities are understood component-wise and recall that \(\Phi_p(K)\) represents the order conditions up to order \(p\). This formulation, implemented in MATLAB using a sequential quadratic programming approach (fmincon in the optimization toolbox), was used to find the methods given below. In a concurrent effort, this formulation has been used to search for optimal explicit SSP methods [17].

Because in most cases we cannot prove the optimality of the resulting methods, we use hats to denote the best value found by numerical search, e.g. \(\hat{R}_{s,p}^{\text{IRK}}\), etc.

The above problem can be reformulated (using a standard approach for converting rational constraints to polynomial constraints) as

\[
\max_{K, \mu} r,
\]

subject to

\[
\begin{align*}
\mu &\geq 0, \\
r\mu e_s &\leq e_{s+1}, \\
K &= \mu(I + rA), \\
\Phi_p(K) &= 0.
\end{align*}
\]
This optimization problem has only polynomial constraints and thus is appropriate for the BARON optimization software which requires such constraints to be able to guarantee global optimality [27]. Note that $\mu$ in (16) corresponds to one possible modified Shu–Osher form with $\lambda = r \mu$.

In comparing methods with different numbers of stages, one is usually interested in the relative time advancement per computational cost. For diagonally implicit methods, the computational cost per time-step is proportional to the number of stages. We therefore define the effective SSP coefficient of a method as $\frac{R(K)}{s}$; this normalization enables us to compare the cost of integration up to a given time using DIRK schemes of order $p > 1$. However, for non-DIRK methods of various $s$, it is much less obvious how to compare computation cost.

In the following, we give modified Shu–Osher arrays for the numerically optimal methods. To simplify implementation, we present modified Shu–Osher arrays in which the diagonal elements of $\lambda$ are zero. This form is a simple rearrangement and involves no loss of generality.

### 3.1 Second-order Methods

Optimizing over the class of all ($s \leq 11$)-stage second-order implicit Runge–Kutta methods we found that the numerically optimal methods are, remarkably, identical to the numerically optimal SDIRK methods found in [5, 7]. This result stresses the importance of the second-order SDIRK methods found in [5, 7]: they appear to be optimal not only among SDIRK methods, but also among the larger class of all implicit Runge–Kutta methods.

These methods are most advantageously implemented in a certain modified Shu–Osher form. This is because these arrays (if chosen carefully) are more sparse. In fact, for these methods there exist modified Shu–Osher arrays that are bidiagonal. We give the general formulae here.

The numerically optimal second-order method with $s$ stages has $R(K) = 2s$ and coefficients

$$
\lambda = \begin{bmatrix}
0 & \frac{1}{s} & \frac{1}{2s} & \cdots & \frac{1}{s} \\
1 & 0 & \frac{1}{s} & \cdots & \frac{1}{s} \\
1 & \cdots & 0 & \cdots & \frac{1}{s} \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & \cdots & \cdots & \cdots & \frac{1}{s}
\end{bmatrix}, \quad
\mu = \begin{bmatrix}
\frac{1}{2s} & \frac{1}{2s} & \cdots & \frac{1}{2s} \\
\frac{1}{2s} & \frac{1}{2s} & \cdots & \frac{1}{2s} \\
\frac{1}{2s} & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
\frac{1}{2s} & \cdots & \cdots & \cdots
\end{bmatrix}.
$$

(17)
The one-stage method of this class is the implicit midpoint rule, while the $s$-stage method is equivalent to $s$ successive applications of the implicit midpoint rule (as was observed in [5]). Thus these methods inherit the desirable properties of the implicit midpoint rule such as algebraic stability and A-stability [12]. Of course, since they all have the same effective SSP coefficient $R(K)/s = 2$, they are all essentially equivalent.

The one-stage method is the unique method with $s = 1, p = 2$ and hence is optimal. The two-stage method achieves the maximum radius of absolute monotonicity for rational functions that approximate the exponential to second order with numerator and denominator of degree at most two, hence it is optimal to within numerical precision [34, 16, 7]. In addition to duplicating these optimality results, BARON was used to numerically prove that the $s = 3$ scheme is globally optimal, verifying [7, Conjecture 3.1] for the case $s = 3$. The $s = 1$ and $s = 2$ cases required only several seconds but the $s = 3$ case took much longer, requiring approximately 11 hours of CPU time on an Athlon MP 2800+ processor.

While the remaining methods have not been proven optimal, it appears likely that they may be. From multiple random initial guesses, the optimization algorithm consistently converges to the same method, or to a reducible method corresponding to one of the numerically optimal methods with a smaller number of stages. Also, many of the inequality constraints are satisfied exactly for these methods. Furthermore, the methods all have a similar form, depending only on the stage number. These observations suggest:

**Conjecture 1.** (An extension of [7, Conjecture 3.1]) The optimal second-order $s$-stage implicit SSP method is given by the SDIRK method (17) and hence $R_{s,2}^{IRK} = 2s$.

This conjecture would imply that the effective SSP coefficient of any Runge–Kutta method of order greater than one is at most equal to two.

### 3.2 Third-order Methods

The numerically optimal third-order implicit Runge–Kutta methods with $s \geq 2$ stages are also SDIRK and identical to the numerically optimal SDIRK methods found in [5, 7], which have $R(K) = s - 1 + \sqrt{s^2 - 1}$. Once again, these results indicate that the methods found in [5, 7] are likely optimal over the entire class of implicit Runge–Kutta methods.
In this case, too, when implementing these methods it is possible to use bidiagonal Shu–Osher arrays. For \( p = 3 \) and \( s \geq 2 \) the numerically optimal methods have coefficients

\[
\mu = \begin{bmatrix}
\mu_{11} & \cdots & \mu_{11} \\
\mu_{21} & \cdots & \mu_{21} \\
\cdots & \ddots & \cdots \\
\mu_{s1} & \cdots & \mu_{s1}
\end{bmatrix}, \quad \lambda = \begin{bmatrix}
0 & \cdots & 0 \\
1 & \cdots & 1 \\
0 & \cdots & 0 \\
\lambda_{s+1,s}
\end{bmatrix}, \tag{18a}
\]

where

\[
\mu_{11} = \frac{1}{2} \left( 1 - \sqrt{\frac{s - 1}{s + 1}} \right), \quad \mu_{21} = \frac{1}{2} \left( \sqrt{\frac{s + 1}{s - 1}} - 1 \right), \tag{18b}
\]

\[
\mu_{s+1,s} = \frac{s + 1}{s(s + 1 + \sqrt{s^2 - 1})}, \quad \lambda_{s+1,s} = \frac{(s + 1)(s - 1 + \sqrt{s^2 - 1})}{s(s + 1 + \sqrt{s^2 - 1})}. \tag{18c}
\]

The two-stage method in this family achieves the maximum value of \( R(\phi) \) found in [34] for \( \phi \) in the set of third-order rational approximations to the exponential with numerator and denominator of degree at most 2. Since the corresponding one-parameter optimization problem is easy to solve, then (in view of (13)) the method is clearly optimal to within numerical precision. BARON was used to numerically prove global optimality for the three-stage method (18), requiring about 12 hours of CPU time on an Athlon MP 2800+ processor. Note that this verifies [7, Conjecture 3.2] for the case \( s = 3 \).

While the remaining methods (those with \( s \geq 4 \)) have not been proven optimal, we are again led to suspect that they may be, because of the nature of the optimal methods and the convergent behavior of the optimization algorithm for these cases. These observations suggest:

**Conjecture 2.** (An extension of [7, Conjecture 3.2]) For \( s \geq 2 \), the optimal third-order \( s \)-stage implicit Runge–Kutta SSP method is given by the SDIRK method (18) and hence \( R_{s,3}^{\text{IRK}} = s - 1 + \sqrt{s^2 - 1} \).

### 3.3 Fourth-order Methods

Based on the above results, one might suspect that all optimal implicit SSP methods are singly diagonally implicit. In fact, this cannot hold for \( p \geq 5 \)
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since in that case $A$ must have a zero row (see Result 6 above). The numerically optimal methods of fourth-order are not singly diagonally implicit either; however, all numerically optimal fourth-order methods we have found are diagonally implicit.

The unique two-stage fourth-order Runge–Kutta method has a negative coefficient and so is not SSP. Thus we begin our search with three-stage methods. We list the SSP coefficients and effective SSP coefficients of the numerically optimal methods in Table 2. For comparison, the table also lists the effective SSP coefficients of the numerically optimal SDIRK methods found in [7]. Our numerically optimal DIRK methods have larger SSP coefficients in every case. Furthermore, they have representations that allow for very efficient implementation in terms of storage. However, SDIRK methods may be implemented in a potentially more efficient (in terms of computation) manner than DIRK methods. An exact evaluation of the relative efficiencies of these methods is beyond the scope of this work. The coefficients of the 4-stage method are included in Table 7. The coefficients of the remaining methods are available from [19, 18].

BARON was run on the three-stage fourth-order case but was unable to prove the global optimality of the resulting method using 14 days of CPU time on an Athlon MP 2800+ processor. However, during that time BARON did establish an upper bound $R_{3,4}^{\text{IRK}} \leq 3.234$. BARON was not run on any other fourth-order cases, nor was it used for $p = 5$ or $p = 6$.

Although none of the fourth-order methods are proven optimal, it appears that they may be optimal. This is again because the optimization algorithm is able to converge to these methods from a range of random initial guesses, and because very many of the inequality constraints are satisfied exactly for these methods. Additionally, we were able to recover all of the optimal fourth-order SDIRK methods of [7] by restricting our search to the space of SDIRK methods.

3.4 Fifth- and Sixth-order Methods

We have found fifth- and sixth-order SSP methods with up to eleven stages. Two sets of numerical searches were conducted, corresponding to optimization over the full class of implicit Runge–Kutta methods and optimization over the subclass of diagonally implicit Runge–Kutta methods. More CPU time was devoted to the first set of searches; however, in most cases the best methods we were able to find resulted from the searches restricted to DIRK
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<table>
<thead>
<tr>
<th>$s$</th>
<th>$\hat{R}^\text{IRK}_{s,4}$</th>
<th>$\hat{R}^\text{SDIRK}_{s,4}$</th>
<th>$\hat{R}^\text{IRK}_{s,4}/s$</th>
<th>$\hat{R}^\text{SDIRK}_{s,4}/s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.05</td>
<td>1.76</td>
<td>0.68</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td>4.42</td>
<td>4.21</td>
<td>1.11</td>
<td>1.05</td>
</tr>
<tr>
<td>5</td>
<td>6.04</td>
<td>5.75</td>
<td>1.21</td>
<td>1.15</td>
</tr>
<tr>
<td>6</td>
<td>7.80</td>
<td>7.55</td>
<td>1.30</td>
<td>1.26</td>
</tr>
<tr>
<td>7</td>
<td>9.19</td>
<td>8.67</td>
<td>1.31</td>
<td>1.24</td>
</tr>
<tr>
<td>8</td>
<td>10.67</td>
<td>10.27</td>
<td>1.33</td>
<td>1.28</td>
</tr>
<tr>
<td>9</td>
<td>12.04</td>
<td></td>
<td>1.34</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>13.64</td>
<td></td>
<td>1.36</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>15.18</td>
<td></td>
<td>1.38</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: SSP coefficients and effective SSP coefficients of numerically optimal fourth-order implicit Runge–Kutta methods and SDIRK methods.

Methods. Furthermore, when searching over fully implicit methods, in every case for which the optimization algorithm successfully converged to a (local) optimum, the resulting method was diagonally implicit. Thus all of the numerically optimal methods found are diagonally implicit.

Because better results were obtained in many cases by searching over a strictly smaller class of methods, it seems likely that the methods found are not globally optimal. This is not surprising because the optimization problems involved are highly nonlinear with many variables, many constraints, and multiple local optima. The application of more sophisticated software to this problem is an area of future research. Nevertheless, the observation that all converged solutions correspond to DIRK methods leads us to believe that the globally optimal methods are likely to be DIRK methods.

Typically, an optimization algorithm may be expected to fail for sufficiently large problems (in our case, sufficiently large values of $s$). However, we found that the cases of relatively small $s$ and large $p$ (i.e., $p = 5$ and $s < 6$ or $p = 6$ and $s < 9$) also posed great difficulty. This may be because the feasible set in these cases is extremely small. The methods found in these cases were found indirectly by searching for methods with more stages and observing that the optimization algorithm converged to a reducible method. Due to the high nonlinearity of the problem for $p \geq 5$, we found it helpful to explicitly limit the step sizes used by \texttt{fmincon} in the final steps of optimization.
Table 3: Comparison of SSP coefficients of numerically optimal fifth-order IRK methods with theoretical upper bounds on SSP coefficients of fifth-order SIRK methods.

<table>
<thead>
<tr>
<th>s</th>
<th>$R^\text{IRK}_{s,5}$ (upper bound)</th>
<th>$R^\text{SIRK}_{s,5}$ (upper bound)</th>
<th>$\hat{R}^\text{IRK}_{s,5}/s$</th>
<th>$\hat{R}^\text{SIRK}_{s,5}/s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.14</td>
<td>1.00</td>
<td>0.29</td>
<td>0.20</td>
</tr>
<tr>
<td>5</td>
<td>3.19</td>
<td>2.00</td>
<td>0.64</td>
<td>0.33</td>
</tr>
<tr>
<td>6</td>
<td>4.97</td>
<td>2.65</td>
<td>0.83</td>
<td>0.38</td>
</tr>
<tr>
<td>7</td>
<td>6.21</td>
<td>3.37</td>
<td>0.94</td>
<td>0.42</td>
</tr>
<tr>
<td>8</td>
<td>7.56</td>
<td>4.10</td>
<td>0.99</td>
<td>0.46</td>
</tr>
<tr>
<td>9</td>
<td>8.90</td>
<td>4.83</td>
<td>1.01</td>
<td>0.48</td>
</tr>
<tr>
<td>10</td>
<td>10.13</td>
<td>5.52</td>
<td>1.03</td>
<td>0.50</td>
</tr>
</tbody>
</table>

3.4.1 Fifth-order Methods

Three stages Using the W transformation [3] we find the one parameter family of three-stage, fifth-order methods

$$A = \begin{bmatrix} -\frac{5}{9} + \gamma & \frac{5}{36} + \frac{1}{25} \sqrt{15} - \frac{5}{18} \gamma & \frac{5}{36} + \frac{1}{25} \sqrt{15} + \frac{2}{9} \gamma \\ -\frac{1}{15} \sqrt{15} - \frac{4}{9} \gamma & \frac{5}{36} + \frac{1}{25} \sqrt{15} - \frac{5}{18} \gamma & \frac{5}{36} + \frac{1}{25} \sqrt{15} + \frac{2}{9} \gamma \\ -\frac{1}{15} \sqrt{15} + \frac{2}{9} \gamma & \frac{5}{36} + \frac{1}{25} \sqrt{15} - \frac{5}{18} \gamma & \frac{5}{36} + \frac{1}{25} \sqrt{15} + \frac{2}{9} \gamma \end{bmatrix}.$$  

It is impossible to choose $\gamma$ so that $a_{21}$ and $a_{31}$ are simultaneously nonnegative, so there are no SSP methods in this class.

Four to Eleven stages We list the time-step coefficients and effective SSP coefficients of the numerically optimal fifth order implicit Runge–Kutta methods for $4 \leq s \leq 11$ in Table 3. It turns out that all of these methods are diagonally implicit.

For comparison, we also list the upper bounds on effective SSP coefficients of SIRK methods in these classes implied by combining Corollary 1 with [17, Table 2.1]. Our numerically optimal IRK methods have larger effective SSP coefficients in every case. The coefficients of the optimal five-stage method are listed in Table 8. Coefficients of the remaining methods are available from [19, 18].
3.4.2 Sixth-order Methods

Kraaijevanger [22] proved the bound $p \leq 6$ for contractive methods (see Result 6 above) and presented a single fifth-order contractive method, leaving the existence of sixth-order contractive methods as an open problem. The sixth-order methods we have found settle this problem, demonstrating that the order barrier $p \leq 6$ for implicit SSP/contractive methods is sharp.

The non-existence of three-stage SSP Runge–Kutta methods of fifth-order, proved above, implies that sixth-order SSP Runge–Kutta methods must have at least four-stages. Proposition 1 implies that sixth-order SSP DIRK methods must have at least five stages, and Corollary 1 shows that sixth-order SSP SIRK methods require at least six stages. We were unable to find sixth-order SSP Runge–Kutta methods with fewer than six stages.

The SSP coefficients and effective SSP coefficients of the numerically optimal methods for $6 \leq s \leq 11$ are listed in Table 4. All of these methods are diagonally implicit. The coefficients of the optimal nine-stage method are listed in Table 9. Coefficients of the remaining methods are available from [19, 18]. We were unable to find an eleven-stage method with larger effective SSP coefficient than that of the ten-stage method (although we did find a method with larger $R(K)$).

Table 5 summarizes the effective SSP coefficients of the numerically optimal diagonally implicit methods for $2 \leq p \leq 6$ and $2 \leq s \leq 11$. For comparison, Table 5 also includes the effective SSP coefficients of the best known explicit methods, including results from the forthcoming paper [17].

<table>
<thead>
<tr>
<th>$s$</th>
<th>$\tilde{R}_{s,6}^{IRK}$</th>
<th>$\tilde{R}_{s,6}^{IRK} / s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.18</td>
<td>0.030</td>
</tr>
<tr>
<td>7</td>
<td>0.26</td>
<td>0.038</td>
</tr>
<tr>
<td>8</td>
<td>2.25</td>
<td>0.28</td>
</tr>
<tr>
<td>9</td>
<td>5.80</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>8.10</td>
<td>0.81</td>
</tr>
<tr>
<td>11</td>
<td>8.85</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 4: Radii of absolute monotonicity and effective SSP coefficients for numerically optimal sixth-order methods.
Table 5: Effective SSP coefficients of best known methods. A dash indicates that SSP methods of this type cannot exist. A blank space indicates that no SSP methods of this type were found.

4 Numerical Experiments

We begin our numerical examples with a convergence study on a linear advection problem with smooth initial conditions. We then proceed to show the effect of the linear SSP coefficient for this linear advection problem with discontinuous initial conditions. Finally, the effect of the SSP coefficient is demonstrated on the nonlinear Burgers’ and Buckley–Leverett equations. The computations in Section 4.1 were performed with MATLAB version 7.1 on a Mac G5; those in Sections 4.2 and 4.3 were performed with MATLAB version 7.3 on x86-64 architecture. All calculations were performed in double precision. For the implicit solution of linear problems we used MATLAB’s \texttt{backslash} operator, while for the nonlinear implicit solves we used the \texttt{fsolve} function with very small tolerances.

We refer to the numerically optimal methods as SSP\textsubscript{sp} where \( s, p \) are the number of stages and order, respectively. For instance, the numerically optimal eight-stage method of order five is SSP85.
4.1 Linear Advection

The prototypical hyperbolic PDE is the linear wave equation,

$$u_t + au_x = 0, \quad 0 \leq x \leq 2\pi. \tag{19}$$

We consider (19) with $a = -2\pi$, periodic boundary conditions and various initial conditions. We use a method-of-lines approach, discretizing the interval $(0, 2\pi]$ into $m$ points $x_j = j\Delta x$, $j = 1, \ldots, m$, and then discretizing $-au_x$ with first-order upwind finite differences. We solve the resulting system (1) using our timestepping schemes. To isolate the effect of the time-discretization error, we exclude the effect of the error associated with the spatial discretization by comparing the numerical solution to the exact solution of the ODE system, rather than to the exact solution of the PDE (19). In lieu of the exact solution we use a very accurate numerical solution obtained using MATLAB’s `ode45` solver with minimal tolerances ($\text{AbsTol} = 1 \times 10^{-14}$, $\text{RelTol} = 1 \times 10^{-13}$).

Figure 1 shows a convergence study for various numerically optimal schemes for the problem (19) with $m = 120$ points in space and smooth initial data $u(0, x) = \sin(x)$, advected until final time $t_f = 1$. Here $\sigma$ indicates the size of the timestep: $\Delta t = \sigma \Delta t_{FE}$. The results show that all the methods achieve their design order.

Now consider the advection equation with discontinuous initial data

$$u(x, 0) = \begin{cases} 1 & \text{if } \frac{\pi}{2} \leq x \leq \frac{3\pi}{2}, \\ 0 & \text{otherwise.} \end{cases} \tag{20}$$

Figure 2 shows a convergence study for the third-order methods with $s = 3$ to $s = 8$ stages, for $t_f = 1$ using $m = 64$ points and the first-order upwinding spatial discretization. Again, the results show that all the methods achieve their design order. Finally, we note that the higher-stage methods give a smaller error for the same timestep; that is as $s$ increases, the error constant of the method decreases.

Figure 3 shows the result of solving the discontinuous advection example using the two-stage third-order method over a single timestep with $m = 200$. For this linear autonomous system, the theoretical monotonicity-preserving timestep bound is $\sigma \leq c_{\text{lin}} = 2.732$. We see that as the timestep is increased, the line steepens and forms a small step, which becomes an oscillation as the stability limit is exceeded, and worsens as the timestep is raised further.
Figure 1: Convergence of various numerically optimal SSP methods for linear advection of a sine wave.

Figure 2: Convergence of third-order methods for linear advection of a square wave.
Figure 3: Solution of the linear advection problem after one timestep with the two-stage third-order method ($c_{\text{lin}} = 2.732$).
4.2 Burgers’ Equation

In this section we consider the inviscid Burgers’ equation, which consists of the conservation law

$$u_t + f(u)_x = 0$$  \hspace{1cm} (21)

with flux function $f(u) = \frac{1}{2}u^2$. We take initial conditions $u(0, x) = \frac{1}{2} - \frac{1}{4}\sin(\pi x)$ on the periodic domain $x \in [0, 2)$. The solution is right-travelling and over time steepens into a shock. We discretize $-f(u)_x$ using the conservative upwind approximation

$$-f(u)_x \approx -\frac{1}{\Delta x} (f(u_i) - f(u_{i-1})),$$  \hspace{1cm} (22)

with $m = 256$ points in space and integrate to time $t_f = 2$. The convergence study in Figure 5 shows that the fourth-, fifth- and sixth-order $s$-stage methods achieve their respective orders of convergence when compared to a temporally very refined solution of the discretized system.

Figure 4 shows that when the timestep is below the stability limit no oscillations appear, but when the stability limit is violated, oscillations are observed.
Figure 5: Convergence of the numerically optimal fourth-, fifth- and sixth-order schemes on Burgers’ equation. The solid circles indicate $\sigma = c$ for each scheme.
4.3 Buckley–Leverett Equation

The Buckley–Leverett equation is a model for two-phase flow through porous media [23] and consists of the conservation law (21) with flux function

\[ f(u) = \frac{u^2}{u^2 + a(1 - u)^2}. \]

We take \( a = \frac{1}{3} \) and initial conditions

\[ u(x, 0) = \begin{cases} 1 & \text{if } x \leq \frac{1}{2}, \\ 0 & \text{otherwise,} \end{cases} \]

on \( x \in [0, 1] \) with periodic boundary conditions. Our spatial discretization uses \( m = 100 \) points and we use the conservative scheme with Koren limiter used in [7] and [15, Section III.1]. The nonlinear system of equations for each stage of the Runge–Kutta method is solved with MATLAB’s `fsolve`, with the Jacobian approximated [15] by that of the first-order upwind discretization (22). We compute the solution for \( n = \left\lceil \frac{1}{8 \Delta t} \right\rceil \) timesteps.

For this problem, as in [7], we find that the forward Euler solution is total variation diminishing (TVD) for \( \Delta t \leq \Delta t_{FE} = 0.0025 \). Figure 6 shows typical solutions for the SSP(1,2) scheme with timestep \( \Delta t = \sigma \Delta t_{FE} \). Table 6 compares the SSP coefficient \( R(K) \) with \( \sigma_{BL} = \Delta t_{RK}/\Delta t_{FE} \), where \( \Delta t_{RK} \) is the largest observed timestep for which the numerical solution obtained with the Runge–Kutta method is TVD. We note that, for each method, the value of \( \sigma_{BL} \) is greater than the SSP coefficient. In fact, at least for either lower order \( p \) or high number of stages \( s \), the values are in good correspondence. For \( p = 2 \) and \( p = 3 \), our results agree with those of [7].

5 Conclusions and Future Work

By numerical optimization we have found implicit strong stability preserving Runge–Kutta methods of order up to the maximum possible of \( p = 6 \) and stages up to \( s = 11 \). Methods with up to three stages and third order of accuracy have been proven optimal by analysis or by the global optimization software package BARON. Remarkably, the numerically optimal methods of up to third-order are singly diagonally implicit, and the numerically optimal methods of all orders are diagonally implicit. Furthermore, all of the local optima found in our searches correspond to diagonally implicit methods. Based
Figure 6: Solution of the Buckley–Leverett equation using the second-order, one-stage SSP timestepping method ($c = 2$).

<table>
<thead>
<tr>
<th>$s$</th>
<th>$p$</th>
<th>$R(K)$</th>
<th>$\sigma_{BL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>-</td>
<td>2.03</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2.73</td>
<td>4.08</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>4.83</td>
<td>6.11</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>6.87</td>
<td>8.17</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>8.90</td>
<td>10.25</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>10.92</td>
<td>12.33</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>12.93</td>
<td>14.43</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>14.94</td>
<td>16.53</td>
</tr>
<tr>
<td>9</td>
<td>18</td>
<td>16.94</td>
<td>18.60</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>18.95</td>
<td>20.66</td>
</tr>
<tr>
<td>11</td>
<td>22</td>
<td>20.95</td>
<td>22.77</td>
</tr>
</tbody>
</table>

Table 6: SSP coefficients versus largest timesteps exhibiting the TVD property on the Buckley–Leverett example.
on these results, we conjecture that the optimal implicit SSP Runge–Kutta methods of any number of stages are diagonally implicit. Future work may involve numerical experiments with more powerful numerical optimization software, which will allow us to search more thoroughly and among methods with more stages to support this conjecture.

The likelihood that our numerically optimal methods are nearly or truly optimal can be inferred to some extent from the behavior of MATLAB’s optimization toolbox. For the methods of up to fourth-order, the software is able to repeatedly converge to the optimal solution from a wide range of initial guesses. Hence we expect that these methods are optimal, or very nearly so. For methods of fifth- and sixth-order, the behavior of MATLAB’s toolbox is more erratic and it is difficult to determine how close to optimal the methods are. By comparing them with methods of the same number of stages and lower order, however, we see that in most cases the SSP coefficients of the globally optimal methods cannot be dramatically larger than those we have found.

Numerical experiments confirm the theoretical properties of these methods. The implicit SSP Runge–Kutta methods we found have SSP coefficients significantly larger than those of optimal explicit methods for a given number of stages and order of accuracy. Furthermore, we have provided implicit methods of orders five and six, whereas explicit methods can have order at most four. However, these advantages in accuracy and timestep restriction must be weighed against the cost of solving the implicit set of equations. In the future we plan to compare in practice the relative efficiency of these methods with explicit methods.
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Table 8: Non-zero coefficients of the optimal 5-stage method of order 5.

Table 9: Non-zero coefficients of the optimal 9-stage method of order 6.