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Front propagation for the aggregation-diffusion-reaction equation

vτ = [D(v)vx ]x + f(v)

is investigated, where f is a bi-stable reaction-term and D(v) is a diffusion coefficient with
changing sign, modeling aggregating-diffusing processes. We provide necessary and suffi-
cient conditions for the existence of traveling wave solutions and classify them according
to how or if they attain their equilibria at finite times. We also show that the dynam-
ics can exhibit the phenomena of finite speed of propagation and/or finite speed of
saturation.
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1. Introduction

Reaction-diffusion equations of the form

vτ = (Φ(v))xx + f(v), x ∈ R, τ ≥ 0 (1.1)

with Φ(0) = 0, Φ monotone increasing, have been widely used in the literature (see,
for instance, Ref. 12 and the references therein) in order to describe the spatial
dispersion of a population. In (1.1) v(x, τ) denotes the population density at time
τ and location x; the reaction term f(v) accounts for the rate at which individuals
enter the population due to births and deaths, while the diffusion term Φ(v) repre-
sents the dispersal of the population. In writing (1.1) it is assumed that births and
deaths do not depend on time and location.

Equation (1.1) with Φ increasing cannot model frequently observed phenomena
such as swarming or local grouping of individuals since it describes the case in which
all the individuals migrate toward regions of lower density.

Several authors have recently proposed various mathematical models aimed at
describing the phenomenon of aggregation of populations.3,7,13,15 In most cases the
function Φ is assumed to be monotone increasing in (0, β) and monotone decreasing
in (β, 1), β being a suitable critical value of the density v. In this way the term Φ
takes into account both the dispersal of individuals due to random motion and the
tendency of the population to crowd. When the density is small, dispersal prevails,
while for population densities beyond the critical value β the tendency to aggregate
becomes predominant. This paper is devoted to the investigation of Eq. (1.1) under
this condition of aggregation-diffusion on the term Φ.

Particular cases of (1.1) have been derived and partially analyzed in Refs. 7, 9,
13 and 15, but several open problems remain. Indeed, the initial-boundary value
problem associated with (1.1) can be ill-posed1,2; however, in Ref. 13 existence and
uniqueness of a global solution are shown for the perturbed equation, obtained
from (1.1) by adding a regularizing term (λvt − λf(v))xx with λ > 0. It is worth
remarking that the discrete model underlying (1.1) is well-posed,7,15 and numerical
computations show a good agreement between the information obtained in the dis-
crete setting and the predictions derived from (1.1). We refer the reader interested
in the problem of well-posedness of (1.1) to the discussion presented in Ref. 9 and
to the references therein.

Existence and properties of traveling wave solutions (denoted t.w.s. from now
on) between the stationary states 0 and 1, for Eq. (1.1) with an aggregation-diffusion
term Φ and a Fisher–KPP (monostable) reaction term f , i.e. satisfying f(v) > 0 in
(0, 1), f(0) = f(1) = 0, have been analyzed by the authors in Ref. 9. T.w.s. play a
relevant role in the study of reaction-diffusion equations, since in some cases4,8 they
attract solutions whose initial datum is not too far from the wave profile. In our
context of possible ill-posedness of the initial value problem for Eq. (1.1), t.w.s. are
regular solutions whose profile seems in good agreement with the numerical inves-
tigations done in Ref. 13 for the perturbed dynamic. The existence of a threshold
value c∗ was proved in Ref. 9 such that (1.1) supports t.w.s. with speed c if and
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Fig. 1. Possible t.w.s. solutions for Eq. (1.1) with critical wavespeed (see text for details).

only if c ≥ c∗. The properties of such fronts have also been investigated. Indeed, the
possible degeneracy of the diffusion-aggregation term (occurring when Φ̇(0) = 0
and/or Φ̇(1) = 0) causes the appearance of fronts which attain the equilibria 0
and/or 1 at finite times. When c > c∗ the dynamics admit only classical (i.e. front-
type) t.w.s., instead, for c = c∗ one of the four possible types of t.w.s. illustrated
in Fig. 1 appears and we refer to the following section for their definition.

We underline that reaching the equilibrium 1 at a finite time is typical of
diffusion-aggregation processes, since this does not occur in the case of reaction-
diffusion equations (with positive diffusion), even if Φ̇(1) = 0.10 Dynamics exhibit-
ing such phenomena are generally said to have the properties of finite speed of
saturation (when the t.w.s. attains the equilibrium 1 at a finite time), and/or finite
speed of propagation (when the t.w.s. reaches the equilibrium 0 at a finite time). In
the context of merely diffusive processes, Gilding and Kersner5 proved that when
a right-compact profile appears (i.e. a t.w.s. of sharp type (I) or (III), see Fig. 1),
then all the solutions v(x, τ) of (1.1), with initial condition v(x, 0) having compact
support, maintain a uniformly bounded support for all τ in a right neighborhood of
0. In other words, a population initially localized in an arbitrarily bounded region
diffuses in the habitat with finite speed. Due to this property, degenerate reaction-
diffusion equations are appropriate models for biological diffusion. It is open to
question whether the appearance of right-compact supported t.w.s. induces the
same property in aggregation processes (1.1).
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The aim of this paper is to analyze front propagation when the reproduction rate
satisfies the Allee effect,13 that is when there is a critical value α of the population
density such that below it the death rate is higher than the birth rate, while above
it the opposite situation occurs. Formally, this means that f is a bi-stable reaction
term satisfying

f(0) = f(α) = f(1) = 0, f(v) < 0 in (0, α), f(v) > 0 in (α, 1) (1.2)

for some α ∈ (0, 1). Jointly with Ref. 9, this investigation begins with a theory
on the existence of t.w.s. and illustrates their properties in diffusion-aggregation
processes. What is relevant in the present case (i.e. when f(u) satisfies (1.2)), is
that the existence of wavefront connections between the stationary states 0 and 1
is no longer guaranteed, but depends on the relative behavior of α and β. Indeed
(see Theorem 2.1), necessary conditions for the existence of t.w.s. are

α < β and
∫ β

0

f(u)Φ̇(u)du > 0.

Moreover, such conditions are not sufficient since the existence of t.w.s. connecting
1 to 0 is also linked, in some sense, to the existence of heteroclinics connecting 1 to
β and β to 1. This is shown in Theorem 3.1, where we also prove that the admissible
wave speed is unique and we give a criterion to classify the resulting t.w.s. into one
of the four types described above.

As is natural, the necessary and sufficient condition stated in Theorem 3.1 has
an implicit form, since it involves the wave speeds between 0 and β and between
β and 1. So, in Theorem 3.2 we give some simple explicit conditions ensuring the
validity or not of the necessary and sufficient condition of Theorem 3.1, and then
the existence or non-existence of t.w.s. An example completes the discussion.

The main tools used for our investigation are based on upper–lower solutions
and comparison techniques in the phase plane. Indeed, due to the mild regularity
assumptions on the coefficients, the usual methods from dynamical systems theory
cannot be applied in this context.

2. Preliminaries and Necessary Conditions

As usual, a t.w.s. for Eq. (1.1) is a solution having the form v(τ, x) = u(x− cτ) for
some constant c. The wave profile u is a solution of the equation

(D(u)u′)′ + cu′ + f(u) = 0, 0 ≤ u ≤ 1 (E)

where (′) stands for derivation with respect to the wave coordinate t = x − cτ ,
D(u) := Φ̇(u) ∈ C1([0, 1]). As illustrated in the Introduction, our study concerns
dynamics for which D(u) satisfies

(u − β)D(u) < 0 in (0, 1)\{β} (2.1)

for some given β ∈ (0, 1), and f ∈ C[0, 1] satisfies (1.2) with α ∈ (0, 1).
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A function u is a solution of (E) in its maximal existence interval I = (a, b) ⊆ R

if 0 ≤ u(t) ≤ 1 in I, u ∈ C1(I), D(u)u′ ∈ C1(I), and u satisfies (E) in I. We are
interested in the existence of solutions of (E) satisfying the boundary conditions

u(a+) = 1, u(b−) = 0 (2.2)

lim
t→a+

D(u(t))u′(t) = lim
t→b−

D(u(t))u′(t) = 0. (2.3)

We start our investigation by analyzing the properties of the possible solutions
u of Eq. (E) satisfying (2.2) and (2.3).

Proposition 2.1. Let u be a solution of (E) satisfying (2.2). Then

a = −∞ implies lim
t→−∞ D(u(t))u′(t) = 0,

b = +∞ implies lim
t→+∞ D(u(t))u′(t) = 0.

Proof. Assume, for instance, a = −∞. Let T1 := sup{t : u(τ) > M = max{α, β}
for every τ ∈ (−∞, t)} and define the functions

G(u) :=
∫ u

M

D(s)f(s) ds, Σ(t) :=
1
2

[
D(u(t))u′(t)

]2

+ G(u(t)),

for u ∈ (M, 1), t ∈ (−∞, T1). Since u satisfies (E), it follows that

d

dt
Σ(t) = −cD(u(t))(u′(t))2,

which has the same sign as c, when c �= 0, since u(t) > M in (−∞, T1) and then
D(u(t)) < 0. Hence Σ(t) is monotone for t < T1 and limt→−∞ Σ(u(t)) exists, being
either finite or infinite. Since

lim
t→−∞ G(u(t)) =

∫ 1

M

D(s)f(s) ds ∈ R,

the existence of limt→−∞ D(u(t))|u′(t)| =: � ∈ [−∞, 0] follows. If � < 0, tak-
ing into account that u(−∞) = 1, D(1) ≤ 0, we obtain the existence of
limt→−∞ |u′(t)| =: �1 > 0 (possibly �1 = +∞) which is impossible since u is
bounded. Therefore � = 0 and the statement follows.

The case b = +∞ can be treated by means of an analogous argument.

In view of the previous proposition, if u is a solution of (E) and (2.2) such that
a = −∞ (b = +∞), then the corresponding condition in (2.3) is automatically
satisfied. On the other hand, if u is a solution of (E) satisfying (2.2)–(2.3) and
such that a > −∞ [b < +∞], then limt→a+ u′(t) �= 0 [limt→b− u′(t) �= 0]. Indeed, if
u′(a+) = 0 [u′(b−) = 0], then the function which is equal to u in I and identically 1
in (−∞, a] [identically 0 in [b, +∞)] is still a solution of (E), in contradiction with
the definition of I as maximal existence interval.

If I = R the solution u is called a front-type solution, or classical solution. Notice
that, as an immediate consequence of Proposition 2.1, the present definition reduces
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to the usual one,10,14 since in this case both the conditions in (2.3) are implied by (E)
and (2.2). However, in our present general setting, due to the possible degeneracy
of Eq. (E) at the equilibria (when D(0) = 0 and/or D(1) = 0), other types of
solutions can appear, attaining the equilibria at finite values with negative (possibly
infinite) slope; we will call them sharp solutions, distinguishing three different types
depending on the existence interval. If I = (−∞, b), the solution u is called sharp of
type (I) and it is right compactly supported. If I = (a,∞), the solution u is called
sharp of type (II) and it is left compactly supported. If I = (a, b) the solution u is
called sharp of type (III) and it is compactly supported (see Fig. 1). Throughout
the paper (a, b) will always denote the maximal existence interval of a solution u(t)
of Eq. (E).

The following result provides necessary conditions for the solvability of problem
(E), (2.2)–(2.3).

Theorem 2.1. If Eq. (E) admits solutions satisfying conditions (2.2)–(2.3), then

α < β, c > 0,

∫ β

0

f(u)D(u) du > 0. (2.4)

Moreover, if u(t) is a solution, then u′(t) < 0 whenever 0 < u(t) < 1.

Proof. The proof will proceed by steps. Let

T1 := sup{t ∈ (a, b) : u(τ) > max{α, β} for every τ ∈ (a, t)},
T2 := inf{t ∈ (a, b) : u(τ) < min{α, β} for every τ ∈ (t, b)},
τ1 := inf{t ∈ (a, T1) : u(τ) < 1 for every τ ∈ (t, T1]},
τ2 := sup{t ∈ (T2, b) : u(τ) > 0 for every τ ∈ [T2, t)}.

Of course, u(T1) = max{α, β}, u(τ+
1 ) = 1, u(T2) = min{α, β}, u(τ−

2 ) = 0,
u′(T1) ≤ 0, u′(T2) ≤ 0.

Step 1. If u is a solution of (E) satisfying (2.2)–(2.3), then

(i) u′(t) < 0 in (τ1, T1) ∪ (T2, τ2);
(ii) if τ1 > a then a = −∞ and u(t) ≡ 1 in (−∞, τ1);
(iii) if τ2 < b then b = +∞ and u(t) ≡ 0 in (τ2, +∞).

First let us prove that u′(t) ≤ 0 whenever t ∈ (a, T1) ∪ (T2, b). To this aim,
assume by contradiction that u′(t∗) > 0 for some t∗ ∈ (T2, b). Since u(b−) = 0,
we deduce the existence of a value t0 > t∗ such that u′(t0) = 0 and u′(t) > 0 in
(t∗, t0). Of course, we have 0 < u(t0) < α, so put h(t) := D(u(t))u′(t). By (E) we
have h′(t0) = −f(u(t0)) > 0, i.e. h(t) is increasing in a neighborhood of t0, with
h(t0) = 0. Since D(u(t0)) > 0 we have that u′(t) < 0 in a left neighborhood of t0,
in contradiction with the definition of t0, so u′(t) ≤ 0 for every t ∈ (T2, b).

Let us now assume, again by contradiction, that u′(τ∗) > 0 for some τ∗ ∈
(a, T1). Put τ0 := sup{t : u′(τ) > 0 for every τ ∈ (τ∗, t)}. Of course, τ0 < T1 and
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u′(τ0) = 0. Note that u(τ0) < 1. Indeed if u(τ0) = 1, then integrating (E) in (t, τ0)
and taking into account that f(u) > 0 for u ∈ (α, 1), we obtain that there exists
the limit limt→a+ D(u(t))u′(t) =

∫ τ0

a
f(u(t)) dt > 0, in contradiction with condition

(2.3). So, β < u(τ0) < 1 and then h′(τ0) = −f(u(τ0)) < 0, i.e. h(t) is decreasing
in a neighborhood of τ0, with h(τ0) = 0. Since D(u(τ0)) < 0, this means that
u′(t) < 0 in a left neighborhood of τ0, in contradiction with the definition of τ0.
Hence, u′(t) ≤ 0 for every t ∈ (a, T1).

By the same argument used above, it is easy to prove that if u′(t0) = 0 for
some t0 ∈ (τ1, T1) ∪ (T2, τ2), then u′(t) > 0 in a right neighborhood of t0, in
contradiction with what was proved above, and (i) follows. Now, if a < τ1, since
u(a+) = u(τ1) = 1, u′(t) ≤ 0 in (a, τ1), then necessarily u′ ≡ 0, u ≡ 1 in (a, τ1) and
a = −∞, since I = (a, b) the maximal existence interval of the solution. The case
τ2 < b is analogous.

Step 2. If problem (E), (2.2)–(2.3) is solvable, then α < β.

Let us assume α = β. Since u′(t) < 0 in (τ1, T1) ∪ (T2, τ2), there exists the
inverse functions t1 = t1(u) : (α, 1) 	→ (τ1, T1), t2 = t2(u) : (0, α) 	→ (T2, τ2). Let
z1(u) := D(u)u′(t1(u)), u ∈ (α, 1) and z2(u) := D(u)u′(t2(u)), u ∈ (0, α). Clearly
z1(u) > 0 in (α, 1), z1(α+) = 0 since D(α) = 0, z1(1−) = 0 by (2.3) if τ1 = a or
by Step 1 if τ1 > a. Similarly, z2(u) < 0 in (0, α), z2(α−) = 0 since D(α) = 0,
z2(0+) = 0 by (2.3) if τ2 = b or by Step 1 if τ2 < b. Further, both z1 and z2 satisfy
the equation

ż(u) = −c − f(u)D(u)
z(u)

(2.5)

in (α, 1) and (0, α) respectively. Multiplying by z(u) and integrating the equality
zj żj = −czj − f(u)D(u), in (α, 1) if j = 1, and in (0, α) if j = 2, we obtain

c =
− ∫ α

0
f(u)D(u) du∫ α

0 z2(u) du
=

− ∫ 1

α
f(u)D(u) du∫ 1

α z1(u) du
.

Since f(u)D(u) < 0 and z1(u) > 0 in (α, 1) while f(u)D(u) < 0 and z2(u) < 0 in
(0, α), we obtain a contradiction.

Assume now, again by contradiction, α > β. By means of the same argument
as previously, consider the inverse functions t1 = t1(u) : (α, 1) 	→ (τ1, T1), t2 =
t2(u) : (0, β) 	→ (T2, τ2), and the functions z1(u) = D(u)u′(t1(u)), u ∈ (α, 1) and
z2(u) = D(u)u′(t2(u)), u ∈ (0, β). Since z2 satisfies (2.5) in its existence interval,
integrating the relation z2(u)ż2(u) = −cz2(u) − f(u)D(u) in (0, β) we obtain

c =
− ∫ β

0
f(u)D(u) du∫ β

0 z2(u) du
< 0

taking into account that f(u)D(u) < 0, z2(u) < 0 in (0, β). Further, z1(u) > 0 in
(α, 1) and from (2.5), ż1(u) > −c > 0 in (α, 1), in contradiction with the boundary
value z1(1−) = 0.
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Step 3. If problem (E), (2.2)–(2.3) is solvable, then c > 0.

With the same argument as above consider the inverse function t1 = t1(u) :
(β, 1) 	→ (τ1, T1), and z1(u) = D(u)u′(t1(u)), u ∈ (β, 1). Since z1(u) > 0 in (β, 1), it
satisfies (2.5) in this interval, and z1(β+) = z1(1−) = 0, so integrating the relation
ż1(u)z1(u) = −cz1(u) − f(u)D(u) on (β, 1), we obtain

c =
− ∫ 1

β f(u)D(u) du∫ 1

β z1(u) du
> 0.

Step 4. If u is a solution of problem (E), (2.2)–(2.3), then u′(t) < 0 for every
t ∈ (τ1, τ2).

Let us consider the function z2(u) = D(u)u′(t2(u)), u ∈ (0, α) defined in
Step 2. We have z2(u) < 0 in (0, α) and z2(0+) = 0. Moreover, by (2.5) we
have ż2(u) < −c < 0 in (0, α) and so z2(α−) < 0. Since D(α) > 0, this implies
u′(T2) < 0. Moreover, since u(T1) = β and D(β) = 0, we immediately get
h′(T1) = Ḋ(β)[u′(T1)]2, where h was defined in Step 1, and from (E) it follows that
Ḋ(β)[u′(T1)]2 + cu′(T1) + f(β) = 0. Hence, since f(β) �= 0 and u′(T1) ≤ 0, we get
u′(T1) < 0. Note that the same argument shows that u′(t) �= 0 whenever u(t) = β.

Assume now, by contradiction, that J0 := {t ∈ (T1, T2) : u′(t) = 0} �= ∅. Let
s1 = min J0, s2 = maxJ0. Notice that if t0 ∈ J0 with u(t0) ∈ (0, α) ∪ (β, 1), then
it is a proper local minimum for u, while if u(t0) ∈ (α, β) then it is a proper local
maximum for u. Further, u′(s) �= 0 for every s such that u(s) = β. Therefore
u(s1) ∈ [0, α], while u(s2) ∈ (α, β) or u(s2) = 1. So, in particular, s1 �= s2.

Let us now show that u(s2) ∈ (α, β). To this aim, assume by contradiction that
u(s2) = 1. Since in (β, 1) there can only be minima for u(t), there exists an interval
(s3, σ3) ⊆ (s1, s2) such that u(s3) = β, u(σ3) = 1, u′(t) > 0 in (s3, σ3). Let us
consider the inverse function t3(u) : (β, 1) 	→ (s3, σ3) and let ζ3(u) := D(u)u′(t3(u))
for u ∈ (β, 1).

We have that ζ3 is a solution in (β, 1) of Eq. (2.5), with ζ3(β) = 0 since D(β) = 0,
and ζ3(1−) = 0 since u′(σ3) = 0. So, integrating the equation ζ̇3ζ3 = −c ζ3 −
f(u)D(u) in (β, 1) we obtain

c =
− ∫ 1

β f(u)D(u)du∫ 1

β
ζ3(u)du

.

Since ζ3(u) and f(u)D(u) are both negative in (β, 1), this implies c < 0 in contra-
diction to Step 3; therefore u(s2) ∈ (α, β).

Since u′(t) < 0 in (T1, s1) and in (s2, τ2), then there exist the inverse func-
tions t1(u) : (u(s1), β) 	→ (T1, s1) and t2(u) : (0, u(s2)) 	→ (s2, τ2). Let z1(u) =
D(u)u′(t1(u)) for u ∈ (u(s1), β), and z2(u) = D(u)u′(t2(u)), for u ∈ (0, u(s2)).
Then both z1 and z2 are negative and satisfy (2.5) in their existence interval. Since
u′(s1) = u′(s2) = 0, then z1(u(s1)+) = 0 = z2(u(s2)−); further z1(β−) = 0 since
D(β) = 0, and z2(0+) = 0 since if τ2 < b we have u′(τ2) = 0, while if τ2 = b it
follows from (2.3).
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If u(s1) > 0, a point ū ∈ (u(s1), u(s2)) ⊂ (0, β) should exist such that z1(ū) =
z2(ū) < 0, but this is impossible, since (2.5) has the uniqueness property for Cauchy
problems with initial data different from zero.

If u(s1) = 0, then z1 and z2 should be two negative solutions of Eq. (2.5) in
their existence intervals, (0, β) and (0, u(s2)) respectively, with 0 = z2(u(s2)−) >

z1(u(s2)). So, again by the above-mentioned uniqueness property for Eq. (2.5), we
deduce that z1(u) < z2(u) for every u ∈ (0, u(s2)).

Put ζ(u) := z1(u) − z2(u), u ∈ (0, α], we have ζ(0+) = 0 (since z1(0+) =
z2(0+) = 0), ζ(u) < 0 in (0, α] and ζ̇(u) = ζ(u)f(u)D(u)/(z1(u)z2(u)).

Let F (u) := exp
(∫ α

u
f(v)D(v)
z1(v)z2(v)dv

)
, u ∈ (0, α]. Since f(u)D(u) < 0 in (0, α),

there exists F (0+) ∈ [0, 1). Moreover d
duζ(u)F (u) = 0, hence ζ(u)F (u) ≡ 0 in (0, α].

As F (u) > 0, this implies ζ(u) ≡ 0 in (0, α], a contradiction, and this concludes the
proof of Step 4.

Step 5. If problem (E), (2.2)–(2.3) is solvable, then∫ β

0

f(u)D(u) du > 0.

Since u′(t) < 0 in (τ1, τ2), we can consider the inverse function t(u) : (0, 1) 	→ (τ1, τ2)
and z(u) = D(u)u′(t(u)). Of course, z ∈ C1(0, 1), z(u) < 0 in (0, β) and z satisfies
(2.5) in this interval. Further, z(0+) = D(0)u′(τ2) = 0 if τ2 < b, while if τ2 = b then
z(0+) = 0 by (2.3). Since c > 0 by Step 3, and

c =
− ∫ β

0 f(u)D(u) du∫ β

0
z(u) du

we immediately obtain ∫ β

0

f(u)D(u) du > 0.

3. Existence and Non-Existence of t.w.s.

Throughout this section assume that there exist (finite or infinite) the limits

lim
u→0+

f(u)D(u)
u

≥ −∞, lim
u→1−

f(u)D(u)
u − 1

≤ +∞. (3.1)

Put g(u) := f(u)D(u), and let us now consider the equation

u′′ + cu′ + g(u) = 0, u ∈ (0, β). (3.2)

Note that g(u) is a Nagumo-type reaction term in (0, β). Therefore,6 if
∫ β

0 g(u)du >

0, there exists a unique positive value c∗1, satisfying the estimate

c∗1 < 2

√
sup

u∈(α,β]

g(u)
u − α

(3.3)

such that (3.2) admits C2-solutions in R, satisfying the boundary conditions
u(−∞) = β, u(+∞) = 0. Moreover, the solution is unique, up to translation.
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Similarly, put g̃(u) := −g(1 − u), and consider the equation

u′′ + cu′ + g̃(u) = 0, u ∈ (0, 1 − β). (3.4)

In this case the function g̃(u) is a Fisher-type reaction term and, when g̃′(0) < +∞
(i.e. g′(1) < +∞), there exists a positive value c∗2,

6 satisfying the estimate

2
√

g̃′(0) ≤ c∗2 ≤ 2

√
sup

s∈(0,1−β]

g̃(s)
s

,

i.e.

2
√

g′(1) ≤ c∗2 ≤ 2

√
sup

u∈[β,1)

g(u)
u − 1

, (3.5)

such that (3.4) admits C2-solutions in R satisfying the boundary conditions
u(−∞) = 1 − β, u(+∞) = 0, if and only if c ≥ c∗2 (note that g′(1) exists, finite
or infinite, by (3.1)). Moreover, for any admissible c, the solution is unique up to
translation.

The solvability of problem (E), (2.2)–(2.3) is linked to the values of c∗1 and c∗2,
as the following result shows.

Theorem 3.1. Equation (E) admits solutions satisfying conditions (2.2)–(2.3), if
and only if

α < β, c > 0,

∫ β

0

f(u)D(u) du > 0

and

c∗1 ≥ c∗2. (3.6)

In this case, there exist solutions only for c = c∗1 and the solution is unique, up to
translation. Moreover, the solution is

— sharp of type (I) if and only if D(0) = 0 and c∗1 > c∗2 or c∗1 = c∗2 but D(1) < 0;
— sharp of type (II) if and only if D(0) > 0, D(1) = 0 and c∗1 = c∗2;
— sharp of type (III) if and only if D(0) = D(1) = 0 and c∗1 = c∗2;
— front-type in the remaining cases.

Proof. Again we divide the proof into several steps.

Step 1. There is a bijection between the set of solutions of problem (E), (2.2)–(2.3),
modulo translation of the origin, and the functions z ∈ C1(0, 1), satisfying (2.5) in
(0, β)∪(β, 1), and such that z(u) < 0 in (0, β), z(u) > 0 in (β, 1), z(0+) = z(1−) = 0.

In Step 5 of Theorem 2.1, we proved that if u is a solution of problem (E), (2.2)–
(2.3), then the function z(u) = D(u)u′(t(u)) (where t(u) is the inverse function of
u(t), t ∈ (τ1, τ2)) is in C1(0, 1), and satisfies (2.5) in (0, β). Moreover z(u) < 0 in
this interval, and z(0+) = 0. One can immediately check that z(u) satisfies (2.5)
also in (β, 1), z(u) > 0 in this interval, and z(1−) = 0.
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Vice versa, let z ∈ C1(0, 1), satisfying (2.5) in (0, β) ∪ (β, 1), and such that
z(u) < 0 in (0, β), z(u) > 0 in (β, 1), z(0+) = z(1−) = 0. First note that if
Ḋ(β) �= 0 then ż(β) > 0, while Ḋ(β) = 0 implies ż(β) = 0. Indeed, from (2.5), we
have

ż(β)[ż(β) + c] = lim
u→β

z(u)(ż(u) + c)
u − β

= lim
u→β

−g(u)
u − β

= −f(β)Ḋ(β).

Therefore, since ż(β) ≥ 0 and c > 0, we get ż(β) = 0 if and only if Ḋ(β) = 0.
Further, let us prove that the limit limu→β z(u)/D(u) =: � exists and is finite. This
is immediate when Ḋ(β) �= 0, so consider the case Ḋ(β) = 0. Given ε > 0, since
c > 0, it is possible to find 0 < δ1 < β − α satisfying

−c +
cf(u)

f(β) + cε
+

(
f(β)

c
+ ε

)
Ḋ(u) < 0, β − δ1 ≤ u ≤ β. (3.7)

We claim that

z(u) > z̃(u) := −
(

f(β)
c

+ ε

)
D(u), β − δ1 < u < β. (3.8)

In fact, assuming z̃(u0) ≥ z(u0) for some u0 ∈ (β − δ1, β), we obtain by (3.7)

ż(u0) = −c − f(u0)D(u0)
z(u0)

≤ −c +
cf(u0)

f(β) + cε
< −

(
f(β)

c
+ ε

)
Ḋ(u0) = ˙̃z(u0),

implying the contradictory conclusion z(β−) < z̃(β−) = 0. Hence (3.8) is valid.
With a similar reasoning we are able to find 0 < δ2 < β − α such that

z(u) < −
(

f(β)
c

− ε

)
D(u), β − δ2 < u < β, (3.9)

for ε sufficiently small. Let δ := min{δ1, δ2}. According to (3.8) and (3.9) we have

−f(β)
c

− ε ≤ z(u)
D(u)

≤ −f(β)
c

+ ε, β − δ < u < β.

Since ε is an arbitrary positive value, we get limu→β− z(u)/D(u) = −f(β)/c. Simi-
larly, one can also prove that limu→β+ z(u)/D(u) = −f(β)/c when Ḋ(β) = 0.

Now, let u be the unique solution of the Cauchy problem{
u′ = G(u)

u(0) = 1/2
where G(u) =

{
z(u)/D(u), u ∈ (0, 1), u �= β

�, u = β
(3.10)

defined in its maximal existence interval (τ1, τ2). Notice that G ∈ C0(0, 1)
and D(u(t)) u′(t) = z(u(t)) for every t ∈ (τ1, τ2), so D(u)u′ ∈ C1(τ1, τ2)
with u′(t) < 0 and limt→τ+

1
D(u(t))u′(t) = limu→1− z(u) = 0, limt→τ−

2
D(u(t))u′(t)

= limu→0+ z(u) = 0. Further,

(D(u)u′)′(t) = ż(u(t))u′(t) = −cu′(t) − f(u(t)).
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u is a solution of (E), (2.2)–(2.3) in (τ1, τ2). If we denote by I = (a, b) the maximal
existence interval of u(t) as a solution of (E), (2.2)–(2.3), then the values τ1, τ2

have the same meaning as at the beginning of the proof of Theorem 2.1.

Step 2. Equation (E) admits solutions satisfying conditions (2.2)–(2.3), if and only
if c∗1 ≥ c∗2.

By virtue of Step 1, the solvability of problem (E), (2.2)–(2.3) is equiva-
lent to the existence of functions z ∈ C1(0, 1), satisfying (2.5) in (0, β) ∪ (β, 1),
such that z(0+) = z(1−) = 0 and z(u) < 0 in (0, β), z(u) > 0 in (β, 1).
Observe now that the existence of negative solutions of (2.5) in (0, β), satisfying
z(0+) = z(β−) = 0 is equivalent to the existence of solutions for (3.2) satisfying
u(−∞) = β, u(+∞) = 0.11 Similarly, it is easy to check that the existence of
positive solutions of (2.5) in (β, 1), satisfying z(β+) = z(1−) = 0 is equivalent to
the existence of negative solutions of the equation

ẇ = −c − g̃(s)
w(s)

, s ∈ (0, 1 − β)

satisfying w(0+) = w((1 − β)−) = 0; indeed it suffices to put w(s) = −z(1 − s)
(recall that g̃(s) = −g(1 − s)). Further, this is equivalent to the existence of C2-
solutions u(t) of (3.4), satisfying u(−∞) = 1−β, u(+∞) = 0. Therefore, if problem
(E), (2.2)–(2.3) is solvable for some c, then c = c∗1, and c∗1 ≥ c∗2.

Vice versa, if α < β and
∫ β

0
f(u)D(u) du > 0, then c∗1 and c∗2 exist and assuming

c∗1 ≥ c∗2, then for c = c∗1 there exists a positive function z2 ∈ C1(β, 1), solution of
(2.5) in (β, 1), satisfying z2(β+) = z2(1−) = 0 and there exists a negative function
z1 ∈ C1(0, β), solution of (2.5) in (0, β), satisfying z1(0+) = z1(β−) = 0. In order
to conclude the proof, it is sufficient to show that the function z(u), defined by

z(u) =




z1(u), u ∈ (0, β)
0, u = β

z2(u), u ∈ (β, 1)

satisfies z ∈ C1(0, 1). To this aim, assume by contradiction

lim sup
u→β+

z(u)
u − β

:= D+z(β) > D+z(β) := lim sup
u→β−

z(u)
u − β

and fix λ ∈ (D+z(β), D+z(β)). Let (un)n be a decreasing sequence converging
to β, such that

z(un)
un − β

= λ, and
d

du

(
z(u)
u − β

)∣∣∣∣
u=un

≤ 0.

Since d
du

z(u)
u−β = 1

u−β (ż(u) − z(u)
u−β ), we have ż(un) = −c − g(un)

λ
(

un−β
) ≤ λ. Passing to

the limit as n → +∞, since λ > 0, we get λ2 +cλ+ ġ(β) ≥ 0. Similarly, if we choose
a decreasing sequence (vn)n converging to β, such that

z(vn)
vn − β

= λ, and
d

du

(
z(u)
u − β

)∣∣∣∣
u=vn

≥ 0,
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we can deduce that λ2 + cλ + ġ(β) ≤ 0. Therefore, we obtain λ2 + cλ + ġ(β) = 0
and a contradiction follows from the arbitrariness of λ ∈ (D+z(β), D+z(β)). This
proves the existence of the limit limu→β+ z(u)/(u − β) ∈ [0, +∞]. If Ḋ(β) �= 0, from
(2.5) we deduce

ż(β+) = −c − f(β)Ḋ(β) lim
u→β+

u − β

z(u)
.

Notice that, if limu→β+ z(u)/(u−β) = 0 (+∞) then ż(β+) = +∞ (0) and this is not

possible. Hence ż(β+) exists and it has the real value 1
2 (−c+

√
c2 − 4f(β)Ḋ(β)). On

the other hand, if Ḋ(β) = 0, by what we proved in Step 1 we get limu→β+
D(u)
z(u) =

− c
f(β) . Hence, from (2.5) we deduce that ż(β+) = −c − f(β) limu→β+

D(u)
z(u) = 0.

Similarly one can prove the existence of the limit ż(β−), coincident with ż(β+).
Consequently Eq. (E) with c = c∗1 admits a solution satisfying (2.2)–(2.3).

Finally, the uniqueness of the solution (up to translation) derives from the
uniqueness of the solutions of Eqs. (3.2), (3.4) satisfying the prescribed boundary
conditions.

Step 3. Characterization of the t.w.s.

Let u(t) be the solution of problem (E), (2.2)–(2.3) with c = c∗1 as shown in
Step 2. In order to distinguish what kind of solution u(t) is, we need to calculate

u′(a+) = lim
t→a+

u′(t) = lim
u→1−

z(u)
D(u)

and

u′(b−) = lim
t→b−

u′(t) = lim
u→0+

z(u)
D(u)

,

where z(u) is the associated first-order dynamics (see Step 1) satisfying z(0+) =
z(1−) = 0. When D(1) �= 0, it follows that u′(a+) = 0 hence a = −∞ and the
solution is classical for u near its value 1. Similarly, D(0) �= 0 implies u′(b−) = 0
hence b = +∞ and again the solution is classical near u = 0. Consequently, when-
ever D(0)D(1) �= 0, both a = −∞ and b = +∞ are valid, hence u(t) is a front-type
solution.

Consider now the case when D(1) = 0. Since c∗1 ≥ c∗2, the following problem is
uniquely solvable


ẇ(s) = −c∗1 +

f(1 − s)D(1 − s)
w(s)

, s ∈ (0, 1 − β)

w(s) < 0

w(0+) = w((1 − β)−) = 0

with w(s) defined as in Step 2. Reasoning as in Ref. 10, Lemma 5 (see also Ref. 9,
Theorem 4) it is possible to prove that the limit ẇ(0) = lims→0+ w(s)/s exists and it
is 0 or −c∗1. In particular, ẇ(0) = 0 if and only if c∗1 > c∗2 (see Ref. 10, Corollary 11).
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First assume c∗1 > c∗2 and show that, in this case, u′(a+) = 0. Indeed, this is trivial
when Ḋ(1) �= 0 since z(u) = −w(1 − u) implies ż(1) = 0 and

u′(a+) = lim
u→1−

z(u)
u

u

D(u)
.

Instead, when Ḋ(1) = 0 according to the proof of Theorem 4 in Ref. 9, we have

u′(a+) = lim
u→1−

z(u)
D(u)

= lim
s→0+

w(s)
D(1 − s)

= 0. (3.11)

Consequently a = −∞ and again when D(0) �= 0 the solution u(t) is of front-type.
Now consider c∗1 = c∗2. Since ż(1) = ẇ(0) = −c∗1, we obtain

lim
t→a+

u′(t) = lim
u→1−

z(u)
D(u)

= lim
u→1−

z(u)
u − 1

u − 1
D(u)

= − c1∗
Ḋ(1)

,

with the obvious meaning that it is −∞ when Ḋ(1) = 0. Therefore a > −∞ and
when D(0) > 0, b = +∞ hence u(t) is a sharp solution of type (II).

It remains to consider the case when D(0) = 0. Since z(u) satisfies (2.5) in (0, α)
with c = c∗1, we obtain

lim
u→0+

[
ż(u) + c∗1

]z(u)
u

= lim
u→0+

−f(u)
D(u)

u
= 0.

We recall that z(u) and f(u)D(u) are negative in (0, α), so by (2.5) it follows that
ż(u) < −c∗1 in (0, α); this implies limu→0+ ż(u) = −c∗1, since at u = 0 we have
ż(0) = 0 or ż(0) = −c∗1. Therefore

lim
u→b−

u′(t) = lim
u→0+

z(u)
D(u)

= lim
u→0+

ż(u)
Ḋ(u)

= − c∗1
Ḋ(0)

with the obvious meaning that the limit is −∞ when Ḋ(1) = 0; in every case
b < +∞. Consequently, when c∗1 > c∗2 or c∗1 = c∗2 but D(1) < 0, then a = −∞ and
u(t) is sharp of type (I) while when c∗1 = c∗2 and D(1) = 0 also a > −∞ implying
that u(t) is sharp of type (III).

As is natural, the necessary and sufficient condition stated in the previous result
has an implicit form, since the values of the constants c∗1 and c∗2 are unknown in
general. So, in order to make it applicable, we now give some simple conditions,
directly expressed in terms of the coefficients D(u) and f(u), ensuring the validity
of condition (3.6).

Theorem 3.2. Assume

lim
u→1−

f(u)D(u)
u − 1

≥ sup
u∈(α,β]

f(u)D(u)
u − α

. (3.12)

Then Eq. (E) does not admit solutions satisfying (2.2)–(2.3), for any value c > 0.
Instead, if all the necessary conditions (2.4) hold, put

σ := sup
u∈[β,1)

f(u)D(u)
u − 1

, m := − min
u∈[0,α]

f(u)D(u)
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then, if

8σβ2 + 4
√

4β4σ2 + 2mσβ3 ≤ 3
∫ β

0

f(u)D(u)du (3.13)

there exists a unique value c∗, satisfying estimate (3.3), such that Eq. (E) admits a
unique (up to translation) solution satisfying (2.2)–(2.3), which is sharp of type (I)
if D(0) = 0, and of front-type if D(0) > 0.

Proof. From the estimates (3.3), (3.5) of the critical values c∗1, c∗2, it follows imme-
diately that a necessary condition for (3.6) to be satisfied is that

lim
u→1−

f(u)D(u)
u − 1

< sup
u∈(α,β]

f(u)D(u)
u − α

.

Assume now that all the conditions in (2.4) are satisfied and (3.13) holds. In Ref. 11,
Lemma 4, it was proved that for every c > 0 there exists a unique negative solution
zc of Eq. (2.5) in its maximal existence interval (0, uc), such that zc(0+) = 0 and
α < uc ≤ β. Moreover, if c1 < c2 then uc1 ≤ uc2 and zc1(u) > zc2(u) in (0, uc1).

For every c > 0 let kc := c
√

β +
√

c2β + 2m and φc(u) := −kc
√

u, u ∈ (0, β).
Since k2

c = 2ckc

√
β + 2m > 2ckc

√
u + 2m, we have

φ̇c(u) = − kc

2
√

u
< −c − m

kc
√

u
≤ −c +

g(u)
kc
√

u
= −c − g(u)

φc(u)
,

i.e. φc is a lower-solution for Eq. (2.5) in (0, β). Hence, by results proved in Ref. 11,
Lemma 3, we get φc(u) ≤ zc(u) in (0, uc). Moreover, since φc is a strict lower-
solution, we have φc(u) < zc(u) in (0, uc). Indeed, if φc(ū) = zc(ū) for some ū ∈
(0, uc), then φ̇c(ū) < −c − g(ū)

φc(ū) = −c − g(ū)
zc(ū) = żc(ū), implying φc(u) > zc(u) in a

left neighborhood of ū, a contradiction.
Hence, integrating equation żc(u)zc(u) = −czc(u) − g(u) in (0, uc) we obtain

0 ≤ z2
c (u−

c ) = −2c

∫ uc

0

zc(u) du − 2
∫ uc

0

g(u) du

< 2ckc

∫ β

0

√
u du − 2

∫ uc

0

g(u) du

=
4
3

ckcβ
3/2 − 2

∫ uc

0

g(u) du,

i.e. ∫ uc

0

g(u) du <
2
3

ckcβ
3/2 for every c > 0.

Therefore, if

2
3

ckcβ
3/2 ≤

∫ β

0

g(u)du, (3.14)

necessarily we have uc < β implying c < c∗1. Note that for c = 2
√

σ inequality
(3.14) then reduces to (3.13), which then implies that 2

√
σ < c∗1. Therefore, by

(3.5) we obtain c∗2 < c∗1 and by virtue of Theorem 3.1 we get the assertion.
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Example 1. Let us consider the equation

((β − u)u′)′ + cu′ + f(u) = 0 (3.15)

where 0 < β < 1 and

f(u) =




u(β + u)(u2 − α2), u ∈ [0, β]

f(β) u ∈ [β, u0]
a2

4
1−u
u−β , u ∈ (u0, 1]

with 0 < α < β/
√

3, a > 0 and u0 = u0(a) ∈ (β, 1) is the solution of the linear
equation

a2

4
(1 − u) = f(β)(u − β).

Of course, f(u) is well-defined and continuous on all [0, 1]; moreover it satisfies
f(u)(u−α) > 0 in (0, 1)\{α}. Consequently, (3.15) is a diffusion-aggregation process
with a Nagumo-type reaction term, depending on the parameter a.

Equation (3.15) has a unique connection from its stationary states 0 and β.6 Its
speed c∗1 is the same as the speed of the unique wave connection, in [0, β], of

ut = uxx + u(β2 − u2)(u2 − α2).

Notice in fact that the wave profile can be obtained, in both cases, from the solutions
of the following singular boundary value problem

 ż(u) = −c − u(β2 − u2)(u2 − α2)
z(u)

z(0+) = z(β−) = 0.

,

Consequently, by Ref. 6, Example 15, we get

c∗1 =
β2 − 3α2

√
3

.

The constraint on α assures that c∗1 > 0. It is also easy to see that
∫ β

0 f(u)(β −
u) du > 0.

In the interval [β, 1], Eq. (3.15) supports infinitely many waves with a minimum
speed c∗2 satisfying (3.5) where g(u) is defined in [β, 1] as follows

g(u) =

{
f(β)(β − u), u ∈ [β, u0],
a2

4 (u − 1), u ∈ (u0, 1].

Since g is convex in [β, 1] we get c∗2 = 2
√

g′(1) = a. According to Theorem 3, all
the cases occur, concerning the existence of a wave connection, on varying of the
parameter a. In particular, when

β2 − 3α2

√
3

≥ a,



August 14, 2007 15:33 WSPC/103-M3AS 00230

Aggregative Movement and Front Propagation for Bi-Stable Population Models 1367

(3.15) has a unique wave connection from 0 to 1 with speed c∗1. Its profile is of
front-type, since D(u) does not vanish in u = 0 and u = 1. Instead, in the opposite
case when

β2 − 3α2

√
3

< a,

(3.15) does not support a wave connection from 0 to 1.

4. Final Discussion

In this paper, we have used upper and lower solutions and comparison techniques
in the phase plane to investigate front propagation in a reaction-diffusion equation
where the diffusion coefficient changes sign, while the reaction term is bi-stable.
While the latter is a well-known model for the Allee effect, and the former can
describe aggregation-diffusion, our goal is not to apply our results to a specific
biological/ecological example, rather it is to extend the mathematical results avail-
able for such equations. Travelling wave phenomena arise in models for many areas
of application, including population dynamics, morphogenesis, wound healing and
cancer growth. In some of these cases, the models can be caricaturised such that
they do have a complicated functional form of diffusion coefficient which changes
sign. In such cases, our model may well capture the essence of the phenomena and
our results may transfer across.

Due to the sign change of the diffusion term D at the point β, the model supports
a system of wave connections from 1 to β and from β to 0. However, only when
α < β (α being the value at which the reaction term changes its sign) do there
exist connections with the same positive wave speed. In this case, it is possible to
“glue” them together, resulting in a wave between 1 and 0. As a consequence of this
analysis, a population can eventually propagate throughout its habitat (i.e. a front
between 1 and 0 exists) only when aggregating movements prevail over random
dispersion in a range of values where the population is increasing.

As far as we know, the description of the behavior of this system when random
dispersion and the Allee effect are active together, is still an open question.
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