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Multi-scale epidemic forecastingmodels have been used to inform population-
scale predictions with within-host models and/or infection data collected in
longitudinal cohort studies. However, most multi-scale models are complex
and require significant modelling expertise to run. We formulate an alternative
multi-scale modelling framework using a compartmental model with multiple
infected stages. In the large-compartment limit, our easy-to-use framework
generates identical results compared to previous more complicated
approaches. We apply our framework to the case study of influenza A in
humans. By using a viral dynamics model to generate synthetic patient-level
data, we explore the effects of limited and inaccurate patient data on the accu-
racy of population-scale forecasts. If infection data are collected daily, we find
that a cohort of at least 40 patients is required for a mean population-scale fore-
casting error below 10%. Forecasting errors may be reduced by includingmore
patients in future cohort studies or by increasing the frequency of observations
for each patient. Ourwork, therefore, provides not only an accessible epidemio-
logical modelling framework but also an insight into the data required for
accurate forecasting using multi-scale models.
1. Introduction
Infectious disease epidemics in humans, animals and plants have severe
impacts [1–7]. Mathematical models are increasingly used to forecast the
future dynamics of outbreaks [7–9] and to plan interventions [10–13], while
within-host models are used to understand the spread of infection at the indi-
vidual host-level [14–17]. Standard population-scale epidemiological models
assume that the infectiousness of each host is constant over the course of the
infectious period [4], but in reality, infectiousness will vary as the infection pro-
gresses through the host due to changing pathogen loads [18,19] and other
factors including behavioural responses to infection [18,20].

Multi-scalemodels have been used to connect epidemiological dynamics at the
patient-level (within-host; we refer to ’patients’ throughout, but similar ideas can
be applied to pathogens of animals or plants) to those at the population-scale
(between-host) [21–34]. These models (sometimes referred to as nested models
[19,30]) tend to assume a specified relationship between the level of infection
within a patient and the rate at which the patient transmits the pathogen to sus-
ceptible individuals [18,19,35]. A within-host model, parameterized by fitting
to patient data, is then used to determine the parameters of a population-
scale model incorporating time-dependent infectiousness [19,35]. In addition
to patient-level dynamics affecting population-scale transmission, there may be
reciprocal feedback from the population-scale to the patient-level [19]—for
example, if there are multiple co-circulating strains of the pathogen [24].
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A recent review concluded that, while numerous multi-
scale epidemiological modelling studies exist, relatively few
include substantial use of data [29]. While one reason for
this is the lack of widely available datasets [18,36], we con-
tend that another contributing factor is that previous multi-
scale modelling frameworks have been complex, making
them challenging to implement other than by highly
specialist mathematical modellers. Such frameworks have
often employed integro-differential equations (IDEs)
[19,24,27,30,31,33,35,37], although alternatives such as indi-
vidual-based stochastic models [12,23,25,26,38] have also
been considered. IDEs are challenging to solve, requiring
bespoke numerical methods [28]. Some studies using IDEs
have involved explicit simulation of the full multi-scale
model [24,31,37]. However, others have either only used the
multi-scale framework to derive quantities such as the basic
reproduction number of the pathogen rather than predicting
temporal epidemic dynamics [30,33], or have made simplify-
ing assumptions such as taking a within-host model to be in
equilibrium [21,22,27,32]. Although an assumption that the
pathogen load in each infected host is not changing (or
changes only a limited number of times) might be appropri-
ate for chronic infections, it leads to an approximate
population-scale model that does not explicitly account for
time-dependent infectiousness or other potentially complex
patient-level dynamics.

In most previous studies that have used IDEs to transition
from within- to between-host, the progression of infection
through all patients has been assumed to be identical [35].
Patient-level dynamics are therefore characterized by a
within-host model in which the values of model parameters
(describing factors such as pathogen replication as well as
immune responses) are the same for all patients. These par-
ameters have either assumed values that have not been
derived rigorously from data [29] or have been obtained by
fitting the model to data collected in longitudinal cohort
studies from a small number of patients [27,33]. Within-host
parameters are, in fact, likely to vary between individuals
[14,39,40], for example due to differences in immune
responses [41], while measurement error may also lead to
inaccurate parameter estimates particularly given limited
numbers of observations [35,42]. As we show, if patient-
level data are only available from a limited number of
patients, then predictions of population-scale epidemic
dynamics may be inaccurate.

In this paper, we introduce a novel framework for transi-
tioning from within- to between-host epidemiological
dynamics straightforwardly. Our method involves using a
compartmental model with a large number of infected com-
partments to predict the population-scale dynamics.
Compartmental models, comprising systems of ordinary
differential equations (ODEs), can be solved easily using stan-
dard numerical routines and software packages [4,28,43,44],
are straightforward to adapt to include further biological
detail [4,20,28], and are widely used for epidemic modelling
[4,45]. We show rigorously that our modelling framework is
equivalent to a more complex IDE approach, in the large-com-
partment limit of our method. Since the number of
compartments is simply a choice for the user to make, our
easy-to-use method can generate results that are as accurate as
those from more complex approaches.

To demonstrate our framework, we consider modelling
an outbreak due to the influenza Avirus. We use a previously
parameterized within-host model [14] to generate a synthetic
dataset representative of real patient data (electronic sup-
plementary material, figure S1), incorporating variability in
the viral load time series between patients due to factors
such as differences in immune responses. Since the magni-
tude of this variability has been chosen to match data from
a previous cohort study [14,46], our dataset is comparable
to obtaining data from a cohort study, but with the advantage
that we can test our approach using many different possible
cohorts of any size (from small cohort sizes up to very
large cohort sizes that generate idealized data). We explore
the effects of both the number of patients from which data
are available and the extent of measurement error in patient
data, on population-scale predictions. Our work, therefore,
provides insight into the data required for accurate forecast-
ing using multi-scale epidemic models, as well as an
accessible modelling framework that can be used for forecast-
ing during future epidemics of a range of infectious diseases.
2. Results
2.1. Transitioning from within- to between-host

influenza dynamics
We have developed a new compartmental framework for
transitioning from within- to between-host epidemic
dynamics. In our approach, a within-host model is fitted to
data from individual patients, to estimate the pathogen
load of each measured patient at every time since infection
(figure 1a). As with other multi-scale epidemic models
[18,19,35], by assuming a functional relationship between
pathogen load and infectiousness, the expected infectious-
ness, β(τ), of any host is then estimated at each time since
infection, τ days (figure 1b). We will call β(τ) the expected
infectiousness curve. In previous approaches, the Kermack
and McKendrick (K&M) IDE model [47] (see electronic sup-
plementary material, §S1) has then been used to calculate
the population-scale dynamics (figure 1c). We instead use
the expected infectiousness curve to parameterize a multi-
stage compartmental model with a large number of infected
compartments (figure 1d), which can also be used to predict
the population-scale dynamics (figure 1e). For details on
the compartmental and IDE approaches, see Methods. In the
limit of infinitely many compartments in our framework, the
two approaches are mathematically equivalent (we prove
this rigorously in electronic supplementary material, §S2).

To illustrate our framework in a concrete setting, we con-
sidered the specific case of influenza A infection in humans.
We used the target cell-limited (TCL) within-host model,
which has previously been fitted to data from a cohort
study of influenza infection [14], to generate synthetic data
from a large number of patients (see Methods). The data
were used to calculate the expected infectiousness curve
(figure 2a) under the assumptions of a linear relationship
between viral load and infectiousness [18,33,35,38,39] and a
basic reproduction number (defined to be the expected
number of secondary cases arising from a single infected
host in an otherwise entirely susceptible population [4]) of
1.5 [8] (see Methods), although we consider other assump-
tions and values of the reproduction number later
(electronic supplementary material, §§S8 and S9).
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Figure 1. Schematic demonstrating methods for transitioning from patient-level to population-scale epidemiological dynamics. In standard approaches (a–c),
measurements from within each patient (a) are used to parameterize a within-host model, giving rise to an averaged infectiousness curve (b). These patient-
level dynamics can then be nested in an IDE model (e.g. the K&M model [47]) used to predict the population-scale dynamics (c). However, IDE models are
challenging to solve. By contrast, in our approach (a,b,d,e), the expected infectiousness curve is instead used to parameterize a compartmental model (d ) that
can be used to predict population-scale dynamics straightforwardly (e). Early-epidemic oscillations in panels (c) and (e) occur because the expected infectious-
ness of an infected host is close to zero in the first day of infection, leading to delays before successive generations of newly infected hosts begin to transmit the
pathogen.
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Both our compartmental approach using a large
number of infected compartments (n = 1000) and the pre-
viously used IDE method (i.e. the K&M model) were then
used to predict the population-scale outbreak dynamics,
initially assuming the expected infectiousness curve was
known exactly (figure 2b). We considered a population of
size N = 1000 and assumed that a single newly infected
individual was introduced into an entirely susceptible
population. The two approaches produced almost identical
results—the error in the predicted population-scale
dynamics when the compartmental method was used, cal-
culated as a proportional error relative to the dynamics
predicted using the IDE method (see Methods), was only
0.2%. We explored how many compartments are required
in our framework to ensure accurate population-scale fore-
casts, finding that in general, the error in predictions scales
with 1/n as the number of compartments, n, becomes large
(electronic supplementary material, §S5). When the infec-
tiousness curve shown in figure 2a was used to transition
to population-scale dynamics, we found that n = 24
compartments are sufficient for an error in population-
scale predictions of 10% or less (electronic supplementary
material, figure S2b).
2.2. The effect of limited and inaccurate patient-level
data on population-scale predictions

We considered the effect of two quantities on population-
scale predictions: the number of patients from which individ-
ual patient data are available, and the extent of measurement
error in patient-level data. Initially, we considered these two
factors in isolation, before testing their combined effects.
We defined error metrics to quantify the errors that arose in
the patient-level dynamics (the within-host error) and in the
population-scale dynamics (the between-host error), using
proportional errors in order to enable comparison between
errors at the two scales (see Methods).
2.2.1. Number of patients
In most cohort studies used to inform multi-scale models,
data are only available from a small number of patients
[27,33], and within-host parameters may vary significantly
between patients [14,39,40]. To investigate the error in
population-scale predictions that inadequate data may gener-
ate, we supposed that data were only available from d
randomly chosen patients (see Methods). To isolate the
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Figure 2. Transitioning from within- to between-host influenza dynamics using the compartmental and IDE methods. (a) The expected infectiousness curve, β(τ),
when the patient-level dynamics are perfectly characterized. (b) The population-scale dynamics, using our compartmental approach with n = 1000 infected com-
partments (blue), and using the IDE method (black dashed), for the infectiousness curve shown in panel (a).
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effect of variability between hosts rather than measurement
error, the exact viral load of each patient was initially
assumed to be known at every time since infection. We
used the available data to estimate the expected infectious-
ness curve (figure 3a) and calculated the approximate
population-scale dynamics using our compartmental frame-
work with n = 1000 infected compartments (figure 3b). For a
fixed cohort size, d, significantly different predictions of
population-scale dynamics are possible, depending on which
patients are included in the study (figure 3c). Therefore, we
calculated the distributions of errors in both the patient-level
and population-scale dynamics, relative to the case in which
the patient-level dynamics were perfectly characterized, over
5000 repeats for each of a range of patient cohort sizes, d
(figure 3d). Equivalent results using the IDE method rather
than our compartmental approach are shown in electronic
supplementary material, figure S3a.

As the number of patients is increased, the errors at
patient-level and population-scale both decrease in general
(depending on precisely which patients are included in the
study cohort), but at a decreasing rate. The magnitude of
the population-scale error is generally smaller than that of
the patient-level error. Therefore, limited data do not necess-
arily preclude accurate population-scale predictions, even
when there is a large amount of variability between different
patients. In this case—when there are exact and continuous
data available from each patient—a cohort size of d = 20
patients is sufficient for the between-host error to be 10% or
less on average (figure 3d ). However, since the errors are
affected by the precise patients included in the cohort, more
patients are required for a greater certainty of a small
between-host error. For example, d = 30 patients are required
to ensure that the upper quartile of between-host errors for
cohorts of that size is less than 10%.
2.2.2. Extent of measurement error
In longitudinal cohort studies, data are only collected from
each patient at a limited number of time points. For studies
of influenza infections, data may be collected daily [14,39]
over the course of infection, which lasts approximately one
week [48]. However, there can be significant measurement
error whenever the viral load is recorded [35,42].

We considered viral load values recorded daily for each
patient for a week after infection, although we also con-
sidered the effect of more frequent observations (electronic
supplementary material, §S7). To incorporate measurement
error in the synthetic data, a normally distributed error
with standard deviation σ was applied to the logarithm of
each measurement. To estimate the patient-level dynamics,
we fitted the TCLmodel to the data for each patient (figure 4a;
see Methods for details).

To demonstrate the effect of measurement error on
population-scale predictions, we assumed that data were
available from d = 10 randomly chosen patients, and com-
pared estimates of the expected infectiousness curve, first
under the assumption that the viral load of each host was
known exactly at all times during infection, and second,
when there was measurement error in daily recordings of
the viral load (figure 4b). Our compartmental framework
with n = 1000 compartments was then used to predict the
population-scale dynamics in both cases (figure 4c). We
calculated the within-host and between-host errors that
arose directly due to measurement error, by taking the
‘true’ dynamics to be those when exact and continuous
data were available from the same 10 hosts. The distributions
of these errors, each time calculated over 5000 repeats for a
range of values of σ, are shown in figure 4d (for equivalent
results obtained using the IDE method, see electronic
supplementary material, figure S3b).

The errors at patient-level and at population-scale both
increase with the measurement noise level, σ. For values of σ
of 1 log10(TCID50/ml) or higher, the mean population-scale
error is over 10%. In that case, when a cohort of only d= 10
patients is used, measurement error alone is likely to prevent
accurate population-scale forecasts, even if there is no additional
error contribution due to within-host parameter variability.
2.2.3. Overall error
So far, we have described our analyses considering the separ-
ate effects of patient cohort size and measurement noise on
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the characterization of within-host viral load time series, as
well as the resulting impact on population-scale outbreak
predictions. However, in reality, both these sources of error
would be present simultaneously. Errors would also occur
if a small number of compartments is used in our multi-
scale modelling approach, although this can be avoided by
simply choosing a large number of compartments in the
model. Nonetheless, we also conducted an analysis in
which all three potential sources of error were included:
(i) number of patients; (ii) measurement error; and
(iii) number of compartments.

When we investigated the combined effect of these
potential sources of error, we considered a measurement
noise level of σ = 1 log10(TCID50/ml), since this generated
synthetic data comparable to those recorded in cohort
studies (electronic supplementary material, figure S1).
Assuming that data were available from d randomly sampled
patients, our compartmental framework with n infected
compartments was used to estimate the population-scale
dynamics. We repeated this analysis 10 000 times each for
different pairs of values of d and n, each time calculating
the within-host and between-host errors, relative to the
case in which the patient-level dynamics were perfectly
characterized and the IDE method was used (equivalent to
using infinitely many compartments in our compartmental
framework). The distributions of within-host and between-
host errors, when a large number of compartments (n =
1000) is used in our framework, are plotted for different
numbers of patients (d ) in figure 5a. Equivalent results
using the IDE method are shown in electronic
supplementary material, figure S3c. When either the com-
partmental or IDE approach is used, data from d = 40
patients are required for an average between-host error of
10% or below (compared to 20 patients if data are recorded
exactly, i.e. with no measurement error—figure 3d; electronic
supplementary material, figure S3a).
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The mean error in the population-scale dynamics, for
different numbers of patients (d ) and numbers of compart-
ments (n), is shown in figure 5b. In the case of d = 40
patients, each sampled once daily, the user should choose at
least n = 60 compartments in our approach to ensure a
mean error of 10% or less. As few as 40 compartments are
needed if data are available from a large number (more
than 60) of patients. Nonetheless, since the number of com-
partments to use is simply a choice for the user—rather
than requiring any more data to be collected—we suggest
that any user of our framework simply chooses a very large
number of compartments. We note, however, that the benefit
of using more compartments becomes negligible when more
than n = 100 compartments are included in our approach
(figure 5b).

Whereas in figure 5, we assumed that data were collected
once daily for a week from each patient, we also conducted
supplementary analyses of the between-host error when
data were instead collected twice per day from each patient
(electronic supplementary material, §S7)—in this case, data
are only required from 20 patients for a mean between-host
error of 10% or less (electronic supplementary material,
figure S4b). If instead the total number of measurements
that can be taken is fixed, then it might be necessary to
choose between sampling a large number of patients infre-
quently, or a small number of patients frequently. We
explored this in electronic supplementary material, §S7 and
found that sampling patients more than twice per day
tended to lead to less accurate population-scale predictions
when the total number of measurements was fixed at
values below 1000 (electronic supplementary material,
figure S5). For realistic cohort sizes, population-scale errors
were similar when data were collected either once daily
from 2d patients or twice daily from d patients (e.g. when
d = 20, the respective errors are both 10%).

We examined the robustness of our results to our assump-
tions when transitioning from within- to between-host
(electronic supplementary material, §S8), finding similar
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results to those shown in figure 5 in two alternative cases, in
which the infectiousness of each patient either scales with the
logarithm of their viral load (electronic supplementary
material, figure S6c) or saturates at high viral loads (electronic
supplementary material, figure S6f ). In addition, we con-
sidered the effect of the assumed value of the basic
reproduction number, R0, on our results (electronic sup-
plementary material, §S9), and also repeated our analyses
in figure 5 for different values of the measurement noise
level, σ (electronic supplementary material, §S10), and for
different levels of variability in the within-host parameter
values corresponding to different patients (electronic sup-
plementary material, §S11). When R0, σ, or the level of
variability in within-host parameter values, exceeded the
values considered in figure 5, a cohort size larger than 40
hosts was found to be required to ensure a mean between-
host error of 10% or below (electronic supplementary material,
figures S7–S9)—for example, data from 70 patients are required
if R0 = 3 (electronic supplementary material, figure S7i).

3. Discussion
In this article, we have introduced a novel, easy-to-use, com-
partmental framework for nesting patient-level data in
population-scale epidemic models. In the large-compartment
limit, our method is mathematically equivalent to more compli-
cated approaches that involve IDEs (electronic supplementary
material, §S2). However, our method has the advantage that
it can be used straightforwardly, allowing it to be applied
widely in future. We have provided adaptable computing
code alongside this article to facilitate future use of our
approach (see Data Accessibility).

To illustrate our method, we considered the example of
influenza A infection in humans. A viral dynamics model
[14] was used to generate a synthetic dataset describing
changing viral loads in a cohort of patients, which is repre-
sentative of real patient data (electronic supplementary
material, figure S1). We showed how our compartmental fra-
mework can be used to predict the population-scale epidemic
dynamics and compared our predictions to forecasts using
the more complicated K&M IDE model. The population-
scale predictions from our framework closely matched
those obtained using the IDE model provided that a sufficient
number of compartments was employed in our approach
(figure 2b and electronic supplementary material, figure S2).

The amount of data used in modelling studies of within-
host influenza dynamics has varied widely, with some
studies using data from fewer than 10 patients [14], but
others more than 40 patients [39]. While multi-scale models
have often been parameterized using either no or limited
data [29], drawing robust population-scale conclusions from
cohort studies involving a small number of patients is likely
to be challenging, since patient-level dynamics display sig-
nificant variability between different individuals [14,39,40].
We, therefore, assessed the errors that arise in predicted
population-scale dynamics as a result of limited patient
data, as well as considering measurement errors that can
beset parameter inference from patient-level data [42]. We
first investigated these effects separately (figures 3 and 4),
before considering both these effects in a single combined
analysis (figure 5). When patient data were collected once
daily, we found that data from at least 40 patients were
required for a mean population-scale error of 10% or smaller
when either our compartmental approach or the IDE method
was used (figure 5a; electronic supplementary material,
figure S3c). However, since the precise value of the popu-
lation-scale error depended on the exact subset of patients
that was included in the study, the error could be either
larger or smaller than 10% even when data were available
from 40 patients (figure 5a). As a result, larger numbers of
patients can increase the confidence that the error is below
a pre-specified threshold value (figure 5a). We considered
daily measurements of pathogen load since this frequency
of data acquisition is common to a number of previous
longitudinal studies of influenza infections [14,39]. However,
the accuracy of population-scale predictions depends on
the frequency with which data are collected (electronic
supplementary material, §S7), so ensuring regular data
collection from each patient in future cohort studies is
important for accurate population-scale forecasting.

Our approach was motivated by earlier studies in which
compartmental models with multiple latent and infectious
stages were employed so that the standard assumption of
exponentially distributed latent and infectious periods was
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relaxed [49–53]. The use of multiple stages allows for gamma-
distributed latent and infectious periods (the so-called linear
chain trick [52] or method of stages [53]), and gamma distri-
butions have been shown to characterize epidemiological
periods accurately [49,51]. However, in those studies [49–
53], the level of infectiousness is assumed constant through-
out the infectious period. We were, therefore, also inspired
by previous research in which time-dependent infectiousness
was incorporated into multi-stage compartmental models, in
cases where the compartments correspond to clearly distinct
phases of infection (e.g. studies of HIV [54] and Ebola [20]) or
convenient time periods [55]. Our approach is more similar to
a method used to include experimental data in models of
plant disease [28] but differs from the previous literature
[20,28,54,55] due to our use of a large number of infected
compartments corresponding to different infection rates in
order to provide an easy method to transition from within-
to between-host that is accurate for any patient-level infection
dynamics.

We focussed on the case study of influenza A in humans
because compartmental models are frequently used to model
both patient-level and population-scale influenza dynamics,
while there has also been significant interest in developing
models linking the dynamics at the two scales [35]. In prin-
ciple, however, our approach could be extended to model
outbreaks of a range of other pathogens for which patient-
level dynamics are well characterized. This would require
careful consideration of the functional relationship between
pathogen load and infectiousness since this is likely to
differ between pathogens [18]. In particular, the mode of
transmission may be an important factor in determining
suitable relationships for different pathogens.

To describe individual patient-level influenza dynamics,
we used the simple TCL within-host model. More detailed
within-host models exist and involve features including a
delay before target cells begin to shed virus (an eclipse
phase) [14] or explicit modelling of innate and adaptive
immune responses [56]. While the TCL model was sufficient
to demonstrate our approach here, the expected infectiousness
curve in our framework could be generated using a within-
host model with any level of complexity. Alternatively, if
patient-level infection dynamics are not well characterized,
then an expected infectiousness curve that is estimated from
transmission data [12,57], rather than within-host data, could
also be embedded within our framework.

In order to generate synthetic patient-level data, we
assumed that two within-host parameters varied between
patients, using previous parameter estimates to determine
the level of parameter variability [14]. We incorporated
measurement error by adding a normally distributed
random variate to daily observations of the logarithm of the
viral load (although we also considered other frequencies of
data collection in electronic supplementary material, §S7).
Differences in both the extent of measurement error and the
extent of parameter variability between patients can lead to
significant differences in population-scale errors (electronic
supplementary material, figures S8 and S9). Therefore, when
our modelling framework is used to determine how many
patients should be included in future cohort studies, careful
consideration of the measurement error and the variability
in pathogen load time series between patients is important.

The TCL model was fitted to the data from each patient
using a basic least-squares estimation approach since the
precise method of parameter inference is not central to our
modelling framework. However, it would be straightforward
to extend our approach to consider different error structures
and methods for fitting models to patient-level data. In
particular, a nonlinear mixed effects modelling approach—
amounting to a partial pooling of the data between
individuals—could be used. This would enable robust par-
ameter estimation in a real dataset, particularly in settings
in which the numbers of data points per patient are small,
and both the frequency and timing of data collection may
vary between patients [58,59]. Going forward, we will use
such a method to explore further whether or not there is an
optimal balance between the number of patients and the fre-
quency of measurements per patient if total resources are
limited (see electronic supplementary material, §S7).

In our main analyses, we made the common assumption
that the infectiousness of an influenza-infected host is pro-
portional to their viral load [18,33,35,38,39], although we
also obtained similar results in two alternative cases in
which infectiousness either scales with the logarithm of the
viral load [33,38] or saturates at high pathogen loads [21,55]
(electronic supplementary material, §S8). However, more
complex possibilities could easily be incorporated into our
framework. For example, future studies may also incorporate
varying symptoms during infection into our approach
[20,23,39], in order to account for the dependency of trans-
missibility on behavioural factors in addition to pathogen
load [18].

While we considered errors in population-scale predic-
tions arising due to variability between different infected
patients when data are limited, our results were obtained
using a population-scale model in which the population
was assumed to be homogeneous and well-mixed. Variability
between different patients was assumed to be random so that
all infected hosts could effectively be assumed to follow the
same averaged infectiousness curve. In electronic supplemen-
tary material, §S3, we provide mathematical justification for
this averaging in the population-scale dynamics (see also
[60]). We sought to develop our framework for transitioning
from within- to between-host using the simplest possible
population-scale model, but our compartmental approach
could be generalized, for example, to models incorporating
age structure, spatial effects, social contact networks or sto-
chasticity [4]. In an age-structured model, different within-
host parameter values (or even different models) could be
used to describe patient-level dynamics in the different age
groups since there may be substantial differences in within-
host dynamics between patients of different ages [61].

In summary, we have introduced a novel compartmental
framework for nesting patient data in population-scale epide-
miological models. We have demonstrated our easy-to-use
approach in the context of influenza. Not only can our mod-
elling approach be used to inform population-scale
predictions with data from patients, but it can also be used
to design cohort studies by determining which data need to
be collected. As a result, clear communication between clini-
cal epidemiologists who conduct cohort studies and
epidemiological modellers will allow for optimal study
design. Including patient-level dynamics in population-scale
epidemiological models as proposed here has the potential
to improve epidemic forecasts; we hope that the simplicity
of our approach will facilitate its use for forecasting in a
wide range of future outbreaks.



Table 1. Estimated parameter values and initial conditions for the TCL within-host model [14].

parameter definition value

β infection rate of susceptible cells by virus 2.7 × 10−5 (TCID50/ml)
−1 day−1

δ death rate of infected cells 4.0 day−1

p viral shedding rate by infected cells 1.2 × 10−2 (TCID50/ml) day
−1

c clearance rate of free virus 3.0 day−1

T(0) initial number of susceptible cells 4 × 108

I(0) initial number of infected cells 0

V(0) initial quantity of free virus 9.3 × 10−2 TCID50/ml
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4. Methods
4.1. Within-host model
The TCL model of viral dynamics, which has previously been
used to model influenza infections [14,15,62], is given by
20200230
dT
dt

¼ �bTV,

dI
dt

¼ bTV � dI

and
dV
dt

¼ pI � cV,

9>>>>>>>=
>>>>>>>;

ð4:1Þ
where T(τ) is the number of susceptible target cells, I(τ) is the
number of infected target cells, V(τ) TCID50/ml is the quantity
of free virus and τ days is the time since infection. The model
has previously been parameterized [14] for influenza A infection
in humans (table 1).

We used the TCLmodel to generate synthetic data from differ-
ent patients. To incorporate variability between patients, we
assumed that the parameters δ and V(0) in the TCL model vary
between individuals. This represents variation in the strength of
the immune response and in the initial viral load. For each patient,
log10(δ) was sampled from a normal distribution with mean
0.60 log10(day

−1) and standard deviation 0.25 log10(day
−1), and

log10(V(0)) was sampled from a normal distribution with mean
−1.03 log10(TCID50/ml) and standard deviation 1.12 log10-
(TCID50/ml). These values were chosen to match variability in
previous individual parameter estimates [14], while the lognor-
mal distribution was used to guarantee positivity. All other
parameters were fixed at the values given in table 1.

We considered analyses in which the viral load was
assumed to be observed exactly and continuously throughout
infection, as well as analyses in which measurements of the
viral load were recorded once daily for one week after infec-
tion. In the latter case, we incorporated measurement error
by applying a normally distributed random variate with stan-
dard deviation σ to the logarithm of each measurement. We
fitted the TCL model to the daily data from each patient
using least-squares estimation—in particular, the values of
the parameters δ and V(0) were chosen to minimize the sum
of squares distance between the logarithm of the viral load in
the model and in the data, while all other parameter values
were assumed to be known exactly and were fixed at the
values shown in table 1. To avoid unrealistically large estimates
of the initial viral load, we imposed V(0) ≤ 103 TCID50/ml
when we fitted the parameters. An example of synthetic data
generated for a single host, in addition to the fitted TCL
model, is given in figure 4a.
4.2. The SInR model
The population-scale SInR model [28,63] of pathogen trans-
mission in a population of N hosts is given by

dS
dt

¼ �S
Xn
j¼1

bjIj,

dI1
dt

¼ S
Xn
j¼1

bjIj � m1I1,

dIi
dt

¼ mi�1Ii�1 � miIi, for i ¼ 2, . . . ,n

and
dR
dt

¼ mnIn,

9>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>;

ð4:2Þ

where S(t) is the number of susceptible individuals, Ii(t) is the
number of individuals in the ith infected compartment and t
days is the time since the start of the outbreak. Individuals in
the ith infected compartment infect susceptible hosts at total
rate βiIiS per day and progress to the next infected compartment
(or recover, if i = n) at total rate µiIi per day. The basic reproduc-
tion number of this model is [63]

R0 ¼ N
Pn
i¼1

bi

mi
: ð4:3Þ
4.3. From within- to between-host
We used both an existing IDE approach (steps A–C below) and a
new compartmental framework (steps A–B and D–E below) to
transition from patient-level to population-scale dynamics. The
two methods are outlined below, and a schematic is shown in
figure 1.

A. Fit a within-host model to longitudinally sampled data on
patient-level dynamics, to estimate the pathogen load of
each individual patient at every time since infection.

B. Estimate the expected infectiousness curve, β(τ), at each time
since infection, τ days, by assuming that the infectiousness
of each host depends on the pathogen load according to a
pre-specified relationship between these quantities.

Then, either C

C. Solve the K&M IDE model, with infectiousness curve β(τ), to
calculate the population-scale dynamics (details of the K&M
model are given in electronic supplementary material, §S1).

Or D–E

D. Parameterize the SInR model: choose the number of infected
compartments, n, where n is assumed to be large. Then, find
T such that β(τ) is zero or very small for τ > T days, and
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choose the parameters in the SInR model to be

mi ¼
n
T
,

bi ¼
n
T

ðiT=n
(i�1)T=n

b(t) dt, for i ¼ 1, . . . ,n� 1

and bn ¼ n
T

ð1
(n�1)T=n

b(t) dt:

9>>>>>>>>=
>>>>>>>>;

ð4:4Þ

Explanation of these parameter choices is given in electronic
supplementary material, §S2.

E. Solve the SInR model numerically to approximate the popu-
lation-scale dynamics.

In most of our analyses, we assumed a linear relationship
between the viral load and infectiousness of each influenza-
infected host, although two alternative possibilities are con-
sidered in electronic supplementary material, §S8. In particular,
in our main analyses, we assumed that

b(i)(t) ¼ kV(i)(t), ð4:5Þ
for constant k, where i represents the particular host under con-
sideration. Therefore, the expected infectiousness, β(τ), was
given in terms of the expected viral load, V(τ), of a host at time
τ days since infection (calculated over a large number of realiz-
ations of the within-host model), by

b(t) ¼ kV(t): ð4:6Þ

We fixed the constant k by assuming that the basic reproduc-
tion number,

R0 ¼ N
Ð1
0 b(t) dt, ð4:7Þ

was known. In our main analyses, we fixed R0 = 1.5, which is
consistent with estimates for influenza A infection [8] (different
values of R0 are considered in electronic supplementary material,
§S9). The expected infectiousness could, therefore, be calculated
using the formula:

b(t) ¼ R0

N
Ð1
0 V(x) dx

V(t): ð4:8Þ

To calculate the ‘true’ expected infectiousness curve, β(τ), we
computed the expected viral load over 10 000 realizations of the
within-host model. We also considered analyses in which data
were only available from a smaller number of patients, d. In
such cases, we simulated the within-host model d times to calcu-
late the exact patient-level dynamics corresponding to each
patient and used the data to estimate first V(τ) and then β(τ). In
analyses where we also incorporated measurement error, we
used the patient-level dynamics estimated by fitting the within-
host model to daily observations of the viral load for each
patient, in order to estimate β(τ).
Both the compartmental and IDE methods were then used to
predict the population-scale dynamics. To parameterize the SInR
model, we took T = 7 days, since the expected infectiousness was
found to be very small after a week since infection. We con-
sidered a population of size N = 1000 and assumed that there
was initially a single newly infected individual, with all others
susceptible. These initial conditions were implemented in the
SInR model by taking I1(0) = 1 and S(0) = 999, with all other
compartments containing zero hosts initially.

4.4. Errors at patient-level and population-scale
We defined error metrics in order to quantify the errors that arise
in the patient-level dynamics and in the population-scale
dynamics. These were defined as proportional errors, so as to
enable comparison between errors at the different scales.

First, we defined the within-host error, Ewh, to be the differ-
ence between the exact and approximate infectiousness curves,
integrated over the entire course of infection, as a proportion of
the area of the exact infectiousness curve. Therefore,

Ewh ¼
Ð1
0 jbapprox(t)� bexact(t)jdtÐ1

0 bexact(t)dt
, ð4:9Þ

where βexact(τ) and βapprox(τ) are the exact and approximate infec-
tiousness curves, respectively.

Similarly, if Sexact(t) and Sapprox(t) are the exact and approximate
numbers of susceptible individuals at time t days since the start of
the epidemic, then we defined the between-host error, Ebh, in terms
of the rate of new cases per day throughout the epidemic, i.e.

Ebh ¼
Ð1
0 j _Sapprox(t)� _Sexact(t)jdtÐ1

0 � _Sexact(t)dt
, ð4:10Þ

where the dot denotes differentiation with respect to time.

Data accessibility. All analyses were performed in MATLAB. Code is
available for running the models, and is available at https://
github.com/will-s-hart/WithinBetweenHostCompartmental. Our
approach can also be recoded and adapted straightforwardly in
other computing languages.
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