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Abstract The stability of the receding front at the growing rim of a thin liquid film dewetting from a substrate is
studied. The underlying forces that drive the dewetting motion are given by the intermolecular potential between the
liquid film and the substrate. The role of slippage in the emerging instability is studied via a sharp-interface model
for the dewetting thin film, which is derived from the Iubrication model via matched asymptotic expansions. Using
the separation of the time-scale for the slow growth of the rim and the time-scale on which the rim destabilises, the
sharp-interface results are compared to earlier results for the lubrication model and good agreement for the unstable
modes is obtained. The main advantage of the sharp-interface model is that it allows for the derivation of traveling
solutions for the base state and subsequently a systematic linear stability analysis via normal modes. Interestingly,
unlike the dispersion relations that are typically encountered for the well-known finger-instability in thin-film flows,
where the dependence of the growth rate on the wave number is quadratic, here it is linear.

Keywords Asymptotic methods - High-order nonlinear boundary-value problems - Sharp-interface model -
Stability analysis - Thin liquid films

1 Introduction

Contact-line instabilities for thin liquid films that wet a solid substrate have been studied for many decades,
both theoretically and experimentally. These instabilities are driven by forces such as, for example, gravity [1-4],
Marangoni stresses or both [5-9]. The mathematical modelling of these free-boundary problems often makes use
of the fact that the height of the film is small compared to the lateral structures in order to derive dimension-reduced
lubrication equations for the film profile /2 (x, ¢) from the underlying Navier—Stokes equations in conjunction with
conservation of mass, normal and tangential stress boundary conditions at the free boundary z = h(x, t), imper-
meability and the Navier-slip condition

w = bu, (1.1)
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at the liquid-solid interface, where b is the slip-length parameter, u the lateral velocity and u, the shear rate. A
common assumption in fluid mechanics is the no-slip slip condition, i.e., b = 0 at the liquid-solid interface z = 0.
However, this leads to a stress singularity at the moving contact line, which is inherited by the resulting fourth-order
lubrication equation for /. To resolve this problem, the equations are regularized for example by allowing b # 0,
with b being orders of magnitude smaller than the height of the actual film, or by prescribing a precursor near the
contact line having orders of magnitude smaller height compared to 4. Also, one can take the underlying intermo-
lecular potential between the liquid and the substrate into account, which stabilizes a very thin (precursor) film near
the contact line, with a thickness close to where the potential has its minimum. The actual choice of regularization
near the contact line enters only weakly in the solution as 4 — 0 and does not influence the eventual stability
dynamics; see for example [1,9-11].

The thin-film dynamics and its underlying physics is quite different for the case of polymer films of nanoscale
thickness that are uniformly spread on a hydrophobically coated substrate. This situation will be considered here.
The hydrophobic property is a result of the intermolecular potential between the film and the coated substrate and is
composed of repulsive and attractive long-range van der Waals contributions and a short-range term which accounts
for Born-type repulsion; see [12, 13]. The latter term provides a cut-off by penalizing a thinning of the film below
a positive thickness threshold given by the minimum of the potential. For such a situation the thin polymer film of
nanoscopic thickness feels the presence of the intermolecular potential and is unstable with respect to small pertur-
bations of the surface & of the film and consequently dewets in a process that is initiated either spontaneously through
spinodal decomposition or induced through nucleation. The dry spots, or holes, that form as a result, subsequently
grow as the newly formed contact line recedes, thereby accumulating liquid in a characteristic capillary rim at the
edge of the hole, which increases in width and height as the dewetting proceeds. In several experimental studies it
is observed that in some cases the growth of the hole continues until it collides with neighboring holes, while in
others the rim bordering the hole destabilizes into finger-like structures that eventually pinch off and form droplets.
Such finger-like instabilities have also been observed for straight dewetting fronts instead of radially symmetric
fronts, see [14-20].

In addition to these forces that drive the dewetting dynamics, the slip length (or more precisely the effective slip
length) of liquid polymer films on hydrophobic substrates may be of the same order or even large compared to the
film height %; see for example the review [21]. For these situations, lubrication models that are derived under the
assumption of small interfacial slippage compared to the height of the film may not be adequate. For these situations,
the impact of interfacial slippage on the dynamics of the dewetting film has been discussed by several authors, both
experimentally and theoretically [22-26]. On the theoretical side this problem was addressed by investigating the
possible asymptotic balances of the underlying free-boundary problem for increasing order of magnitude of the
slip length b and deriving closed form dimension-reduced lubrication models for each of the relevant regimes. In
particular, we identified two distinguished limits. One of them is the so-called weak-slip model

hy = = (M(h) (hex — ¢'(h)) ) ., (1.2)

where M(h) = h3 + b h? and the slip-length parameter b is smaller than 4. While this model is the well-known
lubrication model regularized via an appropriate intermolecular potential ¢, the second distinguished limit, the
strong-slip model

4
Re (uy + iey) = - (hitx)s + (hex = 9'(h),, - ﬁ”—h, (13a)

hy = — (hu), (1.3b)

was new. Here, u(x, t) denotes the velocity in the lateral direction. The slip-length parameters b and S, are related
by orders of magnitude via b ~ B, /v2, and 0 < v < 1 refers to the lubrication scaling, i.e., the vertical to lateral-scale
separation of the thin film. The new terms Re (u; + uu,), with Re denoting the Reynolds number, and (4/ k) (h uy)
are the inertial and Trouton viscosity terms, respectively. The derivative ¢’ (h) of the intermolecular potential denotes
the disjoining pressure, which we write in the scaled form [12]

1

/ R N - -
¢'(h)y =¢ D' (h/e), wheredD(h)_gh8 Tk

(1.4)
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Fig. 1 (a) Sketch of a cross-section of a dewetting rim. (b) Sketch of a top view of a (perturbed) ridge for a sharp-interface model,
showing the domain € occupied by the ridge and the two free-boundary curves I'*

so that the minimum at 7 = <1 of ¢ occurs at &1 =€, i.e., very thin films with a thickness scale of ¢ are energetically
preferred to thicker films, which therefore tend to dewet.

Additionally, the weak-slip and the strong-slip models contain as limiting cases three further lubrication models.
One of which is the already mentioned no-slip model which is obtained when b = 0 in the weak-slip model. The
second one is obtained from the strong-slip model in the limit 8; — oo and describes the dynamics of suspended free
films; see e.g. [27, 28]. The third limiting case derived in [24] has orders of magnitude for the slip-length parameter
Br/v* lying in between those that lead to the weak and the strong-slip model, i.e., 0 < « < 2. The corresponding
intermediate-slip model is given by

e == (2 (b — '), )

This model and its dynamical properties is the focus of this study. We note first that within the physical context
descibed above, the dewetting rates of traveling-wave solutions for the above family of lubrication models have
been investigated using matched asymptotic expansions and numerical solutions [24, 29]. Interestingly, while for
small and very large slip lengths the dewetting rates turn out to be nearly constant with logarithmic corrections,
the intermediate-slip model (1.5) shows the distinct property of having dewetting rates proportional to 7 ~!/3. These
results confirmed earlier results by [30-32], where the dewetting rate and shape of the rim has been discussed
using approximate formulas derived from scaling arguments and energy balances. Within another context, where
lubrication models with mobility 2" where considered, the dewetting rates for the cases of i3 (no-slip) and h?
(intermediate-slip) were also derived using matched asymptotic expansions by [33].

In [23] a linear stability analysis showed that small perturbations of the receding front are amplified, but in
the intermediate-slip case by orders of magnitude larger than in the no-slip case. More significantly, while the
perturbations become symmetrical in the no-slip case, they are asymmetrical in the intermediate-slip case and in
[34] it was shown that these properties carry over into the nonlinear regime of the lubrication models. These results
confirmed earlier experiments and heuristic arguments in [25] where it was proposed that for the dewetting rate
=173 the receding and growing rim slows down, which in turn enforces any perturbations that divide the rim in
thicker and thinner parts along the direction of the contact line.

The problem of the stability analysis of the lubrication models for dewetting films is that the base state is time-
dependent and so the interval of unstable and stable wavelengths shifts in time. This makes the analysis much more
difficult and the direct numerical study of the stability problem becomes rather time-consuming. However, at the
onset of the instability the height of the rim is much larger than the height (¢) of the residual film and the height (8)
of the undisturbed film; see the sketch in Fig. 1. This opens the possibility to reduce the stability problem to the
problem of a rim with appropriate boundary conditions obtained by asymptotic matching of the three regions, and
we call the resulting model the sharp-interface model. At the same time this asymtotic analysis will separate the
slow growth of the rim from the faster time-scale on which the contact line destabilizes. As a result, the linear
stability analysis can be reduced to an eigenvalue analysis and hence opens up the possibility of obtaining results
on the effective wavelengths more easily, for comparison with physical experiments.

(1.5)

X
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We begin our study by first deriving the sharp-interface model in Sect. 2. Then we first derive the traveling wave
solutions in Sect. 3 and study their stability in Sect. 4. Finally we compare our results to those for the full lubrication
model studied in [23, 34].

2 Derivation of the sharp-interface model
2.1 Outer problem

For the stability analysis of the contact line we consider the two-dimensional lubrication model for the intermedi-
ate-slip case

h,+v.[h2v-(Ah—e;1<1>/ (h/el))] —0 2.1)
and far-field conditions

lim h(x,y,t) =¢;, and lim h(x,y,t) =1, 2.2)
X—>—00 xX—>+00

where €1 < 1. This formulation is convenient, for example, for numerical simulations, where the unperturbed film
thickness is held fixed and the growth of the rim is observed. For the derivation of the sharp-interface model, it is
important that both the residual film on the left and the unperturbed film on the right are much smaller in height
of than the actual rim. Therefore, we rescale the film profile 4 by a quantity 1/ that is large compared to the
unperturbed film thickness, i.e., 8 < 1, but at most of the order of the typical ridge height. To maintain the form
of the governing equation and the potential, the other variables are scaled accordingly, i.e.,

h=1Lh L; Ly =17 (2.3)
= —n, x:—x, y:—y’ = —1I. .
p p p B?
Introducing these scalings yields, after dropping ~ ’s,
h+V - [h2v : (Ah el (h/e))] =0 (2.4)

and far-field conditions
lim h(x,y,t) =¢, and lim h(x,y,t) =B, 2.5)
X——00 xX——+00

where ¢ = €18 < B < 1. This is the appropriate outer scaling for the subsequent derivations.

2.2 Transformation to inner coordinates near the contact line

Letx = (x, y) be a point in the neighborhood of the contactline I'"™, parametrized by r~ (¢, s) = (r| (¢, 5), 1, (¢, 5)),
where s denotes arclength. Then

X=1"(t,5) +exv(t,s) (2.6)

defines the boundary layer with x being the boundary-layer or ‘inner’ variable. The normal v(z, s) = (—r,. (7, 5),
r1,(t, 5)) and the tangential unit vector t(z, s) = (r(¢, 5), 5, (¢, 5)) are chosen so that (t, v) is a right-hand system
and v points into the ridge; i.e., into €2; see Fig. 1(b). In the inner region the height is much smaller and we set

h = ev. 2.7
Making use of Appendix A in [35], we obtain the expression

V. (h2Vp) = ¢’ [21} (rl_s(l — EXK)Vs + 8_1}’2_SUX) (’"1_s(1 — EXK)Pps + s_lrz_spx)
+2v (”z_s(l — EXK)VUg — 8_1r1_svx) (rz_s(l — EXK)Ps — s_lrl_spx)

+U2 (872p)()( “1‘87]’(]7)( + Dss _Xszx)]s (2.8)
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where
p=—¢! (Vyy — D'(V) —Kkvy —¢ (v” - XK2UX). (2.9

Hence, to leading order in ¢, the second term of (2.4) is

v. (hZVp) ~ g [v2 (v — <1>/(u))] . (2.10)
X

Since the first term of (2.4) is transformed to

hy = —eVi(1 — ezi)vg + Vv, + ey, 2.11)

the leading-order inner problem becomes

[0 (v - @) =0, 2.12)
X

together with the boundary conditions

Xkrzloov =1, XEIEoo vy =0, XEIPoo Vyy =0. (2.13)

Integrating (2.13) twice, using the fact that the potential satisfies ®'(1) = 0 since ® has a minimum there, we get
Vyyx = ®'(v), whence

v, =212 (@) — o). (2.14)
For matching we need the behavior for large x, which is

v, = 212 (—o(1)2 =2 as x — oo (2.15)

Transformation back to outer variables via

xX—r)-v

v=xA, where x = ——
£

yields
h=Xx—-r)-vA. (2.16)

The sharp-interface model then results from the leading-order outer problem, together with the boundary condi-
tion found by matching to (2.16),

h, = =V - (h®’V AR), in €, (2.17)
dh B _ _

— =i, h=0, h—Ah—V, =0 onT", (2.18)
av av

where the third boundary condition in (2.18) arises by letting x — 0o, v — o0 in (2.12). In (2.18), we have

introduced the notation
V, =r; -v. (2.19)

Y

Next, we derive the boundary condition on 't

2.3 Transformation to inner coordinates near the undisturbed film

Here we let x = (x, y) be a point in the neighborhood of the sharp interface I't, parametrized by r*(z,s) =
(r{ (t,5), 15 (1, 5)). Then

x=r"(ts)+ B v, s) (2.20)

defines the boundary layer with ¢ being the ‘inner’ variable, where the scaling exponent y remains to be determined.
As before, the normal unit vector v(¢, s) = (—r;; (t,s), rl"; (t, s)) points into ridge (Fig. 1(b)) and the tangential unit
vector t(z, s) = (rlt (t,s), ’"24; (z, s)) is chosen so that (t, v) form a right-hand system.
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In this second inner region we set

h = Bu. (2.21)
To leading order in 8 we find for /4, the expression
hl ~ _ﬂl_yvvu{ ~ _ﬂl_y (rt+ . v) ug. (222)
and we have
(52 _ 1 o p3sy( 2 _ p2y—1,-1
v (h v (A el (h/s))) B (u (u“ g1 1o (ﬂu/e)){)c. (2.23)

A traveling-wave balance for the moving rim thus requires
_2 (2.24)
v=3 .

In order for the intermolecular forces to play no role in this region we require
) (ﬂZV—la—lap (ﬂu/s)) <1, (2.25)

which introduces a restriction on § in terms of ¢, namely 2 « B 8/3. Hence, we obtain for the leading-order inner
problem near the undisturbed film

— Vs g + (u%;g){ —0, (2.26)
where
Vi, t)y=r-v. (2.27)

This we integrate with respect to ¢ and use the far-field condition

lim u=1 (2.28)
{—>—00
to obtain
— Vs, 1) (u— 1) + tPugee = 0. (2.29)
For the matching to the outer problem we rescale first { = n/ (—Vj)l/ 3 to obtain the equation
u—1
Unnn = 7 (230)

See for example [36], where this equation has been discussed. Note that, we can assume that, as long as the basic
motion of the rim in outer coordinates is to the right (i.e., in the positive direction of the x-axis), VVJr (s, t) is nega-
tive; hence the orientation is not reversed by the rescaling from ¢ into n variables. Therefore, the flat-film far-field
condition and the matching conditions are imposed at n — —oo and n — —+00, as before. Equation (2.30) has a
solution with leading-order behavior

u(m) ~22/3)"2 2 asn— +oo (2.31)
and hence
u(@) ~ 22/ (=vHl2g? (2.32)

as ¢ — oo. In outer scales we obtain

3/2

h=22/)"(=VHY((x—rT) v) (2.33)

as the appropriate matching condition.
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Finally we get for the sharp-interface model

hy = —V - (h*V AR), in, (2.34a)
oh 9

h=0, —=x, h—Ah—V; =0 onl", (2.34b)
av av

h~22/)"2 (=VHY2 (1 =x) - v)*? asx — 1t (2.34¢)

For the subsequent discussion of the sharp-interface model it is convenient to introduce the parametrization of
'™ and I'" as graphs of functions of s~ (y,t) and sT(y, 1), ie., y > (—y, —s~(y,1)) and y — (y,sT(y, 1)),
respectively. We obtain the following expressions for the tangent and normal unit vectors

(=s,, =D (1, =s;)

tt=—2" " and v = — 2" (2.35)
(57)° +1 (s5) +1

onI"~, and
(s, 1) (—1,sH)

tt = y—z and vt = —2y (2.36)
()7 +1 (sy)"+1

onI't.

3 Traveling-wave solutions

We now assume that the base state is a traveling wave that moves with constant speed ¢ and does not depend on y.
The ansatz is h = ho(x), where x = x — ct, and E(;—L = sgt — ct, with constant E(Z)t (i.e., independent of X, y or t).
Inserting the new variables, we obtain, after dropping the bars,

hohoxxx = ¢, (3.1a)
ho=0, hox=h, hihorx =0 onx=s;, (3.1b)
ho ~ 22/ 2 (s = x)* forx — st (3.1¢)

Here we have integrated the resulting ODE once and used the boundary conditions to fix the constant of integration.
We can rescale (3.1a-3.1c¢) to eliminate ¢ and A via

ho = (A /)po, x =02/ +s5, sq =(0P/)d+s; (3.2)
which yields (with " = d/d&):
popy =1, (3.3a)
0 =0, ¢y=1, @dgf =0 on&=0, (3.3b)
o~ 22/ d—-¢£)>? fore — d. (3.3¢)
Note that this can be integrated to
" 1 2 __
Yo%y — 590 = §—d. 34

We now discuss solutions of (3.3). Note first that the function on the right-hand side of (3.3c) is itself an exact
solution of the ODE (3.3a). The general expansion for solutions of (3.3a) with the leading-order behavior at § = d
required by (3.3c) suggests a one-parameter (in addition to d) family of solutions and is given by

0&) =22/3)'? @ -6 +a*(d - £+ af (d - )/ (35)

n=2
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Fig. 2 The normalized base state for the base state of the slip model, obtained as numerical solution of (3.3)

Here, 1 denotes the constant y = (— 1+ «/ﬁ)/ 4anda™ is a free parameter. The coefficients a;" must be determined
recursively from the ODE for n > 2.

Similarly, at £ = 0, we have a one-parameter family of solutions that satisfy the relevant boundary conditions
(3.3b). In fact, in [37], Buckingham et al. find a general series expansion for (3.3a) at £ = 0 that satisfies #(0) = 0
with two free parameters. Using the form given by the authors and enforcing the boundary conditions (3.3b) to fix
one of the two free parameters, we obtain

Qo(€) =& + (1/2)€%logé +a &>+ > D a,,&"(logé)"™™ at& =0. (3.6)

n=3m=2

Here, a™ is the remaining free parameter, and the a,,, must be determined recursively from the ODE.

In summary, we have, for each boundary point, a two-dimensional invariant manifold of trajectories in the
three-dimensional phase space of (3.3a). Solutions of (3.3) arise from intersections of these manifolds. These are
co-dimension-one intersections, so that we expect a discrete family of solutions, for a discrete family of d. In fact,
as pointed out by [33], upon integrating (3.3a) once and imposing the boundary conditions, one fixes the constant
of integration and also obtain a single value for d:

d=3. (3.7)

We solved this problem numerically, using LSODE [38], to solve (3.3a) with initial conditions obtained from the
series expansion imposed at £ = & and £ = 1/2 — &1, with a small &;. Continuity of the solution and its derivative
was imposed at the mid point & = 1/4 and these conditions solved numerically for a~ and a* by Newton iterations.
We obtained ¢~ = —2.175 and a™ = —2.226. The solution ¢ is shown in Fig.2.

4 Linear stability
4.1 Formulation
We first shift the governing equations of the sharp-interface model (2.34) to the moving frame of reference also

used in (3.1), by letting ¥ = x — ¢z, and 5* = s¥ — ¢z, where now 5T may be a non-constant function depending
on y and 7. After introducing the new variables, we drop the bars to give
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hy — chy + V- (hV Ah) =0, (4.1a)
hy —hysy Ahy — Ahysy - h
h=0, ey G HOR 6 forx =) (4.1b)
(14 (sy)?) (14 (sy)?) (14 (sy)?)
" 1/2 + 32
h ~2(2/3)1/2( R 1/2) ( —— 1/2) asx — s*. (.1¢)
(14 (sy)?) (14 (sy)?)

To address linear stability we now let
5T~ t5o + BsT @)X, b~ ho+ Bhi(x, 1) e, (4.2)

where hy, s(;—L denotes the solution of (3.1) obtained in the previous Sect. 3, which serves as our base state. To O (8)
we get

i = ey + [ B = K010 | = B = Khi) = 0 4.3)
with boundary conditions

B4 Asy =0, hix+hoxxsy =0, hdhigx —chi =0 (4.4a,b,c)
as x — s, and

hy ~ 61/2c1/2s1+ (sg' —x)1/2 4.5)

asx — ;.

We make the ansatz
[siE(0), hi(x, 1) 1= [5%, h(x)]e” (4.6)

and obtain from (4.3-4.5) and the variable transformation

C
A - k=—g, 4.7a
x="t+s 54 4.7)
A2 A2 A2
+ - - - + +
sg = % +59, 8§ = ?dl , s = ?dl , (4.7b)
23 23 c?
hO = _(p07 hl - _(plv o = _2 o, (4'7C)
c c A
the eigenvalue problem
—oQr = ((p% (‘PISS - 512901)§) - quﬂg ((PISS - qum) + @1, (4.8a)
&
Pl = QozeP1 ‘P(%(Plsss -1 =0, at§=0, (4.8b)
o1 ~ 62 (172 -6 asg — 1/2, (4.8¢)

where ¢ is the rescaled base state, i.e., the solution of (3.3). Note that we have used (4.4a), (4.4b) to eliminate
s, ,ie.,d; from (4.8b). Note also that the leading behavior of gog¢ in (4.8b) can be obtained by taking derivatives
of (3.6),

3
voce = > + 2a~ +log& + O(logé) for& — 0. 4.9)

The general solution of the linear ODE (4.8a) can be found as a linear combination of four basis functions with
the following distinct types of leading-order behavior,

Y~ 1+0ED), Yy ~E+o(ED, Yy ~Elogé +o(ED), Y, ~&%, asé — 0. (4.10)
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Inview also of (4.9), alinear combination | = Z?:l ciy; satisfiesonly (4.8b)ifcz = cjandc; = (1/2 + Za_) c1,
i.e., in effect two conditions are imposed at the boundary £ = 0. The general solution of the ODE that satisfies the
boundary condition is then given by

pr=ci ] +cby, (4.11a)
where

oy = 1+(%+2a)s+slogs+0<szlogs>, (4.11b)
¢; =&+ 0 logé), 4.11¢)
as & — 0.

Similarly, the four possible leading-order behaviors as & — 1/2 are given by (1/2 — &)? with p =0, 3/2 — pu,
1/2, and 1 + u, where & = (1 + +/13)/4 denotes the same constant as in Sect.3. Only the last two power-law
behaviors are consistent with the boundary condition (4.8c), where the second last corresponds to a shift in location
of the interface, i.e., we also effectively impose two conditions at the right boundary, yielding the total of four
conditions required for a fourth-order eigenvalue problem. The general solution of (4.8a) that satisfies (4.8c) is
given by

o1 =cof +ci¢5, (4.12a)
where

¢~ (1/2-6)'2, ¢ ~ (/2 -5V, (4.12b.c)
as & — 1/2.

4.2 Numerical construction

To obtain the eigensolutions we use use a construction based on the idea of Evans functions, [39-42]. For o to be
an eigenvalue, there must exist cf and 02jE so that ¢; ¢, + ¢, ¢, and cf’q&f’ + c; ¢§L are non-zero and equal for
0 < & < 1/2. Then, the common function they represent is an eigenfunction corresponding to the eigenvalue o
The two linear combinations are equal throughout the whole interval if their value and the first three derivatives are
equal at an arbitrary point of the interval. Therefore, an eigenvalue is found if the Wronskian

oy Gy oy Gy

- _ 1 2 1 2

W =detA, A= (¢1_)// (¢2_)// (¢r)// (¢;_)// s (4.13)
(@r)" ()" (61" (#3)"

is zero at any point of the interval and hence everywhere. If this is the case, the kernel of A specifies the coefficients

cli and c2jE that determine the eigenfunction via

Ay~ —)" =0, (4.14)

where the superscript indicates transposition.

We used this approach to obtain the eigenvalues and eigenfunctions numerically. For given g and a given candi-
date eigenvalue o, we first computed the functions qbft, ¢§E using LSODE. The initial conditions for the numerical
solver were imposed at & and 1/2 —&; for a small positive &; larger than the value &; for the base state: this was done
to avoid the singular or near singular behavior at the boundary points and to obtain solutions with the prescribed
leading behavior there. The initial conditions were obtained from the first few terms of the series expansions of
each of the four solutions, which were determined prior to the numerical computations with the aid of MAPLE. At
& = 1/4, we computed the Wronskian. We restricted our attention to real eigenvalues so that the value of o for
which W vanishes could be determined by bisectioning.
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Fig. 3 The top eigenvalue ((a), left figure) and the bottom eigenvalue ((b), right figure) in the slip dominated case, i.e., for (4.8)
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Fig.4 (a) A zoom into the long-wave range (small ¢) range for the top and bottom eigenvalues. The thicker lines are numerical results
for the eigenvalue problem (4.8), the thinner ones come from the long-wave approximation (4.23b). (b) The eigenfunctions for both
eigenvalues for a number of different wavenumbers g. Solid lines are used for the eigenfunctions of the top, and dashed lines for those
of the bottom, eigenvalue, respectively. The symbols indicate the corresponding value of g. For ¢ — 0, the two lines coincide since
both eigenfunctions tend to the translational mode (i.e., to ¢g ¢ )

We found two eigenvalues, shown in Fig. 3. The “top” eigenvalue is positive for a range of g > 0 up to a cut-off
wave number ¢, = 6.18 and has a distinct maximum at ¢ = ¢, = 3.88, which determines a preferred wave-length
for the instability. The other, or “bottom” eigenvalue is always stable. Both eigenvalues tend to zero for ¢ — 0. The
corresponding eigenfunctions are shown in Fig.4. Since eigenfunctions can be rescaled with an arbitrary factor, we
can enforce a normalisation condition, which here we chose to be

pr=1 at §=0. 4.15)

Interestingly, for ¢ — 0, the eigenfunctions for the two eigenvalues both tend to the translational mode ¢og. This
is in contrast to the situation for the static ridge where the eigenfunctions tend to two different eigenfunctions for
q — 0, namely the peristaltic mode and the varicose mode. Inspection of the solutions of (4.8) foroc = 0andg =0
shows that, while the translational mode ¢ is an eigenfunction for o = 0 where ¢ = 0, the variation of the base
state with respect to rescaling is & goz — o, which is only a generalized eigenfunction, in the sense that plugging it
into (4.8a) yields the eigenfunction.

Furthermore, the behavior of o (g) is linear in ¢ for ¢ — 0 for both eigenvalues, i.e., 0(g) ~ o1lq| rather
than the O(g?) leading-order behavior that is typically observed for the finger instability in, e.g., gravity- or
Marangoni-driven thin-film flows. But see also [43], where, via different arguments, similar behavior was found
for the situation of sliding two-dimensional droplets, or [44], where the stability of a spreading surfactant-laden
droplet is analysed.
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4.3 The long-wave limit

A long-wave expansion that we carry out now reveals that this behavior is due to the fact that for ¢ = 0, the double
eigenvalue o =0 has one proper and one generalized eigenfunction, i.e., the long-wave expansion arises as the
perturbation of an algebraically double eigenvalue of geometric multiplicity one. We first define L to be the linear
differential operator that describes the left-hand side of (4.8a), i.e.,

) - q2<ﬂ§ (‘Plés - 612€01) + ¢Qig.

Loy = ((p% (smss —~ qupl)é
£

Furthermore, let Ly and L; be the parts of L that correspond to terms that are, respectively, independent of and
quadratic in g. Also, let L{j denote the adjoint operator of Lo:

Loy = (w%wsss)s +ge. Lip=-— (w%ws)s ~Gopse. Liy = (soéws)ség — V. (4.16a.b.c)

We seek an expansion for the eigenvalues and eigenfunctions o and ¢ of (4.8) of interest in terms of ¢g. Motivated
by our numerical findings, we make the ansatz (assuming g > 0):

o =019 +0g> + 0@, @1 =g + 0119 + 012* + 0(g7). (4.17)

Plugging this ansatz and the expansions of L in (4.16) into Lg; = —o ¢1, the leading-order terms are zero, while
for the O(gq) and O(qz) problems we obtain

Lop11 = —o190g,  Lowiz + Ligos = —01911 — 02¢0¢. (4.18a,b)
Also, we continue to enforce the normalisation condition (4.15) on ¢, which implies
oyp=0 até =0 forl>1. (4.19)

Equation (4.18a) implies that ¢1; must be the o1 multiple of the generalized eigenfunction p, plus an arbitrary
multiple of p. The arbitrariness is removed by (4.19), and we obtain

o1 = —o1 (5po: — ¢o). (4.20)
We plug this result into (4.18b) and integrate the equation with respect to &, which yields,
1/2 5 1/2
| ende =0 [ g - e (421)
0 0
The integrals on both sides can be evaluated by partial integration, and then we can solve for 012 =1/2,0r
2
o] = :t\/?_. 4.22)
Together with (4.20) we therefore obtain to O (gq) for the branches of eigensolution
V2 V2
o =%=-q, ¢1=90e F 59 (§voc — o) (4.23a,b)

The knowledge of the eigenfunctions can be used to determine how the unstable mode perturbs the two bound-
aries. For a given eigenfunction 4 for an unstable eigenvalue o for some ¢, the left boundary is perturbed by
dy ey ol where d; = —¢1(0). This follows from (4.4a), rescaled by (4.7). On the other hand, it follows from
(4.8c) that d 1+ ¢l?7+9 is the perturbation of the right boundary, and

+_ 1 1/2 12
d; —521}1/2[(#1/6 (12-9'").

Since the eigenfunction ¢ is given as a linear combination of the functions ¢>f*L and ¢>2i, the expansions of which
we know at the boundaries, the values of dft can be expressed in terms of cf and czi. One finds d| = — ¢} and
di" = cl/6'2, thus

+ + 6172
df _cf/6 /

drel = —

4.24
dy —cy ( )
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rel

wavenumber q

Fig. 5 The perturbation of the right boundary relative to the perturbation of the left boundary, obtained from the eigenfunction for
the top eigenvalue via (4.24), for a range of different wave numbers ¢. The thicker, curved line is obtained by evaluating (4.24) using
the numerically computed eigenfunctions, while the thinner line uses the long-wave approximation, i.e., the formula given in (4.25).
Further explanations are given in the text

For the translation mode, both boundaries are shifted by the same amount in the same direction, and therefore
drel = 1. The graphs of the eigenfunctions in Fig. 3 suggest that the contribution of ¢>1+ hence cl+ decreases as g
increases and eventually changes sign. This is indeed the case, as seen in Fig. 5, where the di¢] is shown as a function
of g. The function decreases monotonically from one and crosses zero near g = 3.62, just below the preferred
wavenumber gy,

For g > 3.62, the perturbation of the right boundary is out of phase with the left boundary by half a period,
so that rim would be composed by thinner and thicker parts resembling a peristaltic perturbation. However, near
q = 3.62 the perturbation of the right boundary is nearly zero and even when g approaches the cut-off wavenumber
g, beyond which the perturbation decays anyway, d is less than 0.4, i.e., the perturbation is less than half the
size of the left boundary. Hence, all unstable perturbations will appear to be ‘asymmetric’ in the sense that the side
facing the undisturbed film is much less perturbed than the side facing the dewetted area.

The expression (4.24) can be obtained approximately using the long-wave approximation for the eigenfunction
(4.23b), and this leads to

V2
dri =1-==q + 0(q"). (4.25)

The corresponding straight line is also shown in Fig.5 as a thinner line. It compares well with the numerical result
for small and even moderate values of g.

5 Comparison to the full lubrication model

As anext step, we investigate the stability of a growing rim for the full lubrication model in the slip case, given by
(24), (2.5).

First, we obtain the base state by solving these equations numerically for the case where /& does not depend on y,
using a slightly smoothed jump as initial data. We use here ¢ = 0.04 and set 8 = 1, as well as a slightly modified
intermolecular potential

ap as

aj
D) = Dy(h)= L -2, B 5.1
(=0 =g5 =52 T30 a2 -1
with
a; = 1.014, a = 1.014, a3 =7.465 d=2534. (5.1b)
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Fig. 6 (a) Evolution of the dewetting rim profile obtained by solving (2.4), (2.5) (for only one spatial variable x), with e = 0.04

and B = 1. The potential is given by (5.1). The figure shows the rim at three different times ¢. (b) The same rim profiles rescaled as

explained in the text; see (5.2), using the same line styles as on the left. The fourth profile, shown by open circles, corresponds to the

solutions ¢ for the sharp-interface model; see also Fig.2

This three-term potential was motivated by numerical studies in earlier articles [23, 24, 34].

The base profile grows as the rim moves in the direction of the unperturbed film; see Fig. 6(a) From the scalings
in (3.2) we see that the growth of the height and width of the rim is inversely proportional to the dewetting rate
¢ = $. Thus, the dewetting rate decreases as the rim moves further into the unperturbed film. In fact, a specific law
for the evolution of the contact-line region, s(¢) ~ 2/3 can be found from the rescalings (3.2) and a mass-balance
argument. Derivations and discussions of this law can be found in the literature [24, 33, 45-47].

The rescalings (3.2) of the traveling-wave solution in Sect.3 lead to a universal profile ¢p without any free
parameters. Hence, if we rescale the profiles in Fig. 6(a) that were obtained for the full lubrication model according
to (3.2), we expect the result to closely approximate ¢q. Instead of obtaining ¢ from the evolution of the contact
line, we rescale i by max, (h(x, t))/ maxe (¢(&)); the corresponding lateral length-scale is found by comparison
with (3.2). Hence, we rescale according to

maxy (h(x,1)) . maxy (h(x, 1))
=——0, X =—"—"£§&, 5.2)
maxe (¢o(§)) A maxg (¢o(§))
The result is shown in Fig. 6(b). We clearly see that the rescaled solutions of the full lubricaiton model converge,
for later times, onto the normalized traveling solution ¢ for the sharp-interface model, i.e., of (3.3). This is to be
expected since, for later times, the rim is larger and hence the residual film and the unperturbed film thickness are
smaller relative to the rim height, and this means the effective € and f are smaller.
As next step we describe the occurrence of fingers in the ridge for the full lubrication model in terms of the
evolution of a small perturbation of the base state which we now denote by Ay, (x, 7). Specifically, we introduce the

perturbation
h(x,y,t) = hp(x, 1) + Shp(x, t) exp(iky)

into the lubrication model, with § < 1 and retain only linear terms in §. We obtain for the linearized equation

dhp 2[ (12 2 2 4,2, _
S+ Ly —k [(hbhlx)x—i—hb (e = e720" (/o)) | + K hy =0, (5.3)
where
=i 2 25 12 25
Lhy = = [203) (owes — 720" (o/0)) B ) iy — 13 e720" (o) Iy

1 (s — 720" (ho/e) ) |- (5:4)
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Note that, since we have a time-dependent base state, the coefficients of the linearized PDE are non-constant in
time; hence solutions for the linearized problem cannot be obtained via a classical eigenvalue approach. Instead,
we numerically solve an initial-value problem for (5.3), (5.4) for a fixed set of wavenumbers, in tandem with the
equation for the base state, and observe how the perturbations evolve in time. The computational effort scales
roughly linearly with the number of wave-numbers we monitor.

The evolution is computed for a time interval [#y, #;] where 7o and 71 are the times where the unperturbed front,
more specifically, the left contact-line regions, estimated for the purpose of this subsection by the position of the
turning point, has reached a certain position, namely

s(fo) = 0.883 and s(r) = 1.48 x 10%;
the corresponding times are
to=5.18 and 1 =9.85 x 10°

An initial perturbation A () is introduced at time 7y using the following expression:

h
hp(x. 10) = = ® (x, 10). (5.5)
X

which corresponds to a ‘zig-zag’ perturbation, i.e., we perturb both sides of the ridge in the same direction [48].
For zero wave-number, Eq. 5.5 simply represents an infinitesimal initial shift of the whole profile. Below, we also
make some remarks on other choices of the initial data for /.

To describe the growth of bumps and eventually fingers in the ridges, we use the amplification A(z) of the
perturbation with respect to the initial state,

max |hp(x, t)|

A(t) = for 1p <t <t.

max, |hp(x, t0)|
We compare amplifications achieved at the same position of the dewetting fronts, rather than at the same value
of ¢. Figure 7 displays A(¢) vs. the front position s(¢) for several wavelengths I = 2/ k. For each of the depicted
wavelengths, the perturbation grows as the dewetting proceeds, then it reaches a maximum, after which it decays.
Longer wavelengths achieve the maximal amplification factor

Amax = max A(t)
>ty
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Fig.7 (a) Amplification A(¢) of the perturbation versus front position s(z). Line styles correspond to different wavelengths | = 2m/k
as indicated in the legend. (b) The perturbation profile for wavelength [ = 264.7 at different stages of its evolution, shifted along the
x-axis for better distinction, and with the maximum normalized to one. The labels 1, 2, 3 correspond to the crosses in the inset, which
indicate the position s(¢) of the base state and the amplification A(t) achieved by hp(x, 1)
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at later stages of the dewetting, when the front has advanced further into the film and the ridge of the base state
has grown in size, suggesting that the most amplified wavelength correlates with the width of the ridge [22]. This
coincides interestingly with results on the fingering in gravity and Marangoni-driven flows, where the most ampli-
fied wavelength in the modal analysis is proportional to the length-scale imposed by the bump width [4], and with
predictions for the breaking up of static ridges [48] into droplets.

Figure 7(b) shows profiles of the perturbation Ay, for a fixed choice of £ = 0.0237 at different stages of ampli-
fication. The initial perturbation (given by (5.5)), which has one pronounced maximum and a minimum, slowly
evolves into a new profile where the minimum is replaced by a relatively flat part with a weak tendency to create a
second ‘bump’ in the profile of the perturbation after the maximum amplification has been achieved. This clearly
resembles observations made earlier for the eigenfunctions of the linearized sharp-interface model.

In fact, we can compare the shape of the perturbation with the eigenfunction in a similar way as before for the
base state. We rescale x into & as in the second part of (5.2), leaving s, normalized so that the maximum is one.
Also, we need to determine the wavenumber for which to take the eigenfunction of the linearized sharp-interface
model. This is found by scaling k with the inverse of the scale for x,

A maxg (¢o(§))

= max, (h(x. 1) (5-6)

For the hp-profile labelled 2’ in Fig. 7(b), we obtain g = 6.02 which is very close to the cut-off wavenumber for the
sharp-interface model. Note that since max, (h(x, ¢)) increases with time, the “effective” wavenumber g decreases
with time, and in fact, at the time #,x When A(¢) reaches its maximum value Apax, Which is slightly after the time
of profile ‘2’, the value for ¢ turns out to approximate the cut-off wavenumber very closely.

In Fig. 8, we now compare the rescaled hp-profile with the eigenfunction of (4.8) for ¢ = 6.02. We see good
agreement for & < 0.2 but some deterioration as & approaches 1/2. In general, however, we can expect the agree-
ment to improve if we start with a larger [ = 27/ k, since then the base profiles are larger when a certain value of ¢
is reached, hence the thickness of the residual and the unperturbed film thickness are smaller compared to the size
of the rim.

Furthermore, note that the evolution of the base state /iy (x, ¢) is algebraic and thus slow compared to the rapid
exponential growth of an unstable mode of (4.3). This suggests that the evolution of /j, is given at every instance
by solving (4.3) for the most unstable mode. This means in particular that we treat ¢ = s(¢) as a constant for the
purpose of solving (4.3), but retain its slow algebraic growth in the solution itself, in the sense of a “quasistatic”
approximation. This yields

(@1 (b) 2
hp G [ d. / ]
1 S [—1=2647
S |- 124472
| - - 122078 1
0 0 -
| |
0 05 0 5

Fig. 8 (a) Comparison of the rescaled perturbation /i (x, ¢) labelled 2’ (solid line) with the eigenfunction of the sharp-interface
model for the corresponding wavenumber ¢ (circles). (b) Comparison of the rescaled growth rates ¢ and wavenumbers ¢ obtained
from the solutions /;, for several choices of fixed I = 27/k, with the dispersion relation for the sharp-interface model (circles). Further
explanations for (a) and (b) are given in the text
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23 ) 2 c 22
hi(x, 1) = ?wl(é, q) exp readat §= ﬁ(x —s), q= ?k» (5.7

where ¢ and o represent the eigensolution of (4.8) with the largest real part of 0. Recall that since the wave number
k of the perturbation of the full lubrication model is kept fixed, ¢ now changes due to the quasi-static evolution of
c=c() =s.

Rather than comparing (5.7) directly with i, we solve (5.7) to express o in terms of a normalized maximum of
hi,

A2 d hy(x, t
_ A | maxy (x 1) (5.8)
2 dt max, h1(x, 1)
and then replace i1 by Ay, i.e., we monitor
o 5 (1) A d log A(t; k) 5.9)
oc=0()=—=—1Io k). .
2ar 8

The expression & can be evaluated in time using the numerical solutions for A, for an arbitrary fixed choice
of k. We note that it is convenient to avoid determining c(¢) = §(¢), so we proceed as for the rescaling of the base
state and use (5.2), (5.6). The corresponding time-scale can be found by comparison with (3.2), so that we actually
compute ¢ via
. [ max, (h(x, 1)) ]2 d
6=|5—-—"-—"—

32 maxs (po€)) | ar CEAEH) (5.10)

to generate the lines in Fig. 8(b).

If hy, is indeed well approximated by /1, then the dispersion relation (g, o (¢)) obtained from the eigenproblem
(4.8) must be well approximated by the curve (g(¢), 6 (¢)). In fact, we can argue similarly as before that (¢ (¢), &)
is expected to asymptotically approach (g, o (g)) as we consider larger ¢ for the same fixed k, which means larger
q (1) or repeat the procedure with a larger choice for k. Indeed, this is what we see in Fig. 8(b).

6 Conclusion

In this paper we have studied the finger instability of thin polymer-film dewetting from a hydrophobic substrate.
The appropriate intermediate-slip lubrication that describes the dynamics and morphology of the evolving film for
large slip lengths has been derived in [24]. Its stability properties has been addressed in [23]. However, it turned out
that the stability analysis of the full lubrication model must take into account a time-dependent base state, due to the
growing rim of the dewetting film. This makes parameter studies and a derivation of the most preferred wavelength
more difficult and numerically time-consuming.

We have found that we can make use of the slow growth of the rim compared to the faster time-scale on which the
instability evolves as well the large height of the rim compared to the small heights of the adjacent undisturbed and
the remaining film. Using matched asymptotic expansions we derived the sharp-interface model for a dewetting rim
from the corresponding intermediate-slip lubrication model. In this reduced model all information on the evolving
regions adjacent to the rim is now contained in the boundary conditions derived via matching. In particular, the
base state is now stationary in an appropriate co-moving reference frame, thus enabling a stability analysis of the
linearized problem for the rim via eigenvalue analysis. In this way, we have overcome the difficulties of the stability
problem for the original intermediate-slip lubrication model which has a time-dependent base state.

Interestingly, the resultig sharp-interface model for which we derived analytical expressions for the dispersion
relations show that the dependence of the growth rate on the wavenumber is linear for small wavenumbers. This is
in contrast to the quadratic dependence typically found for finger-type instabilities in thin-film problems, such as
for gravity or Marangoni-driven film flows.

We presently are in the process to derive a sharp-interface model for the no-slip case to study its stability prop-
erties, dispersion relations etc., and expect to show quadratic dependence of the growth rate on the wavenumber.
This will be the topic of a companion paper to follow.
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With these studies we hope to shed some light on the mechanisms that underlie and determine the wavelengths that
are actually seen in the experiments. Additionally, a comparison of our results with experiments that can accurately
determine an effective wavelength, i.e., the destabilizing wavelength over the width of the rim, is underway.
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