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This paper examines how surface deformations affect the stability of a slowly evaporating solvent–
polymer mixture. The destabilizing effect of surface-tension variations arising from evaporation-induced
concentration gradients and the counteracting influence of mean gravity and surface tension are incor-
porated into the mathematical model. A linear stability analysis that takes advantage of the separation
between the characteristic time scales of the slowly evolving base state and the perturbations is carried
out in combination with numerical solutions of the linearized system. It is shown that the onset of insta-
bility can occur for Marangoni numbers that are much lower than the critical value for a non-deformable
surface. Moreover, two types of Marangoni instabilities appear in the system: one is associated with the
traditional stationary instability, and the other is an oscillatory instability that is not present for a non-
deformable liquid surface. A region of the parameter space where the oscillatory instability dominates is
identified and used to formulate appropriate conditions for future experiments.
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1. Introduction

Evaporating solvent–polymer mixtures play an important role in a wide variety of industrial processes
such as painting, inkjet printing and the fabrication of polymer-based photovoltaic devices; see Howison
et al. (1997), de Gans et al. (2004), Heriot & Jones (2005), Günes et al. (2007), Souche & Clarke (2009).
As these mixtures dry they are influenced by several factors including, but not limited to, surface tension,
surface-tension gradients, gravity and van der Waals interactions. In the case when multiple polymers
are blended in a solvent, the change in temperature and composition that occurs during the drying
process can trigger the onset of phase separation within the bulk (Moons, 2002). All of these factors
influence the dynamics of the evaporating film and, as a result, they can each have a profound impact on
the resulting polymer morphology. For instance, surface tension is known to flatten the surface of films,
whereas van der Waals forces can lead to the rupture of thin films. For a review on the dynamics of thin
layers of fluid, see Myers (1998), Oron et al. (1997) and Craster & Matar (2009). Different industrial
applications seek different polymer morphologies; e.g. the polymers that constitute the photoactive
component of organic photovoltaic devices should interpenetrate on nanometer scales (Moons, 2002).
Therefore, understanding the relationship between these various physical factors and the morphology
of evaporating solvent–polymer films is of great practical importance.

Evaporating solvent–polymer mixtures that are assumed to be isothermal are, in many ways, anal-
ogous to films of a pure liquid that are heated from below. More specifically, evaporation of solvent
from the upper surface can induce a concentration gradient within the layer which mimics the tempera-
ture gradient in a fluid on top of a heated substrate. In the case when the solvent and the polymer have
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different densities, a concentration gradient can lead to buoyancy effects in much the same way that
the thermal expansion of a pure liquid can. Furthermore, composition and temperature can affect the
surface tension of a fluid in the same manner. The close analogy between the two systems suggests that
the vast literature on pure liquid films heated from below can provide useful insight into the dynamics
of evaporating solvent–polymer blends.

The first systematic studies of a pure liquid layer subject to heating from below are the early exper-
iments by Bénard (1900, 1901a,b), who showed that certain experimental conditions can lead to the
onset of convection within the layer. Rayleigh (1916) subsequently performed a mathematical analy-
sis of Bénard’s experiments and found that convection could be driven by thermally induced density
variations within the fluid layer. However, Block (1956) later showed that Bénard’s films were too thin
for convection to be driven by density differences, and instead proposed that convection was caused by
thermally induced gradients in the surface tension. Block’s hypothesis was later verified in a mathemat-
ical analysis by Pearson (1958). Scriven & Sternling (1964) extended Pearson’s work to the case when
the fluid layer has a deformable surface, but their prediction that long-wavelength convection should be
observed in films with arbitrarily small Marangoni numbers contradicted several experimental results;
see Koschmieder (1993). The discrepancy between experiment and theory was reconciled by Smith
(1966), who showed that gravity stabilizes long-wavelength convection. Further experiments by Berg
et al. (1966) highlighted how evaporation can lead to the onset of thermal convection in fluid layers that
are not heated from below. In these systems the temperature gradient is caused by evaporative cooling
at the surface of the fluid. An extensive theoretical investigation of evaporating layers of pure fluid has
been carried out by Burelbach et al. (1988). Sultan et al. (2005) extended this work by considering the
diffusion of vapour in the overlying gas. For recent developments in the field of convective instabilities
in liquid films, see Bodenschatz et al. (2000) and Colinet et al. (2001).

In layers of pure fluid that are subject to a vertical temperature gradient, the instability that is driven
by surface-tension gradients, i.e. the Marangoni instability, can either be stationary or oscillatory in
nature. Stationary instabilities are associated with the monotonic growth or amplification of small dis-
turbances, whereas oscillatory instabilities lead to disturbances that grow in a modulated fashion. In the
case of fluid layers with non-deformable upper surfaces, numerical studies by Vidal & Acrivos (1966)
suggested that the Marangoni instability had to be stationary, and this was later proved by Vrentas &
Vrentas (2004). However, when the surface of the fluid is deformable, Takashima (1981) showed that
an oscillatory Marangoni instability is possible if the bottom of the fluid layer is cooler than the top.
Subsequent studies by Pérez-García & Carneiro (1991) and Shklyaev et al. (2012) found that this was
also possible in systems that are heated from below. Shklyaev et al. (2010) has shown the existence of
thermally driven long-wavelength oscillatory instabilities in layers of pure fluid when the temperature
gradient is induced by evaporation at the free surface.

Given the close connection between layers of pure fluid that are subject to a vertical temperature
gradient and evaporating isothermal solvent–solute mixtures, it is natural to wonder if the oscillatory
Marangoni instability can occur in the latter system as well. The experiments with waterborne coatings
by Kojima et al. (1995) might support such a claim. During the drying process, the crests of the initial
surface deformation can become troughs, and troughs can become crests. This crest-to-trough reversal
has been reported to happen several times during a given experiment, and it could represent a stand-
ing wave solution of the governing equations. This reversal has also been found in drying paint layers,
although usually only one reversal occurs during a given experiment; see Overdiep (1986), Howison
et al. (1997) or Wilson (1993) for more details. Further mathematical investigations of the reversal have
been carried out by Eres et al. (1999) in the framework of lubrication theory and under the assumption
that the solute concentration is uniform across the height of the fluid layer. Their frozen-mode analysis
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DYNAMICS OF A SLOWLY EVAPORATING SOLVENT–POLYMER MIXTURE 683

indicates that, for sufficiently large evaporation rates, oscillatory modes can be linearly unstable. How-
ever, their non-linear simulations show that the system is stabilized due to the viscosity of the mixture
increasing as solvent is removed and hence the oscillations decay. In this paper, we will carry out a
systematic linear stability analysis for the governing equations that includes the effects of long-time
changes to the base state via a method developed in Hennessy & Münch (2013) and extended to dewet-
ting rims in Dziwnik et al. (2014). Our formulation of the problem does not depend on the lubrication
assumption, hence the analysis captures both long-wave oscillatory and short-wave stationary modes
and their competition. Particular attention is paid to identifying regions in parameter space where the
dominant mode of instability is oscillatory. Since gravity is known to stabilize the long-wavelength
stationary instability in films with deformable surfaces, we will include it in our model to determine
whether it affects the presence of unstable long-wavelength oscillatory modes as well.

The mathematical analysis of evaporating layers of fluid is complicated by the fact that the evapora-
tive mass loss naturally leads to solutions that depend on time. In the context of linear stability theory,
this often implies that the base state is time dependent. As a result, the linearized problem for the pertur-
bations to the base state becomes non-autonomous in the time variable, which generally means that the
solution will no longer simply be proportional to exp(λt). In some instances, such as in Burelbach et al.
(1988), this is not an issue and the linear stability problem can still be solved analytically. In other cases,
the stability problem can be simplified by seeking a transformation that separates the space and time
variables or by seeking a similarity solution in certain time regimes; see Smolka & Witelski (2009) and
Kang & Choi (1997). As mentioned by Davis (1976) in the context of hydrodynamic stability, Floquet
theory can be used when the base state is periodic in time.

In the situation where the linear stability problem cannot be treated analytically, one must turn to an
approximate method or make some simplifying assumptions about the base state. Machrafi et al. (2011)
treat the stability problem as an initial value problem, which is then solved numerically. Doumenc et al.
(2010) describe how to find the optimal initial condition that maximizes the perturbation amplitude at a
given time, and they show that their numerical results are in good agreement with experiment. However,
numerical approaches can quickly become prohibitive if the parameter space of the problem is large,
and in this case it becomes highly desirable to have a systematic method for determining the stability of
the system over a wide range of parameter values.

A common approach for simplifying a non-autonomous stability problem is the so-called frozen-
time method, which is based around the assumption that the base state evolves so slowly that it can be
frozen. That is, the time dependence of the base state is dropped and it is treated as an additional system
parameter. This reduces the stability problem to an autonomous one and it has the advantage of allowing
the usual techniques from linear stability theory to be applied. However, this approach only provides
information about the instantaneous stability of the problem for a given base state and, therefore, it
is difficult to assess how the stability of the problem changes over the long periods of time on which
the base state evolves. Despite this shortcoming, the frozen-time method has been used in a number of
studies of evaporating mixtures, for example, Machrafi et al. (2010), Haut & Colinet (2005) and Eres
et al. (1999), and in a related work without gravity by Serpetsi & Yiantsios (2012).

The long-term stability of the problem can be assessed via numerical simulation, but as Hennessy
& Münch (2013) point out, several authors have noticed a close connection between the eigenvalues
of the frozen-time linear stability problem and the approximate solutions that are obtained by solving
the non-autonomous stability problem numerically. In particular, Lick (1965) used an approach based
on the Wentzel-Kramers-Brillouin (WKB) method for the case of time-varying heating to show that the
solution to the linearized problem can be approximated by integrating the largest frozen-time eigenvalue
in time and then taking the exponential. A corresponding result and the next-order correction were
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684 M. G. HENNESSY AND A. MÜNCH

computed for the evaporation-driven Marangoni instability by Hennessy and Münch using the method
of multiple scales. This approach is built around the separation of time scales that occurs when the
base state evolves much slower than perturbations to it. Using their asymptotic solution, Hennessy and
Münch were able to track the slow changes in the stability that occur as a binary mixture with a non-
deformable surface slowly evaporates.

This paper considers the evolution of an evaporating layer of fluid with a deformable interface that is
composed of a single non-volatile polymer and a volatile solvent. In addition to evaporation influencing
the fluid dynamics of the mixture, we include the action of gravity, surface tension and surface-tension
gradients in the mathematical model. The strength of these effects is characterized by a Galileo number,
a capillary number and a Marangoni number, respectively. We neglect the effects of buoyancy and we
assume that the fluid is isothermal. The latter assumption is motivated by the findings of Bassou &
Rharbi (2009), who show that thermal effects are likely to be small in evaporating toluene–polystyrene
(PS) blends. Recent work by Chauvet et al. (2012) has also shown that evaporation can dampen ther-
mocapillary effects. The precise formulation of the mathematical model is given in Section 2. We use
this model to investigate possible modes of instability in evaporating solvent–polymer systems with
deformable surfaces and, therefore, we analyse the system using linear stability theory. The base state is
time dependent and thus the regular stability techniques do not directly apply. However, once the base
state settles into a quasi-equilibrium, it evolves on the evaporative time scale, whereas perturbations to
it evolve on the diffusive time scale. Therefore, by assuming that evaporation is slow compared with
diffusion, these time scales separate and the quasi-steady base state evolves much slower than perturba-
tions to it. This enables us to invoke the frozen-time method to deduce how the instantaneous stability
of the base state varies with the three non-dimensional numbers mentioned above. With this information
we identify parameter regimes for which the frozen-time analysis predicts an instability, and we use an
extension of the asymptotic solution presented in Hennessy & Münch (2013) to determine the maximum
amplification of disturbances to the base state in the unstable regimes. Our analysis indicates that sur-
face deformations affect the stability in two ways compared with when the surface is non-deformable:
the onset of instability can occur at much lower Marangoni numbers and the instability can be oscil-
latory in nature. Details of the mathematical analysis are given in Section 3 and two derivations of
the asymptotic solution to the linear stability problem are presented in Appendix A. One derivation
is based on the method of multiple scales and the other uses the WKB approximation. The results of
the linear stability analysis using the frozen-time and asymptotic methods are given in Section 4. We
interpret the results in an experimental context in Section 5 and we provide experimental conditions
that could lead to the appearance of an oscillatory instability. A summary and conclusions follow in
Section 6.

2. Mathematical model

We are interested in the dynamics of an evaporating layer of isothermal fluid that is composed of a
volatile solvent and a non-volatile polymer. The fluid layer is assumed to be of infinite horizontal extent
and it rests on a non-permeable substrate; see Fig. 1. Above the fluid layer we assume the existence
of a passive gas layer; that is, we neglect any interactions between this gas layer and the underlying
fluid. Neglecting this gas layer can be made systematic by taking the so-called one-sided limit of a
two-layer (fluid and gas) model; see Burelbach et al. (1988) for more details. The mathematical model
therefore considers the horizontal and vertical components of the mixture velocity, u and w, respectively;
the hydrodynamic pressure p; and the volume fraction of solvent c; all of which are functions of the
horizontal coordinate x, the vertical coordinate z and time t.
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DYNAMICS OF A SLOWLY EVAPORATING SOLVENT–POLYMER MIXTURE 685

Fig. 1. A schematic diagram of the system under consideration, showing a two-dimensional layer of fluid resting on a non-
permeable substrate. The fluid is composed of a non-volatile polymer and a volatile solvent. The layer has thickness h(x, t) and
the mixture has horizontal and vertical components of velocity given by u and w, respectively.

Conservation of solvent and polymer within the fluid layer implies

∂tρs + ∇ · qs = 0, (2.1a)

∂tρp + ∇ · qp = 0, (2.1b)

where ρs and ρp denote the density of the solvent and polymer, respectively, and qs and qp denote the
corresponding mass fluxes. We assume that the density of the mixture ρ = ρs + ρp is constant and we
define the mixture flux as q = ρu = qs + qp, where u = uex + wez is the velocity written in terms of the
basis vectors ex and ez pointing in the x and z direction, respectively. Adding the two equations in (2.1)
implies the mixture velocity is divergence-free, thus

∇ · u = 0. (2.2)

The solvent mass flux is assumed to have two contributions: one from the bulk motion of the mixture
and the other from diffusion into the polymer. Therefore, we take qs = ρsu − D∇ρs, where D is the
diffusion coefficient of solvent into polymer. By writing the solvent density in terms of the solvent
volume fraction, ρs = ρc, the conservation equation in (2.1a) becomes

∂tc + u · ∇c = D∇2c, (2.3)

where (2.2) has been used and the diffusion coefficient D has been assumed constant. The bulk motion
of the mixture is assumed to be governed by the Stokes equations

− ∇p + μ∇2u − ρgez = 0, (2.4)

where μ denotes the kinematic viscosity of the mixture (assumed constant) and g is the acceleration due
to gravity.

The assumption that the mixture is Newtonian with constant viscosity and diffusivity is only
expected to be valid during the early stages of the drying process when the polymer phase is dilute.
For later times, the non-linear dependence of the viscosity and diffusivity on the polymer concentra-
tion and non-Newtonian behaviour due to shear thinning are expected to influence the dynamics of the
evaporating mixture. If the initial polymer concentration is sufficiently dilute, however, the mixture will
behave Newtonian during the first stages of the drying process and, in particular, when the instability is
first developing. Thus, a Newtonian fluid model with constant viscosity is a useful approximation that
can be used to gain basic insight into the role of surface deformations and to explore the presence of
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686 M. G. HENNESSY AND A. MÜNCH

oscillatory instabilities in an evaporating mixture. We therefore neglect these complicated rheological
features for the time being but will discuss them further in the conclusion.

The underlying substrate at z = 0 is assumed to be non-permeable and, therefore, the usual no-flux
and no-slip conditions apply,

u = w = ∂zc = 0. (2.5)

The surface of the fluid layer is denoted by z = h(x, t) and it is assumed that only the solvent evap-
orates. A rigorous mathematical description of the evaporation process cannot be obtained from our
one-sided model because it neglects the effects of the overlying gas layer. Instead, we take a phenomeno-
logical approach and assume the evaporative mass flux is proportional to the solvent concentration at
the surface

qevap = kmρc, (2.6)

where km is a mass transfer coefficient. Such relations are common in studies involving evaporating
solvent–solute systems; see Bornside et al. (1989) and Souche & Clarke (2009).

Conservation of total mass across the surface of the fluid layer implies that

ρ(u · en − vn) = qevap, (2.7)

where en and vn are the unit normal vector to the surface and the normal velocity of the surface,
respectively. These can be written explicitly as

en = −∂xhex + ez√
1 + (∂xh)2

, vn = ∂th√
1 + (∂xh)2

. (2.8)

Conservation of solvent across the surface yields the condition

− ρD∇c · en + ρc(u · en − vn) = qevap. (2.9)

By combining (2.7) and (2.9), a simplified mass-balance condition for the solvent can be obtained,
namely

− ρD∇c · en = qevap(1 − c). (2.10)

Deformations in the surface of the fluid layer and gradients in the surface tension both induce stresses
that must be balanced by the pressure and the viscous stress in the fluid at the surface. The normal and
tangential stress balances at the interface are given by

−p + μen · (∇u + ∇u�) · en = −γ∇ · en, (2.11a)

μet · (∇u + ∇u�) · en = ∂sγ , (2.11b)

respectively, where et denotes the unit tangent vector to the surface, ∂s denotes differentiation with
respect to the arclength of the surface and γ is the surface tension of the fluid, which we take to be a
linearly decreasing function of the solvent concentration at the surface, γ = γr − γcρ(c − cr). Here, γc

and cr are reference values and γc characterizes how the surface tension varies with the solvent volume
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fraction. The unit tangent vector is given by

et = ex + ∂xhez√
1 + (∂xh)2

. (2.12)

Using the expression for the surface tension in (2.11b) yields the boundary condition

μet · (∇u + ∇u�) · en = −γcρ∇c · et. (2.13)

The initial conditions for the solvent volume fraction and the film thickness are given by

c(x, z, 0) = ci(x, z), h(x, 0) = hi(x). (2.14)

We define the mean values of the initial conditions as

β = lim
L→∞

1

2L

∫ L

−L

1

hi(x)

∫ hi(x)

0
ci(x, z) dz dx, hm = lim

L→∞
1

2L

∫ L

−L
hi(x) dx, (2.15)

and these will be used in the non-dimensionalization.

2.1 Non-dimensionalization

We scale the spatial dimensions of the problem with the mean initial thickness of the film so that x = hmx′
and z = hmz′, where primes are used to denote dimensionless quantities. Time is scaled according to the
diffusive time scale, t = (h2

m/D)t′, and from these we can define a velocity scale so that u = (D/hm)u′.
The pressure scale is chosen to be μD/h2

m and we write the pressure as the deviation from its hydrostatic
component, p = (μD/h2

m)(p′ − Ga z′), where Ga is the Galileo number defined as

Ga = ρgh3
m

μD
. (2.16)

The solvent volume fraction is written as the deviation from its mean initial value, c = β + Sc′, where
the scale S is determined from the boundary condition (2.10), where c is replaced by β on the right-hand
side of this condition. This gives S = δβ(1 − β), where

δ = kmhm

D
(2.17)

defines an evaporative Biot number.
With these scalings, the bulk equations can be written as (after dropping the primes)

−∇p + ∇2u = 0, (2.18a)

∇ · u = 0, (2.18b)

∂tc + u · ∇c = ∇2c. (2.18c)

The boundary conditions at z = 0 are given by

u = w = ∂zc = 0, (2.18d)
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688 M. G. HENNESSY AND A. MÜNCH

Table 1 Example parameter values taken from
the experiments of Bassou & Rharbi (2009)

Quantity Value Unit

ρ 1000 kg m−3

μ 0.15 Pa s
g 9.81 m s−2

D 1.38 × 10−9 m2 s−1

km 3.53 × 10−7 m s−1

γr 0.03 N m−1

γc 9.2 × 10−6 N m2 kg−1

hm 10−4 − 1.4 × 10−3 m
β 0.85

and at the free surface z = h(x, t) they are

u · en − vn = δβ[1 + δ(1 − β)c], (2.18e)

−∇c · en = [1 + δ(1 − β)c](1 − δβc), (2.18f)

−p + en · (∇u + ∇u�) · en = −Ga h − Ca−1(1 − MaCa c)∇ · en, (2.18g)

et · (∇u + ∇u�) · en = −Ma∇c · et, (2.18h)

where we have chosen cr = β. The non-dimensional initial conditions are given by

c(x, z, 0) = ci(x, z), h(x, 0) = hi(x), (2.18i)

where ci now has a mean value of zero. For a flat and spatially uniform (well-mixed) initial state, the
initial conditions are ci(x, z) ≡ 0 and hi(x) ≡ 1. The additional non-dimensional numbers that appear are
the capillary number Ca and the Marangoni number Ma, and these are defined as

Ca = μD

γrhm
, Ma = δβ(1 − β)ργchm

μD
. (2.19)

In this paper we assume that γc > 0 so that the Marangoni numbers are positive. However, it is possible
for binary mixtures to have negative Marangoni numbers if the solute has the effect of lowering the
surface tension of the fluid.

To estimate the size of the non-dimensional numbers, we base the parameter values on the evaporat-
ing toluene–PS systems studied by Bassou & Rharbi (2009). Their mixtures often had an initial solvent
volume fraction of β = 0.85 and they imposed an evaporative flux of qevap = 3 × 10−4 kg m−2 s−1. With
these two parameter values the mass transfer coefficient km can be inferred via (2.6) if c is replaced by
β. The density of PS and toluene are 1050 kg m−3 and 867 kg m−3, respectively, so we approximate the
net density of the mixture as ρ = 1000 kg m−3. A diffusion coefficient for their system can be obtained
by interpolating the values found in NaNagara et al. (1992). A list of the physical parameters in our
model, along with their values, can be found in Table 1.

By inserting these parameter values into the expressions for the non-dimensional numbers, we find
that δ, which can be interpreted as the ratio of the diffusive time scale to the evaporative time scale
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hm/km, is bounded between 0.026 < δ < 0.36. This suggests a separation of time scales in the problem
and we will assume throughout the remainder of this paper that δ 
 1. The Galileo and Marangoni
numbers can vary by several orders of magnitude owing to their non-linear dependence on the mean
initial film thickness. We find that 14 < Ma < 3 × 103 and 47 < Ga < 1.3 × 105. The capillary numbers
always remain small, however, and these are bounded by 5 × 10−6 < Ca < 7 × 10−5. The product MaCa
is always expected to be small, so we drop these terms from the normal stress balance (2.18g). Moreover,
we only consider the case Ca 
 1 in the calculations below.

3. Analysis

The goal of this paper is to understand how small disturbances to a horizontally uniform base state
evolve in time. Disturbances that grow indicate the possibility of an instability in the system. With this
in mind we seek solutions to (2.18 of the form

u(x, z, t) = ū(z, t) + εũ(z, t) eikx, (3.1a)

p(x, z, t) = p̄(z, t) + εp̃(z, t) eikx, (3.1b)

c(x, z, t) = c̄(z, t) + εc̃(z, t) eikx, (3.1c)

h(x, t) = h̄(t) + εh̃(t) eikx, (3.1d)

where ε 
 1 is a small parameter representing the initial size of the disturbance. The O(1) contribution
to this solution is called the base state and the associated variables are denoted with bars. The O(ε)

contribution is the disturbance and this is denoted by variables with tildes.
We insert (3.1) into (2.18) and linearize around small ε, thus producing a non-linear O(1) problem

corresponding to the evolution of the base state, and a linear O(ε) problem that describes the evolution
of the disturbances. This formulation assumes that the disturbances remain small enough compared with
the base state for the linearization to be valid. Thus, we expect our analysis to break down when the
disturbances become so large that non-linear effects become important.

3.1 Computation of the base state

The base state is determined from the O(1) problem, and we find that the fluid problem corresponds
to a hydrostatic situation with solution ū = 0, p̄ = Ga h̄(t). The O(1) solvent volume fraction satisfies a
diffusion equation

∂t c̄ = ∂zzc̄ (3.2a)

with boundary conditions

∂zc̄ = 0, z = 0, (3.2b)

∂zc̄ = −[1 + δ(1 − β)c̄](1 − δβ c̄), z = h̄(t). (3.2c)

We assume that the initial base state solvent volume fraction corresponds to a well-mixed state, so that
c̄(z, 0) ≡ 0.
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690 M. G. HENNESSY AND A. MÜNCH

The free boundary evolves according to

∂th̄ = −δβ[1 + δ(1 − β)c̄(h̄(t), t)], (3.2d)

and the initial condition for the base state film thickness is h̄(0) = 1.
An analysis of (3.2) shows that there are two time regimes in this problem. The first occurs when

t = O(1), whereas the second occurs when t is large, in particular, when t = O(δ−1). During the first
time regime evaporation leads to the formation of a solutal boundary layer at the upper surface of the
film. This boundary layer grows in thickness until it reaches the substrate, after which the concentration
profile begins to settle into a quasi-equilibrium. Up to this point the mass loss due to evaporation has
not been large enough to cause a significant decrease in the film thickness. The second time regime
describes the quasi-static evolution of the solvent and the thinning of the fluid layer.

For very small times it is possible to obtain a closed-form expression for the growing boundary
layer. We suppose that t 
 1 and we define a fast time given by T = δ−qt, where q > 0. On this time
scale the film thickness remains constant to leading order, thus h̄(t) ≡ 1. We expect a boundary layer in
the solvent volume fraction at the free surface, so we decompose the solution into two parts: an outer
solution valid near the substrate and in the bulk, and an inner solution valid near the surface. The outer
solution is given trivially by c̄(z, t) ≡ 0, and to find the inner solution, we first scale the solvent volume
fraction as c̄ = δq/2ϕ and let z = 1 − δq/2η. The leading-order problem for ϕ is given by

∂Tϕ = ∂ηηϕ, (3.3)

subject to ∂ηϕ = 1 at η = 0, ϕ → 0 as η → ∞ and ϕ = 0 at T = 0. The solution to this problem can be
found using a Laplace transform and the uniformly valid composite solution is given by

c̄(z, t) = (1 − z)erfc

(
1 − z√

4t

)
−
√

4t

π
e−(1−z)2/4t, t 
 1. (3.4)

The solutions for larger times are discussed in detail by Hennessy & Münch (2013), so we only give
an overview of the results here. When t = O(1), the solution can be found using a Fourier series and it
is given by

c̄(z, t) = 1

6
− 1

2
z2 − t + 2

π2

∞∑
n=1

(−1)n

n2
e−n2π2t cos(nπz) + O(δ), (3.5a)

h̄(t) = 1 + O(δ). (3.5b)

The boundary layer solution in (3.4) is, in fact, contained within this solution, so that (3.5) provides a
complete description of the solution in the first time regime.

The solution in the second time regime is most conveniently written in terms of the slow time τ = δt.
The solvent volume fraction is given by

c̄(z, τ) = δ−1

(
h̄(τ ) − 1

βh̄(τ )

)
− 1

2
F(τ )z2 + E(τ ) + O(δ), (3.6a)
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(a) (b) (c)

Fig. 2. Numerical (solid lines) and asymptotic (symbols) solutions to the base state problem. (a) The short-term behaviour of the
base state solvent volume fraction showing, in particular, the growth of a boundary layer from the surface of the fluid layer; (b)
the quasi-static evolution of the solvent volume fraction; (c) the evolution of the film thickness. The asymptotic solution in (3.4) is
used in panel (a), whereas the t = O(δ−1) asymptotic solution given in (3.6) is used in (b) and (c). Parameter values are β = 0.85
and δ = 0.01.

where E is an unspecified function of the slow time (it is not needed in the later problems) that satisfies
E(0) = 1

6 . The function F, which is measure of the gradient in the solvent concentration, is given by

F(τ ) = h̄(τ ) − 1 + β

βh̄3(τ )
. (3.6b)

The leading-order film thickness is given implicitly by

h̄ − 1 + (1 − β) log

(
h̄ − 1 + β

β

)
= −τ . (3.6c)

The asymptotic solutions to the base state are compared with numerical solutions in Fig. 2 for
the example parameter values β = 0.85 and δ = 0.01. Although this hypothetical value of δ is slightly
smaller than the experimental values from Bassou & Rharbi (2009), we find that increasing δ does
not affect the qualitative features of the dynamics. The numerical scheme is based on a method-of-lines
approach where spatial derivatives are discretized using finite differences and the resulting equations are
treated as a system of ordinary differential equations (ODEs). Figure 2(a) shows the asymptotic solution
for small times given in (3.4) and it highlights the fast growth of a solutal boundary layer from the free
upper surface. The quasi-steady solution to the solvent volume fraction (3.6a) is presented in Fig. 2(b),
and it can be seen that the concentration profiles differ mainly by an additive constant. The evolution of
the film thickness and a comparison of the quasi-steady solution (3.6c) is shown in Fig. 2(c). From the
figure it can be seen that the film thickness remains relatively constant up to O(1) times, after which it
slowly decreases to its equilibrium value of 1 − β.

Throughout the remainder of the paper we neglect the fast initial transients in the base state and we
consider only its quasi-steady evolution. That is, we assume that the base state solution is given by (3.6)
for all time. As Fig. 2 shows, this solution captures much of the base state evolution, even for O(1)

times, so this is not too unrealistic of an assumption. Moreover, the slow evolution of the base state
can be exploited to simplify the O(ε) problem for the perturbations and, in particular, it will allow the
problem to be solved using asymptotic methods for slowly varying problems.

 by guest on Septem
ber 28, 2014

http://im
am

at.oxfordjournals.org/
D

ow
nloaded from

 

http://imamat.oxfordjournals.org/


692 M. G. HENNESSY AND A. MÜNCH

3.2 Linear stability

The O(ε) problem describes the linear stability of the base state. The perturbation to the horizontal
velocity ũ can be eliminated from this problem via the O(ε) incompressibility condition, which reads
ikũ + ∂zw̃ = 0. The remaining bulk equations for this problem can be written as

−k2p̃ + ∂zzp̃ = 0, (3.7a)

−∂zp̃ − k2w̃ + ∂zzw̃ = 0, (3.7b)

∂t c̃ + w̃∂zc̄ = −k2c̃ + ∂zzc̃, (3.7c)

and these are subject to the boundary conditions

w̃ = ∂zw̃ = ∂zc̃ = 0 (3.7d)

at z = 0. The corresponding boundary conditions at the free surface are linearized about the base state
film thickness and, therefore, at z = h̄(τ ), we impose

w̃ − ∂th̃ = δ2β(1 − β)[c̃ + (∂zc̄)h̃], (3.7e)

(∂zzc̄)h̃ + ∂zc̃ = −δ[1 − 2β − 2δβ(1 − β)c̄][c̃ + (∂zc̄)h̃], (3.7f)

−p̃ + 2∂zw̃ = −(k2Ca−1 + Ga)h̃, (3.7g)

∂zzw̃ + k2w̃ = −k2Ma[c̃ + (∂zc̄)h̃]. (3.7h)

The pressure disturbance p̃ can also be eliminated from this problem by combining (3.7a) and (3.7b) to
yield p̃ = k−2∂zzzw̃ − ∂zw̃. This implies that (3.7b) can be written as

(∂zz − k2)2w̃ = 0 (3.8)

and the boundary condition (3.7g) becomes

− ∂zzzw̃ + 3k2∂zw̃ = −k2(k2Ca−1 + Ga)h̃. (3.9)

Initial conditions for the problem are given by

c̃(z, 0) = c̃i(z), h̃(0) = h̃i. (3.10)

Throughout the remainder of the paper we neglect terms of O(δ) and higher that appear in the linear
stability problem (3.7) and, in particular, in its boundary conditions, which is asymptotically consistent
with using a solution for the base state that is O(1) accurate.

3.2.1 Frozen-time analysis In the frozen-time analysis we treat the slow time τ as a parameter and
not as a time variable. The interpretation of this approximation is that if the base state evolves slow
enough, then it looks approximately constant. This can be made asymptotically rigorous by treating τ

as a time variable, taking the limit δ → 0 with t fixed and τ = δt, and then considering the leading-
order problem. Under this assumption the linear problem given in (3.7) becomes autonomous and the
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dynamics can be deduced from an eigenvalue analysis. Thus, we seek solutions of the form

w̃(z, t) = ŵ(z; τ) eλ(τ)t, (3.11a)

c̃(z, t) = ĉ(z; τ) eλ(τ)t, (3.11b)

h̃(t) = ĥ(τ ) eλ(τ)t, (3.11c)

where λ is an eigenvalue corresponding to the instantaneous growth rate of the disturbances at time
τ . Inserting (3.11) into (3.7), using (3.2) for the base state, and neglecting the O(δ) terms yields the
eigenvalue problem given by

(∂zz − k2)2ŵ = 0, (3.12a)

λĉ − Fzŵ = −k2ĉ + ∂zzĉ, (3.12b)

where the τ dependence of λ and F has not been written for brevity. Boundary conditions for this
problem are

ŵ = ∂zŵ = ∂zĉ = 0 (3.12c)

along the substrate z = 0 and

ŵ − λĥ = 0, (3.12d)

−Fĥ + ∂zĉ = 0, (3.12e)

−∂zzzŵ + 3k2∂zŵ = −k2(k2Ca−1 + Ga)ĥ, (3.12f)

∂zzŵ + k2ŵ = −Ma k2(ĉ − Fh̄ĥ), (3.12g)

at the linearized free surface z = h̄(τ ).
To simplify the eigenvalue problem in (3.12), we rescale the variables and parameters in a manner

similar to Hennessy & Münch (2013) by letting

z = h̄(τ )ζ , k = h̄−1(τ )a, λ = h̄−2(τ )σ , (3.13a)

ŵ = F−1(τ )h̄−3(τ )w̌, ĉ = č, ĥ = F−1(τ )h̄−1(τ )ȟ. (3.13b)

The corresponding rescaled eigenvalue problem is given by

(∂ζζ − a2)2w̌ = 0, (3.14a)

σ č − ζ w̌ = −a2č + ∂ζζ č. (3.14b)

The boundary conditions at ζ = 0 read

w̌ = ∂ζ w̌ = ∂ζ č = 0, (3.14c)
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694 M. G. HENNESSY AND A. MÜNCH

and at ζ = 1 we have

w̌ − σ ȟ = 0, (3.14d)

−ȟ + ∂ζ č = 0, (3.14e)

−∂ζζζ w̌ + 3a2∂ζ w̌ = −a2(a2C−1 + G)ȟ, (3.14f)

∂ζζ w̌ + a2w̌ = −a2M (č − ȟ). (3.14g)

The numbers M , C and G that appear in the boundary conditions denote effective, time-dependent
non-dimensional numbers given by

M = F(τ )h̄3(τ )Ma, C = h̄−1(τ )Ca, G = h̄3(τ )Ga. (3.15)

When τ = 0, these numbers are equivalent to the original non-dimensional parameters Ma, Ca and Ga.
The τ dependence now enters this problem through the rescaled wavenumber a and the effective

non-dimensional numbers G, C and M . Thus, understanding how the stability of the base state evolves
under changes in τ is equivalent to understanding how the eigenvalue σ changes with a, G, C and M .
From the rescaling in (3.15) and the definition of F in (3.6b) we have that the effective Marangoni
number M monotonically decreases to zero as h̄ → 1 − β. Thus, the destabilizing Marangoni stresses
weaken as the system evolves and we expect that the system will eventually stabilize.

An examination of (3.14) shows that the problem for the vertical velocity w̌ decouples from the
solvent problem and thus it can be solved to find

w̌(ζ ) = W̌1(ζ )č(1) + W̌2(ζ )ȟ, (3.16)

where W̌1 and W̌2 are complicated functions of ζ , the parameters and the wavenumber a. This solution
can be inserted into the bulk equation for the solvent volume fraction (3.14b), which can then be solved
to obtain

č(ζ ) = C1 cosh(αζ ) + C2 sinh(αζ ) +
∫ 1

0
ξ w̌(ξ)Φ(ξ ; ζ ) dξ , (3.17)

where C1 and C2 are constants of integration, α2 = σ + a2 is related to the eigenvalue and Φ is a Green’s
function defined as

Φ(ξ ; ζ ) =

⎧⎪⎪⎨
⎪⎪⎩

cosh(α(ζ − 1)) cosh(αξ)

α sinh(α)
, 0 < ξ < ζ ,

cosh(α(ξ − 1)) cosh(αζ )

α sinh(α)
, ζ < ξ < 1.

(3.18)

By inserting the solutions for w̌ and č into the boundary conditions (3.14c–3.14e), and by evaluat-
ing (3.17) at ζ = 1, a linear system can be obtained for the four remaining unknowns C1, C2, ȟ and
č(1). Setting the determinant of this linear system equal to zero provides an additional relation that
can be used to compute the eigenvalues σ , and in practice this highly non-linear equation is solved
numerically.
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3.2.2 Asymptotic analysis If the base state is ‘unfrozen’ so that τ is treated properly as a time
variable, then it is possible to construct an asymptotic solution to the non-autonomous linear stabil-
ity problem (3.7) using the method of multiple scales (Kevorkian & Cole, 1996) or using the WKB
approximation (Bender & Orszag, 1999). These solutions will be uniformly valid over long periods of
time. Both cases begin by first eliminating w̃ so that (3.7) (without its O(δ) and higher contributions)
reduces to an evolution problem of the form

∂tŨ = L(τ )Ũ , (3.19)

where L is a slowly varying linear operator and Ũ(z, t) = [c̃(z, t), h̃(t)]�. We write the boundary
conditions as B(τ )Ũ = 0, where B denotes a linear boundary operator, and the initial conditions as
Ũ(z, 0) = Ũi(z) = [c̃i(z), h̃i]�.

The two different asymptotic treatments of this problem are given in Appendix A, so the details will
not be presented here. The results of the two methods are the same, and in both cases the solution Ũ is
written as an eigenfunction expansion of the form

Ũ(z, t) =
∞∑

l=1

αl(t)vl(z; τ), (3.20)

where vl denotes the lth eigenfunction which satisfies

L(τ )vl = λl(τ )vl, (3.21)

with B(τ )vl = 0 on the boundary. The normalization of these eigenfunctions will be discussed below
and the eigenvalues are labelled according to the size of their real part: Re{λ1} > Re{λ2} > · · · > Re{λn}
as n → ∞. Note that the eigenvalues and eigenfunctions of (3.21) exactly correspond to those of the
original frozen-time problem (3.12).

The asymptotic expression for the coefficients αl in (3.20) are given by

αl(t) = αli eTl(t) + δ

∞∑
j |= l

αjiγlj(τ )

λj(τ ) − λl(τ )
eTj(t)

+ δ

∞∑
j |= l

[
αli

∫ τ

0

γlj(s)γjl(s)

λl(s) − λj(s)
ds − αjiγlj(0)

λj(0) − λl(0)

]
eTl(t) + O(δ2), (3.22)

where the Tl represent additional fast and slow times defined as

Tl(t) = δ−1
∫ δt

0
[λl(s) + δγll(s)] ds, l = 1, 2, . . . . (3.23)

Furthermore, αli denotes the initial value of αl, defined as αi = 〈v∗
l , Ũi〉†(0) and the γjl are related to the

slow-time derivatives of the eigenfunctions

γjl(τ ) = −〈v∗
j , ∂τ vl〉†(τ ). (3.24)
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Here the dagger denotes complex conjugation, v∗
l is the lth adjoint eigenfunction and 〈·, ·〉 is the

τ -dependent inner product which is defined for two functions Ûj = [ĉj(z), ĥj]�, j = 1, 2, as

〈Û1, Û2〉(τ ) =
∫ h̄(τ )

0
ĉ1(z)ĉ

†
2(z) dz + F2(τ )h̄3(τ )ĥ1ĥ†

2. (3.25)

This unusual choice of inner product is made because it allows the rescaled frozen-time eigenfunc-
tions in (3.14) to be used in the calculation of inner products instead of the original eigenfunctions
in (3.12). This can be seen by transforming the functions Û1 and Û2 in (3.25) into two new func-
tions, Ǔj = [čj(ζ ), ȟj]�, j = 1, 2, using the rescaling in (3.13). The inner product in (3.25) can then be
written as

〈Û1, Û2〉(τ ) = h̄(τ )

[∫ 1

0
č1(ζ )č†

2(ζ ) dζ + ȟ1ȟ†
2

]
. (3.26)

The rationale behind this approach is that it is computationally advantageous to use the rescaled eigen-
functions instead of the original ones.

With the inner product defined we can state the normalization conditions for the eigenfunctions and
their adjoints. These are given by

〈vl, vl〉(τ ) ≡ 1, 〈v∗
k , vl〉(τ ) ≡ δkl, (3.27)

where δkl denotes the Kronecker delta.
The expansion given in (3.20) and the approximation in (3.22) constitute an asymptotic solution to

the linear problem given in (3.19). This solution is expected to remain valid so long as the eigenvalues
remain well separated. Merging or crossing of the eigenvalues requires a separate asymptotic treatment
and we do not consider this case here. A discussion about the accuracy of this asymptotic solution, as
well as some convergence studies, can be found in Hennessy & Münch (2013).

4. Results

We divide the results into three main subsections. First, the initial stability of the system is explored by
setting τ = 0 in the rescaled frozen-time eigenvalue problem (3.14) and computing curves in parameter
space for which the real part of the largest eigenvalue is equal to zero. In time-independent stability
problems, these curves are referred to as neutral stability curves, and we adopt the same terminology in
this paper. Moreover, we refer to the eigenvalue with the largest real part as the top eigenvalue.

The neutral stability curves separate parameter space into regions where the real part of the top
eigenvalue is either positive or negative and, in the context of the frozen-time analysis, they can be used
to identify regions of parameter space where the base state is instantaneously stable or unstable. When
the base state is unstable, these curves can also be used to infer which instabilities are occurring at that
set of parameter values.

Secondly, once the initial stability of the problem is understood, we then attempt to infer how the
stability evolves over long times by examining how the neutral stability curves change with τ . Finally,
we explore the long-term evolution of disturbances directly using the asymptotic solution presented in
Section 3.2.2.
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4.1 Initial stability of the system

We begin by setting τ = 0 and computing the neutral stability curves which we write as M =
M (a; C, G). In this form they describe, for a given C and G, the Marangoni number M that must be
exceeded for a disturbance with wavenumber a to grow. Alternatively, for a given value of M , these
curves enable one to determine the wavenumbers of any growing disturbances. By combining these two
views, it is possible to determine the value of M that must be exceeded for any disturbance to grow at
time τ = 0, and hence it is possible to ascertain the initial stability of the system.

The stationary neutral stability curves corresponding to a zero top eigenvalue can be computed
analytically and are given by

M = 12a3(sinh 2a − 2a)(a2C−1 + G)

[3a cosh a sinh a − (2a2 + 3)a2 − 3 sinh2 a + 3a3 coth a](a2C−1 + G) + 24a5(a − coth a)
.

(4.1)

In the limit C → 0 or G → ∞, corresponding to strong surface tension or strong gravity, respectively,
(4.1) reduces to

M∞ = 12a3(sinh 2a − 2a)

3a cosh a sinh a − (2a2 + 3)a2 − 3 sinh2 a + 3a3 coth a
, (4.2)

which recovers the results from Hennessy & Münch (2013) for non-deformable fluid layers. This limit
will be discussed in more detail below. For finite G and C > 0 we also have M � M∞ for a � 1. Thus,
for large wavenumbers the dynamics of this system are expected to be similar to those when the free
surface is non-deformable.

The limiting neutral stability curve in (4.2) is shown as the solid line in Fig. 3, and this curve
separates the (a, M ) plane into two distinct regions. For Marangoni numbers below the critical value of
80, the top eigenvalue of the frozen-time linear stability problem (3.14) is always negative and hence
the base state is always stable. However, for M > 80, there is a band of wavenumbers 0 < a < a1(M )

for which the top eigenvalue has a positive real part and the base state is unstable. The wavenumbers
a1 are those that lie on the neutral stability curve. Moreover, the top eigenvalue is always real when the
free surface is held flat and there are no oscillatory instabilities (Hennessy & Münch, 2013).

The behaviour of the stationary neutral stability curve for O(1) wavenumbers changes drastically
when both G < ∞ and C > 0, which is shown by the dashed line in Fig. 3 for the example parameter
values G = 100 and C = 0.01. In this case, the denominator of (4.1) has a zero, while the numerator
remains positive, resulting in a singularity in the neutral stability curve when a = as � 0.7. This sin-
gularity divides the neutral stability curve into two sections, and the behaviour of the neutral stability
curves near this point can be characterized by the following limits:

lim
a→a−

s

M (a; G, C) = −∞, lim
a→a+

s

M (a; G, C) = +∞. (4.3)

Thus, the neutral stability curve to the right of the singularity exists only in the upper-quarter plane
and it resembles the shape of a ‘u’ where the left branch is constrained by the vertical asymptote at
as and the right branch tends towards (4.2) for large a. The shape of the curve implies the existence
of a band of unstable wavenumbers with positive top eigenvalues given by as < a2(M ) < a < a3(M ).
Moreover, there is a critical value of M = Ms � 82 such that a2(Ms) = a3(Ms), and this corresponds to
the minimum of the neutral stability curve in the upper-quarter plane.
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698 M. G. HENNESSY AND A. MÜNCH

Fig. 3. Neutral stability curves for non-deformable systems (solid black) and deformable systems (dashed and dashed-dot). The
solid and dashed curves correspond to locations in parameter space where the top eigenvalue is zero. The dashed-dot line corre-
sponds to where the top eigenvalue is purely imaginary. See text for definitions of Ms, Mo and the ai.

The other section of the stationary neutral stability curve lies to the left of the singularity and it
corresponds to negative values of the Marangoni number. Although this indicates the presence of a
stationary instability when M < 0, we do not investigate this situation here.

To explore the dynamics of the system to the left of the singularity and, in particular, for small
wavenumbers a, we compute a long-wave expansion of the top eigenvalue by writing it as a power
series of a and then expanding its characteristic equation for a 
 1. We find that the top eigenvalue has
the form

σ ∼ ± iaσ1 + a2σ2 ± ia3σ3 + a4σ4 + O(a5), (4.4a)

where
σ1 =√M/2, σ2 = 5M/48 − 1/2 − G/6. (4.4b)

This expansion is valid for a � min{M 1/2, G−1/2, C−1/4}. The functions σ3 and σ4 are complicated and
no insight is gained by writing them here, although we note that they are real valued when M > 0. From
this expansion it can be seen that, for M > 0 the leading-order part of the top eigenvalue is complex
and, as M is increased beyond Mo = (24 + 8G)/5, the leading-order contribution to the real part of
the eigenvalue changes sign. This indicates that there is another neutral stability curve corresponding
to the locations in parameter space where only the real part of the top eigenvalue is zero. The small-
wavenumber approximation to this curve can be found by solving the expression σ2 + a2σ4 = 0 for M ,
and for larger values of a it can be computed by a numerical continuation scheme.

The oscillatory neutral stability curve is shown as the dashed-dot line in Fig. 3. This curve increases
monotonically with a from its value of Mo = 165 when a = 0 until it collides with the left-most branch
of the stationary neutral stability curve when M = 253. Thus, for M > 165, we expect there to be a
band of wavenumbers with complex conjugate eigenvalues with positive real part, thus signifying the
presence of an oscillatory instability in the system.

To understand when each mode of instability occurs and for which wavenumbers, we examine the
neutral stability curves shown in Fig. 3. These curves divide the parameter space into four regions, each
of which corresponds to a distinct behaviour of the top eigenvalue as the wavenumber a is varied. These
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regions are characterized by the effective Marangoni number M and are given by

Rs = {M : 0 < M < Ms}, (4.5a)

Ru,1 = {M : Ms < M < Mo}, (4.5b)

Ru,2 = {M : Mo < M < 253}, (4.5c)

Ru,3 = {M : 253 < M }, (4.5d)

where Ms � 82 and Mo � 165 denote the Marangoni numbers associated with the onset of the stationary
and oscillatory instability when G = 100 and C = 0.01, respectively. In Rs the real part of the top eigen-
value is always negative and hence the base state is stable for these values of the Marangoni number. In
the three other regions Ru,i, i = 1, 2, 3, the real part of the top eigenvalue is positive for some wavenum-
bers. However, the top eigenvalue exhibits markedly different behaviour within each of these regions.
This is demonstrated in Fig. 4, where the dependence of the top two eigenvalues on the wavenumber
is displayed for three exemplary values of the Marangoni number that characterize each of the three
regions. From this figure, we see that the top eigenvalues are always a complex conjugate pair for suf-
ficiently small wavenumbers, but as the wavenumber increases, the imaginary parts eventually vanish,
causing a transition where the complex conjugate pair splits into two real and distinct eigenvalues. The
sign of the real parts for small wavenumbers and the sign of the real part when the transition happens
distinguishes the three regions.

In the region Ru,1 (Fig. 4(a)), the complex eigenvalues always have negative real parts including
when they undergo the transition to real eigenvalues. After this transition happens, the largest of the two
eigenvalues grows to become positive, giving rise to the stationary instability that occurs for wavenum-
bers in the range a2(M ) < a < a3(M ).

The behaviour of the top eigenvalue in Ru,2 (Fig. 4(b)) is very similar to that in Ru,1, except there
is now a small band of wavenumbers given by 0 < a < a4(M ) where the real parts of the complex
eigenvalues are positive. For a > a4(M ) the behaviour of the top eigenvalue is qualitatively identical to
that in Ru,1.

The region Ru,3 (Fig. 4(c)) is defined by the fact that the complex eigenvalues always have positive
real parts. Thus, when the transitions to real eigenvalues occur, the largest grows to become even more
positive, whereas the smaller of the two decreases, eventually becoming negative when a is increased
beyond a2(M ).

From the analysis of the eigenvalues in these regions, we can conclude that only the stationary
instability occurs in Ru,1, whereas both modes of instability occur in Ru,2 and Ru,3.

We now revisit the non-deformable limit by studying how the neutral stability curves collapse onto
the M∞ curve when surface tension or gravity is strong, i.e. when C → 0 or G → ∞, respectively.
It can be shown that the location of the singularity in the stationary neutral stability curve is given
approximately by a2

s � (−GC + √
G2C2 + 480C)/2 when C 
 1 or G � 1 or when both of these are

true. Furthermore, the wavenumber that marks the minimum of the stationary neutral stability curve is
given by ac � (4725/G)1/4 when G � 1 and ac � (9450C)1/6 when C 
 1. Therefore, when C → 0 or
G → ∞, both the singularity and the minimum of the stationary neutral stability curve tend towards
a = 0. The implication is that the entire left branch of this curve, i.e. the branch defined by a2, effec-
tively vanishes in this limit. Moreover, because the oscillatory neutral stability curve exists in the
region to the left of the a2 branch, it is eliminated in this limit as well. Thus, as C ↘ 0 or G ↗ ∞,
the region of complex eigenvalues with positive real parts gradually shrinks until it is completely
eliminated.
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(a) (b) (c)

Fig. 4. The dependence of the top two eigenvalues on the disturbance wavenumber for various effective Marangoni numbers.
The values of C and G are chosen to coincide with the neutral stability diagram in Fig. 3, thus C = 0.01 and G = 100. Each value
of M illustrates a qualitatively distinct behaviour of the eigenvalues and each behaviour characterizes a subregion of the neutral
stability diagram. See text for full details. The definitions of the Ru,i are given in (4.5). (a) M = 100 ∈ Ru,1, (b) M = 200 ∈ Ru,2
and (c) M = 300 ∈ Ru,3.

4.1.1 Competing modes of instability When the parameters are set to C = 0.01 and G = 100, the
previous analysis has shown the existence of complex eigenvalues with positive real part when the
disturbance wavenumber is small. While this does indicate that it may be possible to observe long-
wavelength oscillatory instabilities in the system, it is important to remember that, for a given set of
parameter values, the dominant mode of instability, if there is one, is determined by the eigenvalue that
has the largest real part over all of the disturbance wavenumbers and the corresponding eigenfunction.
Thus, an examination of Fig. 4 reveals that, at least initially, an oscillatory instability is unlikely to
be observed because the real parts of the complex eigenvalues are always much less than the purely
real eigenvalues. To reverse the situation so that the oscillatory instability is dominant, the complex
eigenvalues need to have real parts that are larger than the purely real eigenvalues. However, given
that the real eigenvalues appear to grow much more rapidly with M than the complex eigenvalues
(see Fig. 4), it is difficult to satisfy this condition if both instabilities occur simultaneously for a given
Marangoni number. This suggests that the oscillatory instability is likely to be dominant only if its
onset occurs at lower values of the Marangoni number compared with the stationary mode. We now
investigate whether such situations actually arise.

The Marangoni numbers that are associated with the onset of the instabilities are characterized by
the minima of the stationary and oscillatory neutral stability curves. The locations of these two minima
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depend on the other parameter of the system, namely the effective Galileo and capillary numbers G and
C, respectively. Thus, by tuning these parameters, it should be possible to induce the oscillatory insta-
bility before the stationary one. We denote by Mo and Ms the Marangoni numbers that correspond to the
minima of the oscillatory and stationary neutral stability curves, respectively. As previously mentioned,
the oscillatory neutral stability curve can be approximated for small wavenumbers by solving the equa-
tions σ2 + a2σ4 = 0 for M , where the σi are defined in (4.4). It can be shown that the oscillatory neutral
stability curve has a local minimum at a = 0, and direct numerical calculations of this curve shows that
this point is, in fact, the global minimum. Therefore, we have

Mo = 24 + 8G

5
. (4.6)

The minima of the stationary neutral stability curves can, in theory, be found directly from (4.1). How-
ever, the wavenumbers that minimize this curve satisfy a cumbersome transcendental equation and
hence they must be found numerically.

The parameter dependence of these two minima is shown in Fig. 5(a). In particular, both of these
minima are plotted as functions of the Galileo number G, and several plots of Ms are shown for different
values of the capillary number C. Thus, for a given value of C and G, this figure shows the two critical
Marangoni numbers that correspond to the onset of the two types of instability. Parameter regimes where
only the oscillatory mode of instability occurs can be identified as those which satisfy Mo(G) < M <

Ms(C, G). An examination of Fig. 5(a) shows that, for each value of C, the curves Mo = Mo(G) and
Ms = Ms(G) always intersect at one particular value of G, denoted by Gp. Moreover, for G < Gp(C), the
condition Mo < Ms holds. The dependence of Gp on C is shown in Fig. 5(b) and the region under this
curve corresponds to the parameter regime where the oscillatory instability can potentially be isolated.
The non-monotonicity of Gp arises because the growth of Ms with decreasing C (for fixed G) is not
monotonic either. As can be seen from Fig. 5(a), decreasing C from 10−1 to 10−3 increases Ms to ∼84
for all G. However, as the non-deformable limit must be recovered as surface tension gets arbitrarily
strong, we have that Ms → 80 as C → 0, i.e. Ms eventually begins to decrease. Setting Mo = Ms = 80
and solving for Gp yields Gp � 47, which is the asymptote that is approached in Fig. 5(b) as C is
decreased to zero. For capillary numbers in the range C < 10−2, we have that Gp is always >47 and
the onset of the stationary instability occurs for M > 80. Thus, the following rule of thumb can be
established: the stationary instability can be suppressed and the oscillatory instability can be induced if
C, G and M are chosen such that

C < 10−2, G < 47, Mo < M < 80. (4.7)

For small but moderate values of C, i.e. for 10−2 < C 
 1, the value of Gp will be less than 47 and the
upper bound on M will have to be replaced by its corresponding value of Ms. If G > Gp, or if M > Ms,
the stationary instability is expected to dominate, if it occurs at all.

4.2 Evolution of the neutral stability curves

Having identified the regions of parameter space where the oscillatory instability is initially dominant,
we now seek to understand how these regions evolve with changes in the slow time variable τ . Of par-
ticular interest is determining the persistence of the region where the oscillatory instability dominates,
as this will be important for assessing how likely it is for this instability to be observed experimentally.
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(a) (b)

Fig. 5. (a) Critical Marangoni numbers M as a function of the effective Galileo number G and the effective capillary number C.
The solid black line denotes the Marangoni numbers associated with the onset of an oscillatory instability and is given analytically
by (4.6). The dashed lines with symbols denote Marangoni numbers associated with the onset of stationary instabilities. For each
value of C these curves intersect at one particular value of G denoted by Gp. (b) The dependence of the function Gp on the
capillary number C. For G < Gp, the inequality Mo < Ms is satisfied. Thus, the region below this curve corresponds to parameter
regimes where it is possible to only induce the oscillatory mode of instability.

The evolution of the stability regions can be monitored through the τ dependence of the neutral
stability curves. This dependence can be introduced in a physically intuitive manner by replacing the
effective non-dimensional numbers M , C and G with their original, time-independent counterparts given
in (3.15). In this case, the neutral stability curves can be written in terms of the original parameters as

Ma = F−1h̄−3M (h̄k; h̄−1 Ca, h̄3 Ga), (4.8)

where the τ dependence of h̄ and F has been omitted for brevity. For stationary neutral stability curves
the M in the above equation is given by (4.1), whereas the oscillatory neutral stability curves are com-
puted numerically. In the proceeding discussion it is convenient to parameterize the slow evolution of
the neutral stability curves according to h̄ instead of τ . The two parameterizations are equivalent owing
to the monotonicity of the function h̄(τ ).

An example of how the neutral stability curves evolve with the base state film thickness h̄ is shown
in Fig. 6. The parameter values are Ca = 0.01, Ga = 30 and β = 0.85, and they are chosen such that
there is a band of Marangoni numbers 53 < Ma < 80 for which only the oscillatory instability occurs
when τ = 0. The figure shows that as h̄ decreases (corresponding to increasing τ ), the stationary neutral
stability curve moves upwards, which suggests that, for these values of Ca and Ga, the instability is
weakened as time progresses. This can be seen by fixing a value of Ma that lies above the minimum
of the initial stationary neutral stability curve. As τ increases, the stationary curve moves upwards and
eventually its minimum will grow beyond the fixed value of Ma, therefore implying that the stationary
instability no longer occurs for this value of the Marangoni number. Interestingly, the situation for
the oscillatory neutral stability curve is the opposite, at least initially. That is, Fig. 6 shows that, as h̄
decreases, the oscillatory curve moves downward, thus suggesting an amplification of this instability.
This amplification can be verified by transforming the long-wave eigenvalues given in (4.4) into the
original frozen-time eigenvalues via the rescaling in (3.13) and (3.15), which shows that the real part
increases as τ is increased from zero. The downward motion of the oscillatory curve also means that
some Marangoni numbers that are initially in the stable regime, i.e. those below the value of 53, can enter
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(a) (b)

(c) (d)

Fig. 6. Evolution of the neutral stability curves in the upper-quarter plane in terms of the base state film thickness h̄. Stationary
neutral stability curves are shown as solid black lines and oscillatory ones as dashed lines. Parameter values are Ca = 0.01,
Ga = 30 and β = 0.85. As h̄ → 1 − β = 0.15 the curves tend to infinity. (a) h̄ = 1.0, (b) h̄ = 0.6, (c) h̄ = 0.4 and (d) h̄ = 0.2.

the unstable regime. The decrease in the oscillatory curve is only temporary, however, and eventually it
begins to increase. As h̄ tends towards its steady-state value of 1 − β, both neutral stability curves tend
to infinity.

The behaviour of the neutral stability curves can be captured by plotting how their minima evolve
with h̄, and Fig. 7(a) shows this for the case described above when Ca = 0.01, Ga = 30 and β = 0.85. In
the figure, Mas and Mao denote the critical Marangoni numbers associated with the stationary and oscil-
latory neutral stability curve, respectively. The curve for Mao can be obtained analytically by rescaling
(4.6) to yield

Mao = β

h̄ − 1 + β

(
24 + 8h̄3Ga

5

)
, (4.9)

and Mas is found numerically. From the figure, it is easy to see that Mas increases with time, whereas
Mao decreases until h̄ � 0.46, after which it starts to increase rapidly. This behaviour has important
physical consequences as it implies that the initial band of Marangoni numbers for which only the
oscillatory instability occurs is preserved throughout much of the evolution. Thus, if an experiment is
performed that has a Marangoni number within this band, the oscillatory instability will not become
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(a) (b)

Fig. 7. The evolution of the minima of the stationary (solid) and oscillatory (dashed) neutral stability curves. The parameter values
are (a): Ca = 0.01, Ga = 30, β = 0.85; (b): Ca = 0.01, Ga = 30, β = 0.25. Note the difference in scales in (b).

dominated by the stationary instability, nor is it expected to quickly stabilize. In contrast, the mono-
tonic increase of Mas with time indicates that the stationary instability will quickly stabilize unless the
Marangoni number is much larger than Mas.

An analysis of the analytical expression for Mao given in (4.9) reveals that the oscillatory neutral
stability curves do not always have to decrease initially. In fact, there is a relationship between β and
Ga that determines the initial behaviour of this curve. If we think of Ga as being fixed for a given set
of experiments, then it is possible to define a critical value of the initial solvent volume fraction β that
separates the two behaviours. In particular, we let

βc = 1

3

3 + Ga

Ga
, (4.10)

and if Ga > 3
2 , then values of β such that βc < β < 1 will yield an initially decreasing oscillatory neutral

stability curve. In the case, when Ga < 3
2 , the curve always increases. When Ga � 1, as in the case of

the experiments by Bassou & Rharbi (2009), we have βc � 1
3 . Figure 7(b) shows an example of Mao

increasing with time for the example parameter values of Ca = 0.01, Ga = 30 and β = 0.25. The value
of βc in this case is βc � 0.37.

The results from this analysis indicate that if Ga is chosen so that there is an initial band of
Marangoni numbers for which only the oscillatory instability occurs and if β is above the critical value
defined in (4.10), then this band of Marangoni numbers will indeed persist for some time, provided
that Mas increases with τ . While it is not easy to formulate analytical conditions which guarantee the
increase of Mas, numerical experiments in the regime Ca 
 1 have suggested this is always the case.

4.3 Disturbance evolution

The analysis based on the frozen-time method has shown the presence of an oscillatory instability and
it enabled us to identify regions in parameter space where this instability temporarily dominates. We
now use refined methods to study the evolution of disturbances in more detail. More specifically, we
examine the amplification of disturbances over long periods of time using the asymptotic solution in
Section 3.2.2 and by numerically solving (3.19) as an initial value problem. The numerical scheme is
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similar to the one used for approximating solutions to the base state; space is discretized using second-
order finite differences and the resulting problem is treated as a system of ODEs. We use the long-time
asymptotic solution for the base state (3.6) in the numerical solution of the linearized problem to be
consistent with our previous analysis. The effects of including transients in the base state are discussed
in Hennessy & Münch (2013). Using the asymptotic and numerical solutions, the amplification of a
disturbance at time t is defined as

A(t) = max{‖c̃(z, t)}∞, |h̃(t)|}
max{‖c̃i(z)‖∞, |h̃i|}

, (4.11)

where ‖ · ‖∞ denotes the usual max norm over the spatial domain. Generally, the initial condition for
the disturbance is chosen to be the top eigenfunction at time τ = 0. This choice is expected to produce
near-maximal amplifications by minimizing the contributions from subdominant modes. The asymptotic
solution in Section 3.2.2 is truncated and only the first two modes are considered. This allows us to deal
with the case when the top eigenvalues are a complex conjugate pair and both corresponding modes
need to be included in the asymptotic solution.

We first investigate the disturbance amplifications that result from the oscillatory instability. We set
Ma = 70, and take the other parameters to be

Ca = 0.01, Ga = 30, β = 0.85, δ = 0.01. (4.12)

These parameters correspond to the situation shown in Fig. 6, where disturbances with wavenumbers
that satisfy k < 0.31 are expected to grow in an oscillatory fashion until the system begins to stabilize.

Figure 8 shows the evolution of the top two eigenvalues, the real part of disturbance to the film
thickness measured relative to its initial value, and the disturbance amplification when the wavenumber
is set to k = 0.21. This particular wavenumber is chosen because it corresponds to the eigenvalue with
the largest real part when τ = 0. For these parameter values the disturbance is amplified by more than
three orders of magnitude before the system begins to stabilize, which may be large enough for this
instability to be observed experimentally.

An examination of the top eigenvalues in Fig. 8 shows that the complex conjugate pair eventually
splits into two distinct real eigenvalues because the imaginary parts tend towards zero after an initial
period of growth. This influences the behaviour of the oscillations and it explains the behaviour of
the disturbance to the film thickness in the middle panel of Fig. 8. More specifically, the increasing
magnitude of the imaginary part of the eigenvalue leads to an increase in the oscillation frequency,
but its eventual decay to zero causes the frequency to decrease until the oscillations are completely
suppressed.

As the imaginary parts of the top eigenvalues tend towards zero, the distance between the two
eigenvalues decreases as well. At the point where the imaginary part vanishes, the two eigenvalues are
identical and, thus, the asymptotic solution in Section 3.2.2 breaks down. This can be clearly seen in
Fig. 8; in particular, as the critical value of τ is approached, the asymptotic solution diverges. Before this
breakdown occurs, however, the asymptotic solution matches the numerical simulation with a very high
degree of accuracy. The stabilization of the system and the long-term dynamics are accurately captured,
and the error in the maximum amplification is <0.1%.

For larger values of Ma that still satisfy Ma < Mas, the maximum disturbance amplification caused
by the oscillatory instability can be further increased while the onset of the stationary instability is
still inhibited. Thus, by increasing Ma up to this critical value, it is possible to strengthen the oscilla-
tory instability while maintaining its dominance. For Ma > Mas the stationary instability also occurs;
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Fig. 8. The oscillatory instability. Top (a) the evolution of the real and imaginary parts of the top two eigenvalues. Middle (b) the
evolution of the real part of the disturbance to the film thickness relative to its initial value. Bottom (c) disturbance amplification
as a function of time. The asymptotic solution in Section 3.2.2 breaks down and diverges as the imaginary parts of the eigenvalues
tend towards zero. Parameter values are Ma = 70, Ca = 0.01, Ga = 30, β = 0.85, δ = 0.01 and k = 0.21. The top eigenfunction at
τ = 0 is used as the initial condition.

however, the frozen-time analysis suggested this instability quickly stabilizes which might allow the
oscillatory instability to remain dominant. Indeed, when Ma = 90, keeping the other parameters as in
(4.12), the oscillatory mode with wavenumber k = 0.3 is amplified by more than four orders of mag-
nitude, whereas the maximum amplification of a stationary mode with wavenumber k = 1.54 is less
than eight times its initial value. The wavenumber k = 0.3 maximizes the real part of the complex
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Fig. 9. Numerically computed amplifications of stationary (solid) and oscillatory (dashed) modes when Ma = 100, Ga = 30,
Ca = 0.01, β = 0.85 and δ = 0.01. The stationary mode has wavenumber k = 1.65, whereas the oscillatory mode has k = 0.33
and the initial condition is taken to be the top eigenfunction at time τ = 0. While the oscillatory mode obtains a larger overall
amplification, the rapid growth of the stationary mode means that it can obtain much larger initial amplifications.

eigenvalues when τ = 0, and k = 1.54 maximizes the purely real eigenvalues. As the Marangoni num-
ber is increased further, the oscillatory modes still obtain larger overall amplifications, but the rapid
initial growth of the stationary modes means they obtain larger amplifications in a shorter amount of
time. For example, when Ma = 100 a stationary mode with wavenumber k = 1.65 obtains a maximum
amplification of roughly 5000, whereas an oscillatory mode with wavenumber k = 0.33 has only been
amplified by a factor of about 550 in the same amount of time. Figure 9 shows this situation in more
detail. Again, these wavenumbers are chosen to maximize the real parts of the eigenvalues when τ = 0,
thus ensuring these modes have the fastest initial growth. For Ma � Mas we can conclude that the switch
in dominance occurs not because the stationary modes obtain larger overall amplifications before the
stabilization occurs, but because they are amplified much more rapidly than the oscillatory modes.

The frozen-time analysis predicted that, when Ga = 30, Ca = 0.01 and β = 0.85, it was possible for
the oscillatory instability to occur for Marangoni numbers that are less than the initial critical value of
Mao � 53. This raises the question of whether there is a smaller critical Marangoni that could be used
to denote the onset of the instability. In the case when Ma = 53 and δ = 0.01, we find that disturbances
only obtain moderate amplifications with the largest being ∼150. Moreover, the maximum amplifi-
cation rapidly decreases with Ma; for example, when Ma = 45 we have max A(t) � 12 for the initial
disturbances we consider. Therefore, the instabilities that occur for Ma < Mao are unlikely to have any
significant physical relevance and the critical Marangoni number is not expected to be below its initial
value of Mao � 53.

We can compare the initial critical Marangoni number of 53 for the example parameters in (4.12)
to the critical value that is predicted when the surface is assumed to be non-deformable. Hennessy &
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Münch (2013) consider this case and they find that the critical value is at least 80. This is considerably
larger than our value of 53, and Fig. 5 shows that the critical Marangoni number can likely be made
even smaller by further decreasing Ga. Thus, films with deformable upper surfaces are much more
susceptible to Marangoni instabilities, particularly when gravity is weak and surface tension is strong.

5. Application to experiments

The results from the previous section have shown that the two modes of instability will always occur
simultaneously for sufficiently large values of the Marangoni number Ma, but generally in this case
the stationary mode dominates because it amplifies disturbances much more rapidly than the oscillatory
mode. However, for certain parameters, the stationary instability can be suppressed in the sense that it
occurs at Marangoni numbers that are larger than those needed to induce the oscillatory instability. This
is found to occur, for instance, when both the capillary and Galileo numbers are small. The correspond-
ing physical situation in this case would have sufficiently strong surface tension to inhibit the stationary
instability and weak gravitational effects to promote the oscillatory one. The effects of gravity can be
reduced, for example, by using low-density mixtures or by performing experiments in a microgravity
environment.

There are practical limits to how strong the effects of surface tension can be, and this is partly due
to the fact that range of wavenumbers that are in the unstable, oscillatory regime tends to decrease with
the capillary number. In the extreme case, when the capillary number tends towards zero, this range of
wavenumbers vanishes and the oscillatory instability is completely suppressed. Thus, if surface tension
is too strong, the wavelength of the unstable oscillatory modes could be larger than the dimensions of
the vessel containing the mixture. Another aspect to consider is that strong surface tension will tend to
reduce the amplitude of surface deflections, perhaps increasing the difficulty of detecting the presence
of the oscillatory instability.

From the definition of the capillary and Galileo numbers (see (2.16) and (2.19)), it is clear that
a simple way to vary the effective strength of surface tension and gravity is by changing the initial
thickness of the fluid layer. Moreover, from the discussion in Section 4.1.1, the oscillatory instability
has the potential to be dominant when Ca < 10−2 and Ga < 47. Thus, by imposing these conditions, we
can determine a range of film thicknesses where the oscillatory instability will temporarily dominate,
provided the Marangoni number is not too large. This range is given explicitly by

100μD

γr
< hm <

(
47μD

ρg

)1/3

. (5.1)

For films that lie outside of this region because they are too thick, gravity causes the onset of this
instability to occur at larger Marangoni numbers than the stationary instability. If, however, hm is below
the lower bound in (5.1), then both modes of instability can dominate. The dominance is determined by
whether the Galileo number is above or below the particular value Gap defined in Section 4.1.1, and it
depends on the size of the Marangoni number.

If hm is chosen in such a way that the inequality in (5.1) is satisfied, then the strength of the
Marangoni effects can be controlled through the evaporation rate km. For the oscillatory instability
to occur at least initially, the Marangoni number must be greater than Mao = (24 + 8 Ga)/5. However,
it must be small enough to prevent the onset of the stationary instability; thus, Ma � 80 must also be
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enforced. These restrictions limit the evaporation rate to lie between the values

(
24 + 8 Ga

5

)
μD2

β(1 − β)ργch2
m

< km <
80μD2

β(1 − β)ργch2
m


 D

hm
, (5.2)

where the last inequality arises due to our primary assumption that δ 
 1.
To further aid in the observation of the oscillatory instability, the initial solvent volume fraction β

can be chosen to be larger than the critical value of βc given in (4.10), which requires that Ga > 3
2 . Under

these conditions the critical Marangoni number associated with the onset of the oscillatory instability,
Mao, decreases initially, thus prolonging the duration of the instability.

These results can be discussed in the context of the experiments by Bassou & Rharbi (2009) by
evaluating the inequality in (5.1) using the parameter values listed in Table 1. For the oscillatory insta-
bility to occur at lower Marangoni numbers than the stationary instability, the films should have an
initial thickness between 690 nm and 100 µm. This range lies slightly outside the thinnest films that
were studied by Bassou and Rharbi, which were 150 µm initially. In such films, the oscillatory instabil-
ity would be subdominant, which likely explains why only stationary instability was observed in their
experiments.

We can also apply the linear stability results to investigate the dynamics of drying paint films; see,
for example, Wilson (1993) and Howison et al. (1997). Although no instabilities are found in these
studies, several observations, namely the crest-to-trough reversal that is described in the introduction
and the decaying oscillations in numerical simulations, indicate that the parameters associated with paint
films might be close to the parameter regime where the oscillatory instability occurs. If we insert the
parameter values from Howison et al. (1997) into (5.1), we find that the oscillatory instability should be
observed in paint films with an initial thickness between 20 and 298 µm, provided that the Marangoni
number is above the critical value of Mao. The paint films studied in the aforementioned references fall
within this range of thicknesses; for example, hm = 60 µm is often used as a characteristic value of the
initial thickness of the layer. According to our theory, however, these films are linearly stable because
of small Marangoni numbers; we find that Ma � 1.3 × 10−3, whereas the critical value is Mao � 5.4.
Although the films have the correct initial thickness for the oscillatory instability to occur, they are
ultimately stable, which could explain the presence of decaying oscillations and a finite number of
reversals.

It would be interesting to perform experiments with evaporating layers of paint with greater initial
thicknesses and larger evaporation rates. The latter could be made possible by, for example, prescribing
an airflow above the layer, although one would have to be certain that the air does not influence the
dynamics of the film. Both of these factors will lead to larger Marangoni numbers and it might be
possible to surpass the value that is needed to induce the oscillatory instability in the system.

6. Summary and conclusion

In this paper, the dynamics of an evaporating solvent–polymer mixture with a deformable surface have
been studied. The evaporation of solvent can lead to non-uniformities in the concentration of solvent
at the surface of the fluid layer and these can induce surface-tension gradients if the surface tension
depends on the local composition of the mixture. Sufficiently, large gradients in the surface tension can
lead to instabilities in the system if they are able to overcome the stabilizing effects of viscosity, gravity
and surface tension.
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The onset of instability was investigated mathematically within the framework of linear stability
theory. Unlike, traditional linear stability problems, the base state is time dependent as a result of evap-
orative mass loss. By assuming that evaporation occurs on a much longer time scale than diffusion,
we find that the quasi-stationary evolution of the base state is much slower than the evolution of dis-
turbances to it. We exploit this separation of time scales to study the stability of the base state using
frozen-time and asymptotic methods.

The frozen-time method treats the slow time that appears in the base state as a parameter rather
than a time variable, thus allowing traditional techniques from linear stability theory to be applied.
Using this method it is possible to deduce the instantaneous stability of the system over a wide range of
parameter values. The changes in stability that occur over the long periods of time on which the base
state evolves are ascertained using an asymptotic solution that is uniformly valid for large times. The
asymptotic solution is derived in two different ways using the method of multiple scales and the WKB
approximation, and it generalizes the solution presented by Hennessy & Münch (2013). We find that
the frozen-time and asymptotic approaches complement each other well, with each method providing
crucial insight into the dynamics that occur within the system.

Our analysis indicates that two modes of instability occur in the model. One of these is a stationary
mode corresponding to the classical Bénard–Marangoni instability first investigated by Pearson (1958).
In this case, surface tension and/or gravity act to keep the surface relatively undeformed. Shear stresses
due to surface-tension gradients cause fluid near the surface to flow from regions of low surface tension
to high surface tension, i.e. from solvent-rich to solvent-depleted regions. The conservation of mass
requires fluid to rise beneath regions of low surface tension and sink near regions of high surface ten-
sion, resulting in convection cells. The uprising fluid is rich in solvent but as it is pulled across the
surface, evaporation depletes it of such. Thus, the regions of low and high surface tension persist and
the convective motion is sustained. The second mode of instability is oscillatory and is related to the
crest-to-trough reversals that are seen in drying paint layers and waterborne coatings. This mode is due
to the combined action of gravity, surface tension and surface-tension gradients. When a deformed film
levels under the action of gravity and surface tension, the concentration of solvent is higher under the
crests compared with the troughs. This leads to surface-tension gradients that enhance the levelling pro-
cess. Moreover, these gradients are still present when the film becomes flat, and thus fluid is pulled from
regions that used to be crests to regions that used to be troughs. The accumulation and depletion of fluid
causes crests to become troughs and vice versa, and the process then repeats itself.

The two modes of instability are found to compete with each other, with the stationary mode typi-
cally being dominant when both occur for the same parameter values. This dominance arises because
short-wave cellular modes are amplified more rapidly than long-wave deformational modes. However,
in films with strong surface tension, which we characterize by a capillary number condition Ca < 10−2,
the dominance can be reversed if the Marangoni number is not too large. This is due to the fact that
when Ca < 10−2, regions of parameter space exist where only the oscillatory mode of instability occurs.
A defining feature of these regions is that the onset of the oscillatory mode occurs at lower values of the
Marangoni number compared with the stationary mode. The existence and size of these regions depend
sensitively on the effective strength of gravity, as measured by the Galileo number Ga. This is because
gravity plays a major role in determining the critical Marangoni number associated with the onset of
the oscillatory instability. Physically, this strong dependence corresponds to the fact that surface-tension
gradients have to pull harder to cause a reversal in heavier fluids; thus, the critical Marangoni number
increases with Ga. The exact relation is Mao = (24 + 8 Ga)/5. On the other hand, gravity does not play
a large role in determining the critical Marangoni number associated with the stationary instability when
surface tension is strong. This is due the fact that, in the absence of buoyancy, gravity will only play a
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role if the fluid surface is deformed. Strong surface tension, however, prevents the short-wave convec-
tion cells from deforming the surface. For Ca < 10−2, our analysis indicates that Mas � 80. Therefore,
the regions where the oscillatory instability is isolated and, as a result, is dominant can be identified as
Ca < 10−2, Ga < 47 and (24 + 8 Ga)/5 < Ma < 80. Using these parameter bounds, we have determined
experimental conditions such as film thicknesses and evaporation rates that can be used to observe the
oscillatory instability.

The onset of both modes of instability and their persistence over long times is likely to be strongly
influenced by the rheology of the fluid. In this paper, we have assumed that the mixture remains New-
tonian with a constant viscosity. However, this is generally not true for polymer solutions because they
exhibit shear-thinning behaviour after a critical shear rate is exceeded. Below this critical value the New-
tonian regime is recovered; see Myers (2005) and Chhabra & Richardson (2008). As shown by Kulicke
& Kniewske (1984) for PS and toluene mixtures, the critical value of the shear rate can decrease by
several orders of magnitude as the molecular weight and concentration of polymer increases. Using
their data, we can roughly estimate the relevance of shear-thinning behaviour in this work, which is
based on the PS–toluene solutions used by Bassou & Rharbi (2009). The critical shear rate γ̇crit in a 3%
mixture by weight using PS with a (relative) molecular weight of 3.3 × 105 is ∼ 104 s−1. The PS used
by Bassou and Rharbi had a slightly smaller molecular weight of 1.5 × 105, but the initial concentration
of polymer was often 15% by volume (17.6% by weight). If we assume that we can still compare these
two mixtures, then a typical shear stress can be estimated using (2.18h) to obtain

γ̇ � D

h2
m

Ma = kmβ(1 − β)ργc

μD
. (6.1)

The order of magnitude of these parameters can be determined from Table 1. Using these to calculate
the shear rate, we find that γ̇ � 1 s−1 
 γ̇crit. This comparison gives some indication that shear-thinning
effects are not important during the early stages of drying when the instability is developing and it
provides some justification for the Newtonian rheology used in the mathematical model.

In the absence of non-Newtonian effects, the viscosity of a binary mixture will still depend on
the solute concentration. Previous theoretical works have modelled the viscosity as an exponentially
increasing function of the polymer concentration; see Münch et al. (2011) or Eres et al. (1999). Including
this dependence in the current model is expected to stabilize the system because the Marangoni effects
are effectively weakened as the mixture viscosity increases due to the depletion of solvent. Indeed, the
main stabilizing mechanism in the paint drying simulations of Eres et al. (1999) seems to be due to
a composition-dependent viscosity. Thus, a more comprehensive linear stability analysis that includes
realistic fluid rheologies would also aid in determining whether the oscillatory instability found here is
physically relevant. The asymptotic solution that was derived in Appendix A would be a helpful tool
to carry out such an analysis because it can capture the slow rheological changes that occur during the
drying process. This serves to further highlight the usefulness and wide range of applicability of such a
solution.
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Appendix A. Derivation of the asymptotic solution

We seek to construct a uniformly valid asymptotic solution to the non-autonomous linear problem
given by

∂tU = L(τ )U , (A.1)

where τ = δt is a slow time with δ 
 1, and L is a slowly varying linear operator. The solution U can be
a function of time if this problem corresponds to a system of ODEs, or it can be a function of space and
time if this problem involves a system of partial differential equations (PDEs). As we are only interested
in the temporal behaviour of the solution U , we will only write U = U(t). The initial condition for this
problem is written as U(0) = Ui and in the case where (A.1) is a PDE system, we suppose the boundary
conditions can be written as B(τ )U = 0.

The asymptotic solution to this problem will first be derived using the method of multiple scales. An
introductory discussion on this method can be found in Bender & Orszag (1999), whereas an advanced
treatment can be found in Kevorkian & Cole (1996). The derivation presented here will be similar to
the two-step approach taken by Hennessy & Münch (2013) where the solution U is first projected into
the eigenfunctions of L and then the resulting system of ODEs is approximately solved using multiple
scales. However, we are able to obtain a slightly more general result by not restricting our derivation
to the top two eigenmodes, i.e. we consider all of the modes and not just the two corresponding to
the eigenvalues with largest and second-largest real parts. Furthermore, we consider the case when the
eigenvalues are complex.

To begin the derivation, we assume that the spectrum of L (with possibly B) is discrete, that the
eigenvalues are distinct for each value of τ , and that the eigenfunctions form a complete set. Under
these assumptions, we can write the solution U as

U(t) =
∞∑

l=1

αl(t)vl(τ ), (A.2)

where vl is a slowly varying eigenfunction given by

L(τ )vl(τ ) = λl(τ )vl(τ ), (A.3)

and possibly B(τ )vl = 0. Here λl denotes the lth eigenvalue and these are ordered according to the size
of their real part. That is, we assume Re{λ1} > Re{λ2} > · · · > Re{λn} as n → ∞. We also define the
adjoint eigenproblem as

L∗(τ )v∗
l (τ ) = λ

†
l (τ )v∗

l (τ ), (A.4)

where the dagger denotes complex conjugation, L∗ is the adjoint of the linear operator in (A.1) and v∗
l

denotes the adjoint eigenfunction. The eigenfunctions and their adjoints are normalized according to

〈vl, vl〉(τ ) ≡ 1, 〈v∗
k , vl〉(τ ) ≡ δkl, (A.5)
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where δkl denotes the Kronecker delta and 〈·, ·〉 denotes a possibly τ -dependent inner product. We
assume that the second argument in the inner product is complex conjugated in the operation.

By inserting the solution in (A.2) into (A.1) and taking the inner product with the adjoint eigenfunc-
tions, we find that the functions αl satisfy the system of ODEs given by

dαl

dt
− [λl(τ ) + δγll(τ )]αl(t) = δ

∞∑
j |= l

γlj(τ )αj(t), l = 1, 2, . . . , (A.6)

where the γjl are defined as

γjl(τ ) = −〈v∗
j , ∂τ vl〉†(τ ). (A.7)

The initial conditions for this system are given by αl(0) = αli = 〈v∗
l , Ui〉†(0).

We now invoke the method of multiple scales to obtain an approximate solution to the ODE system
in (A.6). However, the application of the method is not straightforward for this system because the time
t is not an appropriate time variable; see Bender & Orszag (1999, p. 558) for an exemplary discussion
about this. We therefore introduce several new times Tl, l = 1, 2, . . ., that will replace t. These times are
defined as

Tl = δ−1
∫ δt

0
[λl(s) + δγll(s)] ds, l = 1, 2, . . . . (A.8)

Using these new time variables, we write αl(t) as α(τ , T), where the argument T without any subscript
denotes dependence on each of the times Tl. By applying the chain rule, the ODE system in (A.6) can
be written as

δ
∂αl

∂τ
+

∞∑
j=1

[λj(τ ) + δγjj(τ )]
∂αl

∂Tj
− [λl(τ ) + δγll(τ )]αl = δ

∞∑
j |= l

γlj(τ )αj, l = 1, 2, . . . , (A.9)

where the initial condition now reads αl(0, 0) = αli. We now treat all of the time variables, namely
τ , T1, T2, . . . , Tn, n → ∞, as independent variables, and following Kevorkian & Cole (1996, p. 395), we
expand each αl as an asymptotic series of the form

αl(τ , T) = α
(0)
l (τ , Tl) +

∞∑
n=1

δnα
(n)
l (τ , T). (A.10)

The initial conditions now read α
(0)
l (0, 0) = αli and α

(n)
l (0, 0) = 0 for all n and all l. We insert this

expansion into the system (A.9), collect powers of δ and solve each problem sequentially.
The leading-order problem is given by

∂α
(0)
l

∂Tl
− α

(0)
l = 0, (A.11)

which has the solution

α
(0)
l (τ , Tl) = Pl(τ ) eTl , (A.12)
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where Pl(0) = αli. The determination of Pl comes from eliminating secular terms in the O(δ) problem.
This problem is given by

∞∑
j=1

λj
∂α

(1)
l

∂Tj
− λlα

(1)
l = −dPl

dτ
eTl +

∞∑
j |= l

γljPj eTj , (A.13)

where we have omitted the explicit dependence of the various functions on the slow time τ for notational
convenience. We can treat this equation as a first-order hyperbolic PDE and hence we can rewrite it in
terms of its bicharacteristics. We therefore let dTi/dξ = λi and write (A.13) as

∂α
(1)
l

∂ξ
− λlα

(1)
1 = −dPl

dτ
eλlξ +

∞∑
j |= l

γljPj eλjξ , (A.14)

where we make the remark that the ξ derivative of α
(1)
l is only a partial derivative because this function

still depends on τ . From this new equation, it is easy to see that any terms that are proportional to
exp(λlξ) will lead to secular terms in the solution for α

(1)
l and hence they need to be eliminated. This

implies that functions Pl are constants given by

Pl(τ ) ≡ αli. (A.15)

The equation in (A.14) can be solved using an integrating factor and the solution, upon rewriting it in
terms of the times Tl, is given by

α
(1)
l (τ , T) =

∞∑
j |= l

αjiγlj(τ )

λj(τ ) − λl(τ )
eTj + Ql(τ ) eTl . (A.16)

The functions Ql have initial conditions given by

Ql(0) = −
∞∑

j |= l

αjiγlj(0)

λj(0) − λl(0)
, (A.17)

and they are determined by eliminating the secular terms that otherwise occur in the O(δ2) problem.
This problem is given by

∞∑
j=1

λj
∂α

(2)
l

∂Tj
− λlα

(2)
l = −∂α

(1)
l

∂τ
− γllα

(1)
l +

∞∑
j |= l

γljα
(1)
j +

∞∑
j=1

γjj
∂α

(1)
l

∂Tj
. (A.18)

Using the same approach as before, the terms that lead to secularity in the solution for α
(2)
l can be

identified as the terms that are proportional to exp(λlξ) once (A.16) is inserted into this equation and it
is written in terms of its bicharacteristics. The elimination of these terms yields the following differential
equation for Ql

dQl

dτ
= αli

∞∑
j |= l

γlj(τ )γjl(τ )

λl(τ ) − λj(τ )
, (A.19)
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which can be solved to obtain

Ql(τ ) =
∞∑

j |= l

[
αli

∫ τ

0

γlj(s)γjl(s)

λl(s) − λj(s)
ds − αjiγlj(0)

λj(0) − λl(0)

]
. (A.20)

Therefore, the multiple-scales solution for the αl can be written as

αl(t) = αli eTl + δ

∞∑
j |= l

αjiγlj(τ )

λj(τ ) − λl(τ )
eTj

+ δ

∞∑
j |= l

[
αli

∫ τ

0

γlj(s)γjl(s)

λl(s) − λj(s)
ds − αjiγlj(0)

λj(0) − λl(0)

]
eTl + O(δ2), (A.21)

where τ = δt and the Tl are given in (A.8). When this solution is combined with the eigenfunction
expansion in (A.2), we effectively have a multiple-scales approximation to the original linear problem
in (A.1).

A.1 An alternative derivation using the WKB method

The asymptotic solution presented above can also be derived using the WKB approximation (Bender &
Orszag, 1999). This may be a more useful approach when trying to resolve the situation when eigenval-
ues momentarily become identical; however, we do not address this issue here. We start by considering
the slowly varying linear problem of the form

∂U

∂t
= L(δt)U , (A.22)

with δ 
 1, subject to the initial condition U(0) = Ui and possibly with slowly varying boundary condi-
tions given by B(τ )U = 0. We now write the problem exclusively in terms of the slow time τ by making
the change of variable t = δ−1τ , thus giving

δ
∂U

∂τ
= L(τ )U . (A.23)

We suppose that the solution U can be written in the form of the usual WKB ansatz, namely

U(τ ) = Φ(τ) eφ(τ)/δ , (A.24)

where it is assumed that φ depends only on τ and satisfies the initial condition φ(0) = 0. The function Φ

can depend on other independent variables such as space, but we do not explicitly write this dependence.
By inserting this solution into (A.23), the problem becomes

δ
∂Φ

∂τ
+ dφ

dτ
Φ = LΦ. (A.25)
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The functions Φ and φ are expanded as asymptotic series of the form

Φ(τ) = Φ(0)(τ ) + δΦ(1)(τ ) + δ2Φ(2)(τ ) + O(δ3), (A.26a)

φ(τ) = φ(0)(τ ) + δφ(1)(τ ) + δ2φ(2)(τ ) + O(δ3), (A.26b)

where φ(n)(0) = 0 for all values of n, and by collecting powers of δ, a sequence of sub-problems can be
formulated.

The O(1) problem is given by

dφ(0)

dτ
Φ(0) = LΦ(0), (A.27)

and it follows that Φ(0) is an eigenfunction of L and ∂τφ
(0) is equal to the corresponding eigenvalue.

We let

Φ(0)(τ ) = αlivl(τ ), φ(0)(τ ) =
∫ τ

0
λl(s) ds, (A.28)

where vl is the lth eigenfunction of L that satisfies 〈vl, vl〉 = 1, λl is the corresponding eigenfunction and
αli is a normalization factor.

The leading-order solution for U is obtained by summing over all of the eigenmodes to give

U(τ ) =
∞∑

l=1

αli exp

[∫ τ

0
λl(s) ds

]
vl(τ ) + O(δ). (A.29)

By imposing the initial condition and taking the inner product with the (normalized) adjoint eigenfunc-
tions, it follows that

αli = 〈v∗
l , Ui〉†(0). (A.30)

Here we have assumed that the adjoint eigenfunctions are normalized according to 〈v∗
j , vk〉 = δjk , where

δjk is the Kronecker delta.
Proceeding further, the O(δ) problem is given by

∂Φ(0)

∂τ
+ dφ(1)

dτ
Φ(0) + dφ(0)

dτ
Φ(1) = LΦ(1). (A.31)

By making use of (A.28), this problem can be written as

(L − λlI)Φ
(1) = ∂vl

∂τ
+ dφ(1)

dτ
vl, (A.32)

where I is the identity operator. The operator on the left-hand side of this equation is clearly singular;
thus, for a solution to exist, the Fredholm solvability condition must be satisfied. Imposing this condition
provides an equation for φ(1). More specifically, we take the inner product of the right-hand side of
(A.32) with v∗

l and we find that

φ(1)(τ ) =
∫ τ

0
γll(s) ds, (A.33)

where γjk(τ ) = −〈v∗
j , ∂τ vk〉†(τ ) for all j and k.
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The solution for Φ(1) can be found via an eigenfunction expansion. We let

Φ(1)(τ ) = αli

∞∑
j=1

aj(τ )vj(τ ) (A.34)

and, by inserting this into (A.32), the coefficient functions are straightforward to obtain. In particular,
we find

aj(τ ) = − γjl(τ )

λj(τ ) − λl(τ )
, j |= l. (A.35)

The function al(τ ) cannot be determined from this problem, so we proceed to the next order.
The O(δ2) problem is given by

(L − λlI)Φ
(2) = ∂Φ(1)

∂τ
+ dφ(2)

dτ
Φ(0) + dφ(1)

dτ
Φ(1), (A.36)

and for this equation to admit a solution, the right-hand side must satisfy a similar Fredholm solvability
condition. Taking the inner product of the right-hand side of (A.36) with v∗

l yields a differential equation
for φ(2) which can be solved to obtain

φ(2)(τ ) = al(0) − al(τ ) −
∑
j |= l

∫ τ

0

γjl(s)γlj(s)

λj(s) − λl(s)
ds. (A.37)

To proceed further, we insert the O(1) and O(δ) solutions along with (A.37) into the WKB ansatz
(A.24) and we expand the exponential as

exp(δ−1φ(0) + φ(1) + δφ(2) + O(δ2)) = (1 + δφ(2)) exp(δ−1φ(0) + φ(1)) + O(δ2). (A.38)

This allows the unknown function al(τ ) to be eliminated from the problem. However, its initial value
al(0) still appears, and this is chosen below to satisfy the initial condition.

The solution U is obtained by summing over all of the modes to obtain

U(τ ) =
∞∑

l=1

αli

⎡
⎣(1 + δal(0))vl(τ ) + δ

∞∑
j |= l

γjl(τ )

λl(τ ) − λj(τ )
vj(τ )

+
⎛
⎝ ∞∑

j |= l

∫ τ

0

γlj(s)γjl(s)

λl(s) − λj(s)
ds

⎞
⎠ vl(τ )

⎤
⎦ eTl(τ ) + O(δ2), (A.39)

where Tl is defined as

Tl(τ ) = δ−1
∫ τ

0
[λl(s) + δγll(s)] ds. (A.40)

To simplify this solution, we write it is an eigenfunction expansion of the form

U(τ ) =
∞∑

l=1

αl(τ )vl(τ ), (A.41)

 by guest on Septem
ber 28, 2014

http://im
am

at.oxfordjournals.org/
D

ow
nloaded from

 

http://imamat.oxfordjournals.org/


720 M. G. HENNESSY AND A. MÜNCH

where αl(0) = αli for all values of l. Using the fact that

∞∑
l=1

αli

⎛
⎝∑

j |= l

γjl

λl − λj
vj

⎞
⎠ eTl =

∞∑
j=1

⎛
⎝ ∞∑

l |= j

αliγjl

λl − λj
eTl

⎞
⎠ vj, (A.42)

we find that the functions αl are given by

αl(τ ) = αli(1 + δal(0)) eTl(τ ) + δ

∞∑
j |= l

αjiγlj(τ )

λj(τ ) − λl(τ )
eTj(τ )

+ δ

⎛
⎝ ∞∑

j |= l

αli

∫ τ

0

γjl(τ )γlj(τ )

λl(τ ) − λj(τ )
ds

⎞
⎠ eTl(τ ) + O(δ2). (A.43)

By imposing the initial condition αl(0) = αli, we can solve for al(0), thus yielding

αl(τ ) = αli eTl(τ ) + δ

∞∑
j |= l

αjiγlj(τ )

λj(τ ) − λl(τ )
eTj(τ )

+ δ

⎛
⎝ ∞∑

j |= l

αli

∫ τ

0

γjl(τ )γlj(τ )

λl(τ ) − λj(τ )
ds − αjiγlj(0)

λj(0) − λl(0)

⎞
⎠ eTl(τ ) + O(δ2), (A.44)

which is equivalent to the expression obtained using the method of multiple scales.
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