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ABSTRACT. We introduce HADES, an unsupervised algorithm to detect singularities in data.
This algorithm employs a kernel goodness-of-fit test, and as a consequence it is much faster
and far more scaleable than the existing topology-based alternatives. Using tools from
differential geometry and optimal transport theory, we prove that HADES correctly detects
singularities with high probability when the data sample lives on a transverse intersection
of equidimensional manifolds. In computational experiments, HADES recovers singularities
in synthetically generated data, branching points in road network data, intersection rings in
molecular conformation space, and anomalies in image data.

1. Introduction

The Manifold Hypothesis asserts that high-dimensional datasets encountered in prac-
tice tend to concentrate near smooth manifolds of low intrinsic dimension. It is often used
to justify the effectiveness of machine learning algorithms in high-dimensional settings,
since the curse of dimensionality can be circumvented if the data concentrates on a low-
dimensional manifold. It is, however, evident that several low-dimensional (and hence,
visualisable) datasets do not satisfy the Manifold Hypothesis. Instead, such data can
have singularities — points at which the local geometry does not resemble n-dimensional
Euclidean space for any n. Prime examples of singular loci of datasets include branching
points in neurons and cosmic filaments. Furthermore, standard image datasets (such as
MNIST and CIFAR-10) are known to have non-constant intrinsic dimension [17], whereas
a connected manifold must possess the same intrinsic dimension throughout.

Whenever such non-manifold behaviour within datasets is of interest, it becomes
natural to wonder whether it can be accurately and automatically identified. Particularly
in large, high-dimensional datasets where visual inspection is impossible, we seek tools
to identify and locate singularities within datasets. Our focus here is on unsupervised
singularity detection, where one has recourse neither to a plethora of training data, nor the
opportunity to regenerate samples along an unknown probability measure.
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This Paper. Here we propose HADES, a Hypothesis-testing Algorithm for the Detection and
Exploration of Singularities. The basic philosophy is rooted in two elementary observations.
First, by definition, an n-manifold locally resembles a standard Euclidean n-dimensional
disk; and second, this resemblance can be precisely quantified by measuring the distance
between (the local restriction of) an empirical measure and the uniform measure on the
n-disk. HADES employs a goodness-of-fit test to measure this distance; we are therefore
able to obtain a p-value for rejecting the null hypothesis that a given data point lies in the
nonsingular locus of the underlying space.

Before proceeding to the details, we highlight three important features of the proposed
algorithm below —

(1) Efficiency: HADES uses an explicit formula for kernel MMD (maximum mean
discrepancy) to perform its goodness-of-fit test; this has a linear time complexity in
the dimension of data, which forms a substantial improvement on the exponential
complexity of the existing topological methods.

(2) Correctness: We show in Theorem 7 that HADES correctly identifies the singu-
lar set arising from the union of two transversely intersecting equidimensional
submanifolds of Euclidean space. The proof uses tools from differential geometry,
optimal transport theory, and concentration inequalities.

(3) Validation: In Section 5, we run HADES on several synthetic and real datasets.
On synthetic data, we observe that singularities are correctly detected (Figure 3, 4).
And in the real datasets where we have no access to ground truth, the singularities
identified by HADES exhibit interesting and observable anomalous behaviour
when compared to their nonsingular counterparts.

Related Work. Identifying non-manifold points and studying their structure often
goes under the name of stratified learning, which attempts to model data using stratified
spaces, instead of manifolds. An early example of studying non-manifold behaviour in
data is seen in [25], where a Poisson mixture model was used to measure locally evaluated
intrinsic dimension that may vary across data. Follow-up works considered data sampled
from a union of multiple manifolds. In multi-manifold clustering, one starts with a data
sampled from a union of intersecting manifolds and clusters data by separating them
into the individual manifolds [44, 52, 43, 5, 2, 3]. Evidence for real world data containing
multiple manifolds of mixed dimension have been recently studied [17, 18, 34]. We remark
that unions of manifolds only constitute a small subset of all stratified spaces. While our
algorithm doesn’t recover the structural information of manifolds, it detects more diverse
types of singularities not present in a union of manifolds.

Stratification learning received considerable attention from the topological data anal-
ysis community. The flagship tool here is persistent homology, which extracts topological
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FIGURE 1. Schematic for a fully automated run of HADES. UT stands for
Uniformity Test.

information at multiple scales of data. In [9, 10, 11], persistent intersection homology
was used to discover stratified structure of data. In [51, 14, 15], algorithms for recovering
low-dimensional stratification structure and homotopy type of a stratified space has been
studied. Discovering a stratification structure of a given simplicial complex [37] and a
complex projective variety [26] has also been studied. In [45, 50], persistent homology was
used to detect singularities in data, and their algorithms have the same objective as our
algorithm. Compared to their algorithms, our algorithm has a significantly improved time
complexity and theoretical foundation.

Dimension estimation and reduction are key steps in our algorithm, for which we sim-
ply apply PCA locally. Nevertheless there are many more advanced dimension estimation
methods available, such as [30, 21, 20, 24, 28, 12, 50]. Dimension reduction methods in the
literature include [8, 54, 46, 35, 47]. For a survey of dimension estimation and dimension
reduction algorithms, see [19, 48].
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2. Algorithm

The main idea of HADES is to perform the Uniformity Test at the neighborhood of each
data point. The Uniformity Test measures resemblance of each neighborhood to a flat disk,
and thus determines whether a data point is smooth or singular. Hyperparameters are
required for the Uniformity Test, which can be chosen either manually or automatically.
The output is then filtered and evaluated, and the best set of hyperparameters is chosen
based on the output evaluation. The fully automated version of HADES is illustrated on
Figure 1.

2.1. Uniformity Test. The Uniformity Test works in two steps:

(1) Dimensionality reduction
(2) Goodness-of-fit test against the uniform distribution over a disk

We use PCA projection to reduce dimension of each local neighborhood, and this
requires a threshold hyperparameter η. Suppose the points z ⊂ RD are plugged into the
Uniformity Test. Firstly its estimated dimension d̂ is the number of principal components
required to explain η of the total variance. Then the local neighborhood of data is projected
to the d̂ principal components, producing z̃.

The goodness-of-fit test uses a kernel method. Namely, we first compute the MMD
(maximum mean discrepancy) and then compute the p-value associated to a null hypoth-
esis. Given z̃ obtained from projection, define the empirical measure µ̂z = n−1

z ∑x∈z̃ δx,
where δx is the Dirac delta measure centered at x. Let ud̂ be the uniform measure over
the unit d̂-dimensional disk. Let ∆ be the kernel MMD (maximum mean discrepancy)
associated to a kernel κ. Let S = ∆(Xn, ud) follow the null distribution, where Xn is an i.i.d.
sample of size n drawn from ud. We define the singularity score σ(z) and the singularity
p-value σ̃(z) as follows:

σ(z) = ∆(µ̂z, ud̂)

σ̃(z) = P

[
S ≥ σ(z)

]
Let’s understand the intuition behind the Uniformity Test. Suppose a data distribution

µ is a uniform distribution on M ⊆ RD. Given x, consider µx,r = the restriction of µ to the
ball of radius r centered at x. There are two possible outcomes of the Uniformity Test:

(1) If M is smooth at x. Then µx,r is supported on a slightly curved disk when r is
sufficiently small. The dimensionality reduction flattens the slightly-curved disk
into µ⊥

x,r, which is supported on a flat disk and has a small non-uniformity. Then
µ⊥

x,r ≈ ud̂ and thus the goodness-of-fit test fails to reject the null hypothesis. The
point x is declared as highly unlikely to be singular.
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(2) If M is singular at x. The support of µx,r does not resemble a flat disk no matter
how small r is. The dimensionality reduction identifies a low-dimensional sub-
space containing the µ̃x,r, but µ̃x,r only takes up a small portion of the Euclidean
ball it spans. As such, the goodness-of-fit test will reject the null hypothesis. The
point x is declared as highly likely to be singular.

Technical details. We use the following formula to compute the MMD of a power
series kernel. Its proof is given in Appendix B.

THEOREM 1. Let µ̂n = 1
n (δx1 + · · ·+ δxn) be a discrete (non-random) measure and let ud

be the uniform distribution over the unit d-dimensional disk in Rd. Let κ be a kernel given by
κ(x, y) = ∑∞

k=0 ak⟨x, y⟩k, and let ∆ be the MMD associated to κ. Then we have:

∆2(µ̂n, ud) =
1
n2

n

∑
i=1

n

∑
j=1

κ(xi, xj) +
∞

∑
k=0

a2kβd,k

(
d

d + 2k
− 2

n

n

∑
i=1

∥xi∥2k

)
where the numbers βd,k are defined using the Gamma function Γ as:

βd,k =
1√
π

Γ( d
2 + 1)Γ(k + 1

2)

Γ(k + d
2 + 1)

To evaluate the p-value arising from the MMD, we use its asymptotic distribution for
large sample size n. The MMD is a V-statistic, for which asymptotic convergence under
scaling by sample size holds true (Section 5, [42]):

THEOREM 2. Let µ be a Borel measure on X ⊆ Rd and let µ̂n be the empirical measure of size
n drawn from µ. Let κ : X ×X → R be a function satisfying κ(x, y) = κ(y, x), and let ∆ be the
MMD associated to κ. Then there is a converge in distribution as n → ∞:

n · ∆2(µ̂n, µ) −→ cκ +
∞

∑
i=1

λi(Z2
i − 1)

Here Zk are independent standard normals, cK := E[κ(X, X)]− E[κ(X, Y)], and λk are eigenval-
ues of the integral operator:

L[ϕ] =
∫

κ̃(x,−)ϕ(x)d µ(x)

where κ̃(x, y) = κ(x, y)− E[κ(X, y)]− E[κ(x, Y)] + E[κ(X, Y)].

We obtain the asymptotic distributions by Monte Carlo, i.e. by directly sampling the
null statistics n · ∆2(µ̂n, µ) and using this to construct an empirical cumulative distribution
function. To compute p-values for events that lie far outside the Monte Carlo simulation,
we use exponential decay to estimate the p-values (see [39]).

Remark. There are many alternative choices for dimension estimation, dimensionality
reduction, and the statistical distance used to perform the goodness-of-fit test. These parts
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can be swapped out in a modular way, and the algorithm can be modified to match the
user’s needs. For example, a more sophisticated application might use a fractal dimension
estimator, use UMAP [35] to perform local dimensionality reduction, and use statistical
distances such as the Wasserstein distance. In practice, we found that the kernel MMD is
more sensitive to detecting non-uniformity compared to the Wasserstein distance or its
regularised Sinkhorn approximation [22]. Future improvements of the algorithm could be
made by fine-tuning each of this step while keeping using the same conceptual framework.
We also remark that Uniformity Test can be trivially parallelized since all computations
are local. Thus running HADES parallel on multiple cores directly speeds it up.

2.2. Filtering and Evaluation. We now explain how to filter the singularity p-values
into a binary label and evaluate the quality of the labeling. The labeling quality is ascribed
to the hyperparameter set used to run the Uniformity Tests, and this gives us a way to
choose the best set of hyperparameters.

The singularity p-values are filtered by applying a knee detection algorithm to the
empirical probability density function of log(1/σ̃i). Here, we apply the logarithm to
separate very small p-values. We use Gaussian kernel density estimation to produce an
empirical probability density function. We use the Kneed [40] algorithm to detect the knee
of the probability density, and declare all points appearing after the knee to be singular
points. The knee detection effectively identifies smooth points since their singularity
p-values are relatively large, so that their distribution of log(1/σ̃i) forms a concentrated
mass near 0.

The quality of the binary label produced by the filtering step is evaluated using a metric
we named dispersion score. The dispersion score is defined purely using data points and
any binary label on them. The dispersion score is defined using purity score and separation
score:

DEFINITION 3. Let x = (x1, . . . xn), y = (y1, . . . yn) be points and their binary labels,
xi ∈ RD, yi ∈ {0, 1}. For each i = 1, . . . n, let N (i) ⊆ {1, . . . n} be a set satisfying i ∈ N (i).
Define a partition I0 ⊔ I1 = {1, . . . n}, where Ia = {i | yi = a}.

The purity score pi is the proportion of indices j ∈ N (i) with yj = 1:

pi(y,N ) =
#(N (i) ∩ I1)

#N (i)

The separation score is defined as an AUC (area-under-curve) score:

si(x, y,N ) =AUC
{
(tij, yj)

∣∣∣∣ j ∈ N (i)
}
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where tij are real numbers defined as follows:

tij =

〈
xj − xi,

x̃i

∥x̃i∥

〉
, where x̃i = ∑

j∈N (i)∩I1

(xj − xi)

The dispersion score is defined as:

D(x, y,N ) = α · D1(P) + ∑
i∈I1

D2(qi), where qi = 1 − 1
2
(si + pi)

where P = #(I1)/n is the global purity score, α is a regularisation constant, and D1,D2 are
damping functions, which are bijections Di : [0, 1] → [0, 1] satisfying Di(x) ≤ x. 1

Separation score quantifies how well the binary labels are cleanly separated along
locally defined axes of direction, x̃i. Indeed x̃i is the sum of displacements xj − xi for which
yj = 1, and tij is the projected length of the displacement xj − xi onto x̃i. Thus, si measures
how well the numbers tij can classify the binary labels yj when j ∈ N (i).

Dispersion score detects points xi for which both si and pi are simultaneously small,
whilst also penalising the degenerate case P ≈ 1, when almost all points satisfy yi = 1.
The points xi satisfying i ∈ I1 and si + pi ≈ 0 are far away from other indices j ∈ I1, and
have poorly defined local boundary for separating the label 1 from the label 0. By using
the damping functions D1,D2, we ensure that only the points xi for which qi is sufficiently
large make a meaningful contribution to D, and also only the degenerate case for which
P ≈ 1 makes a meaningful contribution to D.

Remark. HADES is an unsupervised learning algorithm, for which there is no training
dataset whose loss value can be minimised over many sets of hyperparameters. Instead,
like clustering algorithms, the best set of hyperparameters is chosen by optimising a
qualitatively defined criterion - the dispersion score. The dispersion score differs from
the classical clustering quality measures that rewards concentration around centroids of
clusters. The difference is that it aggregates local clustering information gathered from
the data points, and thus the dispersion score can still be made small for complex shapes
formed by the binary labels. This is adequate since the set of singularities of a stratified
space have no reason to be concentrated around their centroid. (See Figure 3, the singular
points marked in blue are not point-like clusters sought by the classical clustering quality
measures.)

2.3. Hyperparameter selection. HADES uses the following three hyperparameters:

(1) Local radius r. Used to isolate neighborhoods.
(2) PCA threshold η. Used for dimension estimation.

1In the code, the default choice of the damping functions is given by D1 = F0,2 and D2 = F0.5,5, where
Fa,b(t) = ( t−a

1−a )
b.
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(3) Kernel parameter α. Used in MMD of the Uniformity Test.

The hyperparameters have the following effects. The radius r and threshold η both
need to be at the right range to ignore noise and curvature. (For a thorough mathematical
analysis, see [32]) The effect of the kernel parameter α ∈ (0, 1) is less obvious. Choosing
a different kernel parameter causes a different local singular geometry to be penalised.
However, we found that the correctness of the output has a low sensitivity to the kernel
parameter.

We explain how the sets of hyperparameters to run are automatically chosen by HADES.
As explained before, the basic idea is to optimise the dispersion score over multiple sets
of hyperparameters. These can be either supplied manually by the user or be chosen
automatically by HADES. In the automatic hyperparameter selection, we use a grid r ∈
[rmin, rmax], η ∈ [ηmin, ηmax], α ∈ [αmin, αmax], where we use default values of η ∈ [0.7, 0.9]
and α ∈ [0.3, 0.7] for the PCA threshold and the kernel parameter.

Meanwhile, the range of radius hyperparameter r is chosen using a local scale detection
algorithm. The idea here is to slowly enlarge a local neighborhood until the intrinsic
dimension of the neighborhood stabilises. This process is done for multiple data points,
and curves of intrinsic dimension estimates are averaged over them. The Kneed algorithm
[40] is used to detect the threshold at which intrinsic dimension stabilises, by going
backwards from the dimension estimate of the largest neighborhood and shrinking them,
and detecting a knee of the curve. The standard intrinsic dimension estimator by Levina-
Bickel [30] was used to calculate the intrinsic dimensions of the expanding neighborhoods.
After obtaining the knee r̃, we use the range r ∈ [1.5r̃, 5.0r̃].

When the optimal set of hyperparameters is found at the boundary of the grid search,
HADES expands the search range towards that direction of the hyperparameter grid. For
example, consider the grid search on (r, η, α) ∈ [0.1, 0.2]× [0.7, 0.9]× [0.3, 0.7], and suppose
the dispersion score was minimised for (r, η, α) = (0.2, 0.8, 0.5). Since the optimal choice
of r is found at the maximum of the range [0.1, 0.2], HADES will do another grid search
on the range [0.2, 0.3]× [0.7, 0.9]× [0.3, 0.7] afterwards2. This process is repeated until a
pre-specified end of search bounds are reached.

2.4. Testing the Manifold Hypothesis. We explain an algorithm used to test whether
the geometric space underlying a dataset is a manifold. The main idea is the following:
Given an iid sample X1, . . . Xn drawn from a geometric space M and singularity p-values
σ1, . . . σn calculated from them, the following should hold:

• If M is a manifold, then σ1, . . . σn should distribute uniformly over [0, 1].

2In the implementation, we actually use a slightly more sophisticated method for expanding radius
range. Observe that the volume of a d-dimensional ball with radius r is ωdrd. We expand the radius
parameter range such that this estimated local volume expands linearly.
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• If M has a singularity, then σ1, . . . σn should be concentrated near 0.

We give a heuristic argument for the above criterion. Firstly given any random variable
Z with the probability density φ, the p-value variable Z̃ :=

∫ ∞
Z φ(t)d t is follows the

uniform distribution over [0, 1]. This is because if we let ã =
∫ ∞

a φ, we have:

Pr[Z̃ ≤ ã] = Pr
[∫ ∞

Z
φ ≤

∫ ∞

a
φ

]
= Pr[Z ≤ a] = ã

Now for a fixed i, consider the singularity p-value σi calculated at the neighborhood
of Xi by using the random sample X1, . . . Xn drawn iid from a d-dimensional manifold M.
Assuming that the local radius parameter is sufficiently small and n is sufficiently large,
(1) the estimated dimension at Xi is d and (2) the empirical measure formed by the local
neighborhood at Xi closely approximates the uniform distribution over a tangential disk
at Xi.

Conditioning on k points among X1, . . . Xn landing in the local neighborhood of Xi,
we see that this marginal distribution of σi approximates Z̃k. Here, Zk = ∆(ν̂k, ud) where
ν̂k is the empirical distribution constructed from an iid sample of size k drawn from the
uniform distribution ud, and Z̃k is the p-value of Zk constructed in the way described
above. Therefore, we expect σi to be approximately uniformly distributed over [0, 1] when
r → 0, n → ∞. Lastly, assuming sufficiently small r, most pairs of local neighborhoods
at X1, . . . Xn do not overlap, and we may expect the singularity scores σ1, . . . σn to behave
almost independently, so that their distribution over [0, 1] is almost uniform. On the
contrary, if M possessed a singularity, then near each singularity the singularity score
(which is kernel MMD) becomes large and the singularity p-value will become small. Thus
we expect a high concentration of singularity p-values near 0 if M has a singularity.

To differentiate between a uniform distribution of p-values over [0, 1] and a distribution
possessing a sharp spike of p-values near 0, we use the following three methods:

(1) SUPC (Small Uniformity p-value Concentration). Choose threshold values {q1, . . . qk} ⊂
[0, 1] and for each q ∈ {q1, . . . qk}, calculate

SUPC := max(q†
1, . . . q†

k), where q† =
#{σi ≤ q}

nq

(2) UPUP (Uniformity p-value Uniformity p-value). Construct an empirical distri-
bution ν̂ from σ1, . . . σn and perform the uniformity test using the kernel MMD
method (Theorem 1).

(3) KS (Kolmogorov-Smirnov). Again construct ν̂ from σ1, . . . σn and perform the
one-sample Kolmogorov-Smirnov test against the uniform distribution over [0, 1].
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FIGURE 2. Top Row: Comparison of computation time of local shape analy-
sis in HADES (blue) versus Ripser (orange), a highly optimised library for
computing persistent homology. Bottom Row: Persistence of the significant
topological signature (STS) in high-dimensional spheres decay significantly
across dimensions.

3. Comparison with topological methods

We demonstrate significantly improved time complexity and statistical foundation
of HADES in the singularity detection task, compared to the previous topological meth-
ods. Topological methods of singularity detection are based on persistent homology, a
prominent tool from topological data analysis [50, 45, 11, 9, 10, 51, 14, 15]. Persistent homol-
ogy computes topological features at varying scales of data, and the main idea behind
topological methods for singularity detection is to compute persistent homology on local
neighborhoods of data. In particular, the recent algorithms in [50, 45] uses the fact that a
small annular neighborhood of a point on a manifold has the topology of a sphere, whose
topology is well-understood.
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Time complexity. A major advantage of HADES over singularity detection algorithms
based on persistent homology is that HADES scales much better to high-dimensional data.
We firstly have the following:

THEOREM 4. The time complexity of the Uniformity Test on n points in RD is O(n2D).

PROOF. The dimensionality reduction step is an application of PCA. SVD is performed
on a rectangular matrix of dimension k × D, which has the time complexity of O(k2D)

[49]. With the estimated dimension of d̂, a matrix multiplication between a rectangular
matrix of size (k × d̂) and a diagonal matrix of size (d̂ × d̂) is performed, for which the
time complexity is O(kd̂), which is less than O(k2D). This step thus amounts to the time
complexity of:

T1 = O(k2D)

The goodness-of-fit step computes the MMD of a d̂-dimensional point set of size k.
Following the expression computed in Theorem 1, the time complexity for this step is:

T2 = O(k2d + k + kd) = O(k2d)

□

In comparison, the time complexity of persistent homology increases exponentially
in the intrinsic dimension of data. The computational complexity of Ripser [7], a highly
optimised Python package for computing persistent homology, is O(s3) where s is the
number of simplices constructed. However a dataset of k points has a total of s = ( k

d+1) =

O(kd+1) simplices of dimension d. A small annular local neighborhood of a d-dimensional
manifold is topologically a (d − 1)-sphere, and requires computationally constructing d-
simplices. Therefore, the computational complexity of the (d − 1)-th persistent homology
group is O(k3d+3). Persistent homology computation corresponds to the Uniformity Test,
where in our algorithm we instead use PCA and kernel MMD. Using the computational
complexity of the Uniformity Test given above, we have the following comparison of
computational complexity incurred by local shape analysis:

Uniformity test: O(k2D)

Persistent homology: O(k3d+3)

Thus we observe an exponential dependence of persistent homology computation on the
intrinsic dimension d of data, whereas the Uniformity Test has a linear dependence on
the ambient dimension D. When D ≫ d, preprocessing data by dimensionality reduction
allows us to circumvent the dependence of HADES on the ambient dimension D.
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In Figure 2, we compare computation times of HADES (blue curve) and Ripser (orange
curve). On each of the five plot shows computation times for a fixed dimension3, but
varying sample size. We observe that while HADES shows poorer performance than Ripser
in low-dimensional data, the situation is quickly reversed in high-dimensional data.

Diminishing persistence. We observe from computational experiments that the topo-
logical signature of a high-dimensional sphere has a small persistence. This appears to
present problem in applying the standard practice in topological data analysis, which
declares a point on the persistent diagram as a genuine signal only if the point has a
high persistence. In the case of the d-dimensional sphere, one seeks one highly persistent
point on the d-dimensional persistence diagram, since the d-dimensional sphere has a
1-dimensional d-th homology group, and all other k-th homology groups of are zero for
k > 0.

As such we define the significant topological signature (STS) at (d, n) to be the most
persistent point of PDd(Xn), where PDd(Xn) is the d-th persistence diagram of the Rips
filtration on Xn, and Xn is an independently and identically distributed sample of size n
from the d-dimensional sphere. Figure 2 tabulates birth times and persistences (y-axis)
of the STS at (d, n) for varying sample size n (x-axis) the dimension d (different curves,
colour-coded). The STS is significant because it is the main signal sought by the standard
practice of topological data analysis.

Figure 2 indicates that the STS of a high-dimensional sphere has a small persistence and
a large birth time. The small persistence tells us that STS becomes increasingly unreliable
in high dimensions, due to it resembling "topological noise". This appears to defy the
current paradigm of topological data analysis where highly persistent topological features
are to be seen as genuine signal and other topological features are to be seen as noise. The
large birth time tells us that one cannot use small connectivity threshold to detect STS, and
therefore that it is difficult to reduce the number of high-dimensional simplices appearing
in the full filtration of a point cloud.

This situation may be improved by using low-dimensional topological signal of
high-dimensional spheres, which runs on smaller time complexity. In fact, even the
1-dimensional sphere (circle) exhibits systematic high-dimensional topological signals
in large connectivity thresholds [31, 1], and high-dimensional spheres exhibit systematic
low-dimensional topological signals.

3For d-dimensional data, we use samples of the unit d-dimensional ball for HADES and samples of the
unit (d − 1)-dimensional sphere for Ripser.
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4. Theoretical Guarantee

In this section, we will define a mathematically precise version of the singularity detec-
tion algorithm, and state a theorem guaranteeing that the algorithm detects singularities
correctly. In the following, we fix the ambient dimension D, threhsold parameter η ∈ (0, 1).
We first define the PCA dimension estimator and projector precisely:

DEFINITION 5. Given µ, a Borel probability measure on RD, its estimated dimension d̂(µ)
and linear regression L(µ) are defined as:

d̂(µ) =min
{

k
∣∣∣∣ λk+1 + · · ·+ λD

λ1 + · · ·+ λD
≤ η

}
L(µ) = span

(
E(µ, λ1), . . . , E(µ, λd̂(µ))

)
where (λ1, . . . λD) are eigenvalues of Σ[µ], E(µ, λ) is the λ-eigenspace of Σ[µ], and Σ[µ] is
the covariance matrix of µ. The parameter η is implicit from the notations d̂(µ),L(µ).

Using d̂ and L, we define the mathematically precise version of the singularity score.
In the following let ∆(µ, ν) denote the kernel MMD associated to the Gaussian kernel
κ(x, y) = exp(−γ · ∥x − y∥2) for some fixed γ > 0. Also denote by ud the uniform
measure over the unit d-dimensional disk centered at the origin. We first define the abstract
singularity score, and use this for empirical measures to define the empirical singularity score.

DEFINITION 6. The abstract singularity score is defined as:

σ(µ) =∆(µ⊥, ud̂)

where d̂ = d̂(µ) and µ⊥ = Π(µ,Lµ) is the pushforward of µ along the projection to Lµ.
Let x = {x1, . . . xn} ⊂ RD and let r > 0. Denote x(z) = x ∩ B(z, r)\{z}, where

B(z, r) ⊆ RD is the open ball of radius r, centred at z4. The local empirical measure of x at z
is:

µ̂(z) = gz,r

(
1

#x(z) ∑
y∈x(z)

δy

)
where gz,r(ν) is the pushforward of a measure ν by the affine map x 7→ r−1(x − z). The
i-th empirical singularity score of x is defined as:

σ̂i(x, r, η) = σ(µ̂(xi))

Note that all of d̂,L, σ depend on the choice of dimension estimation threshold η. We
now state the setup and the main theorem.

4The point z is excluded for a technical reason concerning Wasserstein concentration inequalities,
although the proofs can be modified to be included if necessary.
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Setup. Let M = M1 ∪ M2, where M1, M2 ⊆ RD are smooth compact d-dimensional
manifolds embedded in RD. Suppose there exist d0, ϕ > 0 such that the following holds
for every x ∈ M1 ∩ M2: the tangent spaces Tx M1 and Tx M2 intersect at a d0-dimensional
subspace, and all principal angles of the pair are ≥ ϕ. Let µ be the uniform measure over
M, and let Xn = (X1, . . . Xn) be an iid5 sample of size n drawn from µ.

THEOREM 7 (Theoretical guarantee). There exist constants ξ, η−, η+, cA, cB, r0 > 0 depend-
ing only on M such that the following holds. Given η ∈ [η−, η+], r ≤ r0, and q ∈ (0, 1), the
following implications both hold for all i with probability at least q, when n is large enough:

(1) When the distance of Xi from M1 ∩ M2 is less than cAr, then σ̂i > 2ξ.
(2) When the distance of Xi from M1 ∩ M2 is greater than cBr, then σ̂i < ξ.

where σ̂i = σ̂i(X, r, η).

The proof of the theorem requires much work, and it is presented in Appendix C. One
main tool for the theorem is the Wasserstein distance, instead of the kernel MMD, which
is possible since ∆(µ, ν) ≤

√
2γ · W(µ, ν) for the Gaussian kernel κ(x, y) = e−γ∥x−y∥2

(Lemma 27). The advantage of the Wasserstein distance is that it is intuitively easy to
prove geometric claims.

It has the following key ingredients:

(1) For a fixed z ∈ M and as r → 0, n → ∞, the empirical measure µ̂(z) converges to
the uniform distribution over TzM◦ := TzM ∩ B(0, 1), where B(0, 1) ⊆ RD is the
unit ball of radius 1. Convergence is quantified using the Wasserstein distance.
(Proposition 20)

(2) The singularity score function µ 7→ σ(µ) is a Lipschitz continuous function in µ,
where Lipschitz continuity is quantified using the Wasserstein distance. (Proposi-
tion 46)

(3) The singularity score of the limiting measure at each point as r → 0, n → ∞ is zero
at smooth points and positive at singular points (Propositions 48, 49).

(4) By moving sufficiently far away from the singularities, the local neighborhood of
a point only isolates one manifold Mi at a time, instead of cutting through both
M1 and M2 (Proposition 26).

To understand the proof, the reader is advised to start from the last part, Subsection C.5,
and work backwards to identify the components used in the proof.

We remark that the constants cA, cB appearing in the theorem are unfortunately intrinsic
features of the singularity detection. Suppose that x ∈ M, the ball of radius r is used to
isolate local neighborhood of x, and that the distance of x to the singularities of M is c · r

5independently and identically distributed
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where c ∈ R+. Then there is an inherent ambiguity in choosing c0 such that whenever
c > c0, x is declared non-singular, and whenever c < c0, x is declared singular.

5. Experiments

We implemented HADES in Python and performed various computational experiments.
Singularity detection lacks a ground truth for most real-world datasets, and is an unsuper-
vised learning algorithm. We follow the standard 2-step approach to assess the performance
of a singularity detection algorithm:

(i) Synthetic data. We plot singularities detected from 2- and 3-dimensional datasets
and visually inspect that the singularities are detected correctly. Then we detect
singularities from families of high-dimensional synthetic datasets whose singu-
larities are completely understood by construction, and use receiver-operating-
characteristic (ROC) curve to quantitatively assess accuracy of the algorithm.

(ii) Real data. We study datasets of road networks, cyclo-octane conformation, images
of handwritten digits, and images of clothing items. For the road network and
cyclo-octane conformation datasets, we recover the already-known locations of
the singularities. For the image datasets whose geometry are not well-understood,
we observe that images with high singularity score are anomalous from visual
inspection.

For details of the experiments, see Appendix A.

5.1. Synthetic data: Visualisation and ROC Curves. We first apply HADES to the
2- and 3-dimensional point clouds in Figure 3, where singular points detected by the
algorithm are marked blue. These synthetic datasets are generated from known data
distributions of various geometric shapes, and uniform noise has been added to the
datasets. They demonstrate that the algorithm is robust to noise and curvature. The
algorithm simultaneously detects multiple types of singularities such as intersections,
branching points, sharp corners, and cones. We also observe that no singularities are
detected for the first row, which consist entirely of manifolds. This is enabled by the
manifold hypothesis testing algorithm SUPC described in 2.4. The sizes of datasets range
from 5,000 to 10,000. The time taken to extract singularities was about 3 minutes per
dataset.

Going beyond visual inspection, we quantify accuracy of HADES on three families of
geometric spaces:

(1) One solid d-dimensional ball. (Singularity at boundary)
(2) Two d-dim. spheres intersecting at a (d − 1)-dim. sphere. (Singularity at intersec-

tion)
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FIGURE 3. Singularities discovered by HADES marked blue in synthetic datasets.

(3) Two 2d-dim. disks intersecting orthogonally at a d-dim. disk. (Singularity at
intersection and boundary)

Visual inspection is inadequate for inspecting high-dimensional singularities, so we use
receiver-operating characteristic (ROC) curve and its area-under-curve (AUC) to assess the
performance. The AUC scores we obtain were all ≥ 0.89. The ROC curves and the AUC
values are shown in Figures 4.
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FIGURE 4. ROC curve and AUC scores of singularities discovered by HADES
in synthetic datasets.
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spaces at sample size 8000.
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5.2. Synthetic data: Manifold hypothesis. We test the manifold hypothesis with
HADES using the methods described in Subsection 2.4. Unlike the local tests of detecting
singularities, we perform a global test, on one dataset at a time. For this, datasets consisting
of synthetically generated point clouds were created, with a binary label on whether each
point cloud was a stratified space (with singularities) or a manifold (without singularities).
Figure 5 shows the results. As sample sizes increase from 1000 to 8000, AUC values for
all of SUPC, UPUP, KS increase, with UPUP and KS reaching just about 0.7 and SUPC
reaching the AUC score 1.00. The boxplot on the right shows the distribution of SUPC
scores for the manifolds and stratified spaces at sample size 8000, demonstrating a clean
separation between the two types of data. This indicates that the manifold hypothesis can
be effectively tested with SUPC.
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FIGURE 6. Singularities discovered by HADES marked blue in the Mas-
sachusetts Roads Dataset.

5.3. Real data: Road network. We apply HADES to the Massachusetts Roads Dataset
[36], a dataset consisting of pixelised images of road networks in Massachusetts. Each road
network is mathematically a planar embedding of a graph. Intersections and sharp corners
of the road are singular points, and everything else is locally a straight line, and thus are
smooth points. From Figure 6, visual inspection reveals that singularities are accurately
detected. Each image had 1500 × 1500 resolution, containing 45,000 to 200,000 pixels with
non-zero brightness values. The time taken to run each dataset ranges from 6 to 31 seconds.
Expanding this analysis, the same computational experiment can be performed to other
datasets that can be modeled as (1-dimensional) graphs, including images of neurons, and
filamentary structures formed by galaxies.

5.4. Real data: Cyclo-octane conformation. We apply HADES to the dataset of cyclo-
octane conformations. This dataset, introduced in [34], consists of 6040 points on the
24-dimensional space R24 that parametrises 3D positions of 8 carbon molecules in the
cyclo-octane C8H16. The space of cyclo-octane was previously identified to be the union
of a Klein bottle and a sphere, intersecting at two circles [34]. These two circles are
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FIGURE 7. Singularities discovered by HADES marked blue in a cyclo-octane
conformation dataset, which are union of two circles. Each row shows
rotations of the same 3D Isomap projection of the 24-dimensional dataset.
The first row shows the whole dataset and the second row shows singularities.

singularities of the space of conformations, and indeed they are correctly detected by
HADES, as seen in Figure 7. The 3D projections of the conformation dataset, obtained
using the dimensionality reduction algorithm Isomap [46], is displayed in Figure 7; we
emphasise that the computation wasn’t done on the 3D projection, and instead done
directly on the original 24-dimensional data.

Running HADES on the entire conformation dataset took 5 seconds on a standard
laptop. This shows great improvement from the previous benchmark for this dataset,
in [45], in which their singularity detection algorithm Geometric Anomaly Detection took
at least several hours on parallel processing, as informed by the first author on private
communication.

5.5. Real data: Images of handwritten digits and clothings. We apply HADES to image
datasets, of handwritten digits (MNIST) and clothing items (Fashion-MNIST), and find
that images with high singularity scores are visibly more anomalous. MNIST is a standard
dataset of images of handwritten digits [29] consisting of 60,000 data points, where there
are 6,000 data points for each digit from 0, 1, . . . 9. Each data point is a 28 × 28 = 784-
dimensional vector of brightness values between 0 and 1, where each entry of the vector
indicates the brightness value of each pixel in the image. Similarly, the Fashion-MNIST
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dataset consists of 28 × 28 images of 10 classes of clothing items6, where there are 6,000
data points per class.

We applied HADES on MNIST and Fashion-MNIST datasets on each class of 6,000
images7, and sorted the images according to their singularity scores. Prior to applying
HADES, each 784-dimensional image vector was reduced to 100-dimensional vector by ap-
plying Discrete Cosine Transform. Figure 8 (MNIST) and Figure 9 (Fashion-MNIST) show
the result, where the left half of each Figure displays images with the lowest singularity
scores and the right half displays images with the highest singularity scores.

Images on the right half have irregular characteristics when compared to images on the
left. This is explained from the fact that HADES assesses local uniformity. Indeed, images on
the left look similar to each other, indicating that there are a lot more of similar images
of small, subtle variations, thus locally constituting a more uniform distribution with
a well-behaved variation. On the other hand, images on the right arise from irregular
handwritings and clothing items. This means that there wouldn’t be a uniform distribution
of similar variations of the images, and thus picked up by HADES as highly singular. The
computation time for running HADES on 6,000 images corresponding to each digit spanned
30 seconds to 45 seconds.

6T-shirt, Trouser, Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag, Ankle boot
7Similar results were obtained from running HADES on the entire dataset of 60,000 datasets.
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FIGURE 8. Images with the lowest singularity scores (left half) and the
highest singularity scores (right half), upon applying HADES to the MNIST
hand-written digits dataset.
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FIGURE 9. Images with the lowest singularity scores (left half) and the
highest singularity scores (right half), upon applying HADES to the Fashion-
MNIST dataset.
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Hades OCSVM Isolation Forest LOF

FIGURE 10. HADES is different from the anomaly detection algorithms; points
marked as highly anomalous are marked in yellow.

5.6. Anomaly detection. We remark that HADES has a different objective to existing
anomlay detection algorithms. Whereas HADES detects anomaly in local geometry, existing
anomaly detection algorithms detect outliers. Along with HADES, three anomaly detection
algorithms were tesed in Figure 10 (One-Class SVM [41], Isolation Forest [33], Local Outlier
Factor [16]). The points with high anomaly score are marked in yellow (viridis colormap).

6. Conclusion

We introduced and studied HADES, an unsupervised learning algorithm that assigns a
singularity score to data points. This is done by measuring how much the local geometry
deviates from a manifold using a goodness-of-fit. The strengths of the algorithm are firstly
its speed, in particular compared with recent topological approaches, and secondly that it
can be seen as first step toward learning the full stratified space. The main disadvantage
is that the goodness-of-fit algorithm simply detects what is not like a disk, and doesn’t
give a further details about the local geometry. This is where future research may blossom
by using the richer information of local geometry provided by topological methods; for
example one may compute persistent homology only at points declared to be singular by
HADES. These research works together aim to create a computational toolbox for modeling
general data using stratified spaces.
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Appendix

Appendix A. Experimental details

We implemented HADES in Python. Computational experiments were done with a
standard laptop: Macbook Pro 2018 with the 2.6 GHz Intel Core i7 processor and the 16
GB 2400 MHz DDR4 memory.

Synthetic data: Low-dimensional. Details of the datasets used are in Table A.1.
Hyperparameters were not specified to run each dataset; they were identified automatically
by the algorithm. This means that only the point clouds were inputted to HADES to produce
Figure 3.

Dataset Description Size Time T/S

Circle One circle 5000 48 0.010
Sphere One 2-dimensional sphere 10000 140 0.014
Two circles Two intersecting circles 5000 78 0.016
Venus One disk and two intersecting line segments attached 10000 147 0.015
Two spheres Two intersecting spheres 10000 195 0.020
Cone Two joined cones that are cut along top and bottom 10000 181 0.018
Skewer One saddle surface skewered by a line segment 10000 175 0.018
Pinch torus One torus, pinched along a neck 10000 184 0.018

TABLE A.1. Details of synthetic low-dimensional datasets, with the number
of data points (size) and the time taken to run HADES on each data, and the
time taken divided by size, in seconds (T/S).

Synthetic data: High-dimensional. There are three families of datasets here, con-
structed for values of d = 1, 2, 3, 4, 5:

(1) Solid ball. One d-dimensional unit ball (with filled interior).
(2) Two Disks. Two 2d-dimensional unit disks intersecting at a d-dimensional disk.

Constructed by taking two 2d-dimensional unit disks in R3d, where the first disk
spans axes 1, 2, . . . 2d and the second disk spans axes d + 1, d + 2, . . . 3d.

(3) Two Spheres. Two d-dimensional spheres intersecting at a (d − 1)-dimensional
sphere. Constructed by taking two d-dimensional unit spheres in Rd+1, whose
centres are spaced apart by distance 1.

To calculate ROC curves, binary labels constituting ground truth are required. We
define the ground truth label to depend on the local radius used for neighborhood isolation.
This is because singular locus in a stratified space has measure zero, so that there is in fact
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0 probability that a randomly sampled point from a stratified space is singular. However,
the measure is positive when we thicken the singular locus by a radius, which is relevant
to experimental setting where local neighborhoods used for data analysis may intersect
the singular locus sufficiently closely.

We therefore define a binary label on a stratified space M with singular locus Msing

by declaring that x ∈ M is s-close to singularity if the distance from x to Msing is within s.
Furthermore, when a local radius parameter r is used for HADES, we set s = r/2, so that a
data point is declared singular iff it is within the distance r/2 from the singular locus. The
scores used for HADES’ classification is log(1/pi), where pi is the goodness-of-fit p-value
of the i-th data point.

The volume of a d-dimensional disk of radius r is ωdrd, where ωd is a constant. There-
fore, when r < 1, the volume diminishes exponentially in d. To account for this, we
increased the radius parameter and the sample size as the dimension increased. We
used the radius parameters rd = r1/d

0 and sample sizes Nd = N0αd for constants r0, N0, α.
For the Solid Ball dataset, we used (r0, N0, α) = (0.02, 15000, 1.5). For the Two Disks
dataset, we used (r0, N0, α) = (0.1, 15000, 1.5) and for the Two Spheres dataset, we used
(r0, N0, α) = (0.03, 15000, 1.5). The threshold parameter η was fixed at η = 0.95.

Synthetic data: Manifold hypothesis. The manifolds consisted of spheres, ellipsoids,
Cartesian products of spheres, and torus. The stratified spaces consisted of unions of
two spheres, cones, hollow cubes, and a union of three disks. For each specified sample
size N ∈ {1000, 2000, 4000, 8000}, 20 copies of each point cloud were randomly generated.
Thus for each sample size, a synthetic dataset consisting of 160 point clouds sampled
from various manifolds and 120 point clouds sampled from various stratified spaces were
generated. Then SUPC, UPUP, KS scores were calculated for each point cloud, and we
tested their efficacy in distinguishing manifolds from stratified spaces.

Road networks. Starting from 1500 × 1500 images of aerial photographs of road
networks, we extracted pixels that contain non-zero brightness values. Due to the uniform,
clean nature of the images, we used fixed hyperparameters (r, η) = (0.012, 0.8) (each
image was normalised to fit in a unit square). Due to the large number of pixels in
the images, only 10% of the pixels were used for singularity score calculations, and
the singularity scores obtained here were extrapolated to the rest of the pixels. This
significantly reduced computation time while still cleanly detecting singularities. The
number of points contained in the images ranged from 45,000 to 200,000, and the time
taken to run HADES on each image ranged from 6 to 31 seconds.

Cyclo-octane conformation. The consists of 6040 points on the 24-dimensional space
R24 that parametrises 3D positions of 8 carbon molecules in the cyclo-octane C8H16. This
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was taken from the publicly available repository of [45]. HADES was run directly on the
24-dimensional dataset, with the fixed hyperparameters (r, η) = (0.35, 0.95). This took 6
seconds to run.

Image datasets. We first applied Discrete Cosine Transform to each image and re-
duced the 784-dimensional image vector into a 100-dimensional vector. This reduces the
data dimension whilst retaining shape information of each digit. On this transformed
dataset of 100-dimensional vectors, we ran HADES with the fixed hyperparameters of
(k, η) = (200, 0.95), where k is the number of nearest neighboring points used for local
neighborhood isolation, and η is the PCA threshold parameter. Nevertheless the algorithm
returns similar results when we change the hyperparameters. HADES was run separately
on each class of images, although we observed similar results when we ran the algorithm
on the whole dataset.
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Appendix B. Explicit computation of the kernel MMD

The content of this section is the proof of Theorem 1, which is the formula we use to
evaluate the MMD used in the Uniformity Test.

The following formula holds in general for kernel MMD:

∆κ(µ, ν) =
x

κ(x, y)d(µ − ν)(x)d(µ − ν)(y)

=
x

κ(x, y)d µ(x)d µ(y) +
x

κ(x, y)d ν(x)d ν(y)− 2
x

κ(x, y)d µ(x)d ν(y)

PROPOSITION 8. Suppose κ is a kernel on Rd. Let Ud = ω−1
d Hd|Dd be the uniform distir-

bution over the unit d-dimensional ball where ωd = πd/2/Γ
(

1 + d
2

)
is the volume of the unit

d-dimensional ball. Let µ̂n = 1
n (δX1 + · · ·+ δXn) be the iid sample drawn uniformly from Ud.

Then we have the following.

∆κ(µ, ν) =
1

ω2
d

F̄κ,d +
1
n2 ∑

i,j
κ(xi, xj)−

2
nωd

n

∑
i=1

Fκ,d(xi)

where

Fκ,d(x) =
∫
∥y∥≤1

κ(x, y)d y, F̄κ,d =
∫
∥x∥≤1

Fκ,d(x)d x

PROOF. We separately evaluate the terms:
x

κ(x, y)d Ud(x)d Ud(y) =
1

ω2
d

x

∥x∥≤1,∥y∥≤1

κ(x, y)d x d y =
1

ω2
d

∫
∥x∥≤1

Fκ,d(x)d x

x
κ(x, y)d µ̂n(x)d µ̂n(y) =

1
n2 ∑

i,j
κ(xi, xj)

x
κ(x, y)d µ̂n(x)d Ud(y) =

1
nωd

n

∑
i=1

Fκ,d(xi)

□

The volume of Sd−1 is equal to dωd. The volume of a d-dimensional ball is equal to
πd/2/Γ( d

2 + 1).

LEMMA 9. Let κ(x, y) be a kernel on Rd invariant under rotation, i.e. for any orthogonal
transform A ∈ O(d), we have that κ(Ax, Ay) = κ(x, y). Then whenever ∥x1∥ = ∥x2∥, we have
Fκ,d(x1) = Fκ,d(x2). Furthermore, the following identity holds:

F̄k,d = dωd

∫ 1

0
Fκ,d(r)rd−1 d r
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PROOF. Rotational invariance of the unit ball directly implies that ∥x1∥ = ∥x2∥ gives
Fκ,d(x1) = Fκ,d(x2). We also evaluate:

F̄k,d =
∫
∥x∥≤1

Fκ,d(x)d x = Hd−1(Sd−1)
∫ 1

0
Fκ,d(r)rd−1 d r = dωd

∫ 1

0
Fκ,d(r)rd−1 d r

□

We also note the simple expression for the expected value.

PROPOSITION 10. We have:

Eµ̂n ∆2
κ(µ̂n, µ) =

1
n
·
(∫

κ(x, x)d µ(x)−
x

κ(x, y)d µ(x)d µ(y)
)

PROOF.

Eµ̂n ∆2
κ(µ̂n, µ) =

x
κ d x d y − 2

x
κ d x d y +

C
n
+

n(n − 1)
n2 E ∑

i ̸=j
κ(XiXj)

=
C
n
− 1

n
E
x

κ d x d y

□

PROPOSITION 11. For k ≥ 0, let κ(x, y) = ⟨x, y⟩k be a monomial kernel. Then we have that:

Fκ,d(r) =ωd−1 B
(

k + 1
2

,
d + 1

2

)
=

π(d−1)/2Γ( k+1
2 )

Γ( k+d
2 + 1)

· rk , if k is even

F̄κ,d =
d

d + k
ωdωd−1 B

(
k + 1

2
,

d + 1
2

)
=

2dπd−1

(d − 1)!
· 1

d + k
B
(

k + 1
2

,
d + 1

2

)
, if k is even

and both expressions are zero if k is odd.

PROOF. We directly evaluate:

Fκ,d(r) =
∫
∥y∥≤1

κ(r · e1, y)k d y

=
∫ +1

−1

∫
∥z∥≤

√
1−s2,z∈Rd−1

(rs)k d z d s

=ωd−1rk
∫ +1

−1
sk(1 − s2)(d−1)/2 d s
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By symmetry, odd k implies that Fκ,d(r) = 0. For even k, we may write:∫ +1

−1
sk(1 − s2)(d−1)/2 d s =2

∫ 1

0
(s2)k/2(1 − s2)(d−1)/2 d s

=2
∫ 1

0
tk/2(1 − t)(d−1)/2(2

√
t)−1 d t

=
∫ 1

0
t(k−1)/2(1 − t)(d−1)/2 d t

=B
(

k + 1
2

,
d + 1

2

)
where B(u, v) =

∫ 1
0 tu−1(1 − t)v−1 d t = Γ(u)Γ(v)/Γ(u + v) is the Beta function. Thus for

even k we get that:

Fκ,d(r)/rk = ωd−1 B
(

k + 1
2

,
d + 1

2

)
=

π(d−1)/2

Γ(1 + d−1
2 )

Γ( k+1
2 )Γ( d+1

2 )

Γ( k+d
2 + 1)

=
π(d−1)/2Γ( k+1

2 )

Γ( k+d
2 + 1)

For F̄κ,d and even k,

F̄κ,d =dωd

∫ 1

0
Fκ,d(r)rd−1 d r

=dωdωd−1 B
(

k + 1
2

,
d + 1

2

) ∫ 1

0
rk+d−1 d r

=
d

d + k
· ωdωd−1 · B

(
k + 1

2
,

d + 1
2

)
We note that:

ωdωd−1 =
πd−(1/2)

Γ( d+2
2 )Γ( d+1

2 )
=

πd−(1/2)

21−(d+1)
√

πΓ(d + 1)
=

2dπd−1

d!

where we used the Lagrange duplication formula Γ(z)Γ(z + 1
2) = 21−2z√πΓ(2z) for

z = (d + 1)/2. This gives:

F̄κ,d =
2dπd−1

(d − 1)!
· 1

d + k
B
(

k + 1
2

,
d + 1

2

)
□
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PROPOSITION 12. Let κ(x, y) = ∑∞
k=0 ak⟨x, y⟩k be a power series kernel with ak ≥ 0. Then

we have that:

Fκ,d(r) =ωd−1

∞

∑
k=0

B
(

k +
1
2

,
d + 1

2

)
a2kr2k

=π(d−1)/2
∞

∑
k=0

Γ(k + 1
2)

Γ(k + d
2 + 1)

· a2kr2k

F̄κ,d =dωdωd−1

∞

∑
k=0

B
(

k +
1
2

,
d + 1

2

)
a2k

d + 2k

=
2dπd−1

(d − 1)!

∞

∑
k=0

B
(

k +
1
2

,
d + 1

2

)
a2k

d + 2k

PROOF. This is proven by interchanging sum and integral, using the previous propo-
sition for monomial kernel, and noting that only the even indexed terms survive. The
exchange of sum and integral is justified because of absolute convergence, following from
ak ≥ 0. □

We now prove Theorem 1.

THEOREM 13. Let µ̂n = 1
n (δx1 + · · ·+ δxn) be a discrete (non-random) measure and let ud

be the uniform distribution over the unit d-dimensional disk in Rd. Let κ be a kernel given by
κ(x, y) = ∑∞

k=0 ak⟨x, y⟩k. Then we have:

∆2
κ(µ̂n, ud) =

1
n2

n

∑
i=1

n

∑
j=1

κ(xi, xj) +
∞

∑
k=0

a2kβd,k

(
d

d + 2k
− 2

n

n

∑
i=1

∥xi∥2k

)
where

βd,k =
1√
π

Γ( d
2 + 1)Γ(k + 1

2)

Γ(k + d
2 + 1)

and Γ(t) is the Gamma function.

PROOF. The claim can be restated as ∆κ(µ̂n, Ud) = A + B − C, where

A =
1
n2 ∑

i,j
κ(xi, xj)

B =
Γ( d

2 + 1)√
π

∞

∑
k=0

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

d
d + 2k

C =
2
n
·

Γ( d
2 + 1)√

π

n

∑
k=1

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

n

∑
i=1

∥xi∥2k

We firstly know that:
∆κ(µ̂n, Ud) = A + B − C
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A =
1
n2 ∑

i,j
κ(xi, xj)

B =
ωd−1

ωd

∞

∑
k=0

d
d + 2k

B
(

k +
1
2

,
d + 1

2

)
a2k

C =
2
n

ωd−1

ωd

n

∑
k=1

B
(

k +
1
2

,
d + 1

2

)
a2k

n

∑
i=1

∥xi∥2k

We compute:

B =
ωd−1

ωd

∞

∑
k=0

d
d + 2k

B
(

k +
1
2

,
d + 1

2

)
a2k

=π−1/2 Γ( d+2
2 )

Γ( d+1
2 )

∞

∑
k=0

d
d + 2k

Γ(k + 1
2)Γ(

d+1
2 )

Γ(k + d
2 + 1)

a2k

=π−1/2Γ
(

d
2
+ 1
) ∞

∑
k=0

d
d + 2k

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

and

C =
2
n

ωd−1

ωd

n

∑
k=1

B
(

k +
1
2

,
d + 1

2

)
a2k

n

∑
i=1

∥xi∥2k

=
2
n

π−1/2Γ
(

d
2
+ 1
) n

∑
k=1

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

n

∑
i=1

∥xi∥2k

□

Error rate. The MMD expression above involves the following infinite series:

B =
Γ( d

2 + 1)√
π

∞

∑
k=0

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

d
d + 2k

C =
2
n
·

Γ( d
2 + 1)√

π

n

∑
k=1

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

n

∑
i=1

∥xi∥2k

Up to constant, the series are:
∞

∑
k=0

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

d
d + 2k

,
∞

∑
k=1

Γ(k + 1
2)a2k

Γ(k + d
2 + 1)

n

∑
i=1

∥xi∥2k

Observe that the summands d/(d + 2k) and ∑i ∥xi∥2k are non-increasing in k. Also, we
substitute in a2k = γ2k. We are interested in the relative error of estimation, so that we are
then further simply interested in:

∞

∑
k=0

Γ(k + 1
2)γ

2k

Γ(k + d
2 + 1)
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At d = 1, this is
∞

∑
k=0

Γ(k + 1
2)γ

2k

Γ(k + 3
2)

≤
∞

∑
k=1

γ2k

k
= − log(1 − γ2)

Thus a crude error bound is given by considering the convergence rate of the function
log(1 − γ2).

By direct evaluation, the evaluation up to k = 10 of the Taylor series and γ ≤ 0.9 gives
relative error ≤ 0.03 and γ ≤ 0.5 gives relative error ≤ 10−6.
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Appendix C. Proof of the theoretical guarantee

This section, spanning across the rest of the paper, contains the proof of our main
theoretical guarantee, Theorem 7. We develop several technical tools step-by-step and
proceed towards the final subsection. As such, the reader is advised to start from the last
subsection and work backwards to understand details of the proof.

C.1. Wasserstein inequalities. We prove several inequalities involving the Wasserstein
distance.

Concentration
In this subsection we study how the empirical measure approximates the underlying

measure, in the sense of Wasserstein distance. The main objective of this subsection is
Proposition 20, which is derived by simplifying Corollary 1.2 from [13]. We use the notion
of covering number for this:

Ncover(M, r) = min
{

m
∣∣∣∣ ∃x1, . . . xm ∈ M, ∪m

i=1B(xi, r) ⊇ M
}

THEOREM 14 (Boissard-Le Gouic). Let (M, d, µ) be a measured Polish space of a finite
diameter R. Suppose that there exist α > 2p, β > 0 so that the following holds for for every
0 < r < R/4:

Ncover(M, r) ≤ β

(
R
r

)α

Then the following holds:

E

[
Wp(µ̂m, µ)

]
≤ 64R

3
·
(

2p
α − 2p

)2p/α

·
(

β

m

)1/α

To apply this to compact subsets of a Euclidean space, we use a lemma from [6]:

LEMMA 15. The D-dimensional unit ball BD satisfies:

Ncover(BD, r) ≤ (1 + 2r−1)D

PROOF. It is easy to see that a maximal packing by N′ balls of radii r/2 is also a covering
by balls of radii r8, and so we have Ncover(BD, r) ≤ N′. Now consider a maximal packing
by balls of radii r/2 centered at x1, . . . xN′ . Then,

∪i B(xi, r/2) ⊆ (1 + r/2) · BD

=⇒ N′ · (r/2)D ≤ (1 + r/2)D

□
8Suppose that balls of radii r/2 centered at x1, . . . xN′ is a maximal packing, but it’s not a covering if we

chose radii r. Then there exists a point y that is away by the distance r from x1, . . . xN′ , which means that
balls of radii r/2 centered at N′ + 1 points {y, x1, . . . xN′} is also a packing. This contradicts maximality.
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COROLLARY 16. Let µ be a Borel probability measure valued in RD whose support has the
diameter of R, and suppose D ≥ 3. Then we have:

E

[
W(µ̂m, µ)

]
≤ c1

m1/D ≤ c2

m1/D

where c1 = 32R ·
(

2
D − 2

)2/D
, c2 = 51R

Also, if D ≥ 4, we may take c2 = 32R.

PROOF. Whenever r < R/2, the following holds:

Ncover(M, r) ≤ Ncover((R/2) · BD, r) = Ncover(BD, 2r/R) ≤
(

1 +
2

2r/R

)D
≤ (1.5R/r)D

(The assumption r < R/2 is only used in the last inequality above) Thus we may apply
the previous theorem by taking α = D, β = 1.5D, and p = 1, from which we get that:

E

[
W(µ̂m, µ)

]
≤ 32R · f (D/2) · m−1/D, where f (t) = (t − 1)−1/t

The derivative of f (t) has the same sign as (t − 1) log(t − 1)− t9, which is an increasing
function that takes a zero value at some t ∈ (4.5, 5) and nowhere else. Thus f (t) at [1.5, ∞)

is bounded above by f (1.5) = 22/3 ≤ 1.6 and the limit value of f at infinity, which is ≤ 1;
we have limt→∞(t − 1)1/t ≤ limt→∞ t1/t = exp(limt→∞(log t)/t) = 1. Therefore, we get:

32R · f (D/2) · m−1/D ≤ 32R · 22/3 · m−1/D ≤ 51R · m−1/D

Note also that f (2) = 1, so that D ≥ 4 implies the tighter bound. □

To obtain a concentration inequality, we use the Proposition A2 from [13]:

PROPOSITION 17. Let (E, d, µ) be a measured Polish metric space of a finite diameter R and
suppose that µ has a finite p-th moment. Then we have:

Pr
(

Wp(µ̂m, µ) ≥ t + E[Wp(µ̂m, µ)]

)
≤ exp

(
−mt2p

2R2p

)
Combining the above with Corollary 16, we obtain that:

PROPOSITION 18 (Global concentration). Let µ be a Borel probability measure valued in
RD whose support has the diameter of R, and suppose D ≥ 3. For any t > 0, the following holds
whenever m ≥ f (t):

Pr
(

W(µ̂m, µ) ≥ t
)
≤ exp

(
−mt2

8R2

)
where f (t) = (102R/t)D.

9The derivative is (t−1) log(t−1)−t
t2·(t−1)1+1/t .
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PROOF. Follows directly by using Proposition 17 and letting the expected value of the
Wasserstein distance be ≤ t/2 in Corollary 16. □

We modify the above Proposition to study local behaviour of measures.

PROPOSITION 19 (Local concentration). Let X = (X1, . . . Xm) be an i.i.d. sample drawn
from µ ∈ P(RD), where D ≥ 3. Let µ̂m = 1

m ∑i δXi be the empirical measure constructed from X.
Let U ⊆ RD be a Borel set which is contained in a ball of radius r. Denote u = µ(U). For any
error level ϵ > 0, the following holds whenever m ≥ max(N, 2u−1):

Pr
(

W(µ̂m|U, µ|U) ≥ t
)
≤ c · mNγm

where

c =
(

u
1 − u

)N
, N = ⌈(204r/t)D⌉, γ = 1 − u(1 − exp(−t2/8r2))

In particular, γ ∈ (0, 1) and the probability of error decays exponentially in m.

PROOF. We condition over points of X falling into U. Denote by SI the event (Xi ∈
U ⇐⇒ i ∈ I), |I| for the cardinality of each I, and u := µ(U), we have

Pr
(

W(µ̂m|U, µ|U) ≥ t
)
= ∑

I⊆{1,...m}
Pr(SI) · Pr

(
W(µ̂m|U, µ|U) ≥ t

∣∣∣∣ SI

)

= ∑
I⊆{1,...m}

u|I|(1 − u)m−|I| Pr
(

W(µ̂m|U, µ|U) ≥ t
∣∣∣∣ SI

)

=
m

∑
k=0

(
m
k

)
uk(1 − u)m−k Pr

(
W(µ̂m|U, µ|U) ≥ t

∣∣∣∣ S{1,...k}

)
(C.1)

Now we apply Proposition 18 to the conditional probabilities above. This only applies
to k ≥ N = ⌈(204r/t)D⌉, thus we split the sum for k < N and k ≥ N. Writing ξ =
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exp(−t2/8r2), Equation (C.1) is thus bounded by:

≤
N−1

∑
k=0

(
m
k

)
uk(1 − u)m−k +

m

∑
k=N

(
m
k

)
uk(1 − u)m−kξk

≤(1 − u)m ·
N−1

∑
k=0

(
mu

1 − u

)k
+

m

∑
k=0

(
m
k

)
(uξ)k(1 − u)m−k

=(1 − u)m

( mu
1−u
)N − 1

mu
1−u − 1

+ (1 − u + uξ)m

≤(1 − u)m
((

mu
1 − u

)N

− 1
)
+ (1 − u + uξ)m

≤
(

mu
1 − u

)N

· (1 − u + uξ)m

where in the second to last inequality we used the assumption mu/(1 − u) ≥ 2 and in the
last inequality we used (1 − u)m ≤ (1 − u + uξ)m. □

We further modify the above into a simultaneous concentration inequality, which is the
main result of the section.

PROPOSITION 20 (Local simultaneous concentration). Let X = (X1, . . . Xm) be an i.i.d.
sample drawn from µ ∈ P(RD), where D ≥ 3. Let µ̂m = 1

m ∑i δXi be the empirical measure
constructed from X. Also let r, t > 0 and Ui = B(Xi, r)\{Xi}. Then the following holds whenever
m ≥ max(N, 2/u−):

Pr
(

max
i

W(µ̂m|Ui , µ|Ui) ≤ t
)
≥ 1 − δm

where limm→∞ δm = 0 exponentially fast, given explicitly as:

δ = c · mN+1γm

where

c =
(

u+

1 − u+

)N

, N =

⌈(
204r

t

)D⌉
, γ = 1 − u−(1 − ξ), ξ = exp

(
−t2

8r2

)
u− = inf

x∈supp µ
µ(B(x, r)), u+ = sup

x∈supp µ
µ(B(x, r))

PROOF. We use union bound for different i = 1, . . . m. Let µm = µ × · · · × µ be the
product measure on (RD)× · · · × (RD). Define the set Ei ⊆ (RD)m as the set where the
exception event occurs for Ui:

Ei =

{
x = (x1, . . . xm)

∣∣∣∣W(δx|Vi , µ|Vi) ≥ t
}

, where Vi = B(xi, r)
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Then we have:

Pr
(

max
i

W(µ̂m|Ui , µ|Ui) ≤ t
)
= 1 − µm(E1 ∪ · · · ∪ Em)

We then apply the union bound:

µm(E1 ∪ · · · ∪ Em) ≤µm(E1) + · · ·+ µm(Em)

=m ·
∫

µm−1
(
(x2, . . . xm)

∣∣∣∣(x1, x2, . . . xm) ∈ E1

)
d x1

≤m ·
∫ ( ux

1 − ux

)N

(m − 1)Nγm−1
x d x

where ux = µ(B(x, r)) and γx = 1 − ux(1 − ξ). Then ux ≤ u+ and γx ≤ γ, so that we
have:

µm(E1 ∪ · · · ∪ Em) ≤ c · mN+1γm

and the claim is shown. □

Lipschitz continuity

LEMMA 21. Let µ1, µ2 ∈ P(RD) and π ∈ Gr(k, D). Denoting µ′
i = Π(µi, π), the following

holds:

W(µ′
1, µ′

2) ≤ W(µ1, µ2)

PROOF. For every transportation plan from µ1 to µ2, we can construct a less costly
transportation plan from Π(µ1, π) to Π(µ2, π) by simply pushforwarding across projec-
tion.

Denote by µ⊥
1 = Π(µ1, π) and similarly µ⊥

2 . Denote by pπ the orthogonal projection
map to π. By definition we have µ⊥

1 (U) = µ(p−1
π U) for every open U ⊆ π and similarly

for µ⊥
2 .

Given µ12, a coupling of µ1 and µ2, we may define µ⊥
12 as the pushforward along

pπ × pπ, as follows:
µ⊥

12(U × V) = µ12(p−1
π U × p−1

π V)

for each open U, V ⊆ π. µ⊥
12 is a coupling of µ⊥

1 , µ⊥
2 because:

µ⊥
12(U × π) = µ12(p−1

π U × p−1
π π) = µ12(p−1

π U × RD) = µ1(p−1
π U) = µ⊥

1 (U)

and similarly for µ2. Now,∫
π×π

∥x − y∥d µ⊥
12(x, y) =

∫
RD×RD

∥pπ(x)− pπ(y)∥d µ12(x, y) ≤
∫

RD×RD
∥x − y∥d µ12(x, y)

where the first equality is due to the general fact that, for f : X → Y,∫
Y

ϕ(y)d f∗µ(y) =
∫

X
ϕ( f (x))d µ(x)
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where in our case, ϕ(x, y) = ∥x− y∥, f (x, y) = (pπ(x), pπ(y)), µ = µ12, and f∗µ = µ⊥
12. □

LEMMA 22. Let µ ∈ P(RD) and π1, π2 ∈ Gr(k, D). Assume that the support of µ is bounded
in the ball of radius 1, centered at the origin. Denoting µi = Π(µ, πi), we have:

W(µ1, µ2) ≤
√

sin2 θ1 + · · ·+ sin2 θd

where (θ1, . . . θd) are the principal angles between (π1, π2).

PROOF. Denote the orthogonal projection map to πi by pi. We define a coupling µ12 of
(µ1, µ2):

µ12(U × V) = µ(p−1
1 U ∩ p−1

2 V)

It is a coupling since µ(U × RD) = µ(p−1
1 U ∩ RD) = µ(p−1

1 U) = µ1(U) and similarly for
µ2.

For each x, consider the following sets:

Sx = p2(p−1
1 (x) ∩ B1), S = {(x, y) | x ∈ π1, y ∈ Sx} ⊆ π1 × π2

S′
x = (π2 ∩ B1)\Sx, S′ = {(x, y) | x ∈ π1, y ∈ S′

x} ⊆ π1 × π2

where B1 = B(0, 1) ⊆ RD is the unit ball centered at origin. Also let θ = ∡(π1, π2). We
claim that µ12|S′ ≡ 0 and Sx ⊆ B(x, sin θ). The proposition follows from these assump-
tions:∫

π1×π2

∥x − y∥d µ12(x, y) =
∫

S
∥x − y∥d µ12(x, y) ≤

∫
S

sin θ d µ12(x, y) = sin θ

It remains to prove the postponed claims. First we show µ12|S′ ≡ 0. Suppose U × V ⊆ S′.
By definition of S′, for each (x, y) ∈ U × V, we have y /∈ p2(p−1

1 (x) ∩ B1), i.e. p−1
1 (x) ∩

p−1
2 (y)∩B1 = ∅. Therefore we have p−1

1 (U)∩ p−1
2 (V)∩B1 = ∅. Since the support of µ is

in B1, we have that µ12(U × V) = µ(p−1
1 (U) ∩ p−1

2 (V)) = µ(∅) = 0. Therefore µ12|S′ ≡ 0.
Now we show Sx ⊆ B(x, sin θ). Suppose y ∈ Sx = p2(p−1

1 (x) ∩ B1), so that there is
z ∈ B1 such that p1(z) = x, p2(z) = y. Let d0 = dim(π1 ∩ π2). Define π⊥

i ⊆ πi to be
the orthogonal complement of π1 ∩ π2, so that πi = π⊥

i + (π1 ∩ π2) is an orthogonal
decomposition for i = 1, 2. By Corollary 37, we obtain an orthonormal basis {u1, . . . ud0} ∪
{v1, w1, . . . vd−d0 , wd−d0} of span(π1, π2) so that:

π1 ∩ π2 = span(u1, . . . ud0)

π⊥
1 = span(v1, . . . vd−d0)

π⊥
2 = span(v′1, . . . v′d−d0

)

where v′i =(cos θi)vi + (sin θi)wi

with (θ1, . . . θd−d0) being the nonzero principal angles of (π1, π2). We now attempt to un-
derstand (x, y) through their 2-dimensional projections. For each i, define ρi = span(vi, wi)
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and zi = Π(z, ρi). Then for any u ∈ ρi, we have that Π(z, u) = Π(zi, u) 10. This gives an
orthogonal decomposition:

x =Π(z, (π1 ∩ π2) + π⊥
1 ) = Π(z, π1 ∩ π2) +

d−d0

∑
i=1

Π(zi, vi)

y =Π(z, (π1 ∩ π2) + π⊥
1 ) = Π(z, π1 ∩ π2) +

d−d0

∑
i=1

Π(zi, v′i)

Therefore,

∥x − y∥2 =
d−d0

∑
i=1

∥Π(zi, vi)− Π(zi, v′i)∥2 =
d−d0

∑
i=1

(sin2 θi) · ∥zi∥2 ≤
d−d0

∑
i=1

sin2 θi

where the second equality follows from elementary Euclidean geometry on each 2-dimensional
plane ρi. The claim thus follows (by padding the zero principal angles back in, for which
sin 0 = 0.) □

PROPOSITION 23. Let M = M1 ∪ M2 ⊂ RD be the union of two d-dimension submanifolds.
Let τ = min(τ1, τ2), where τi is the reach of the manifold Mi. Let x ∈ M1 ∩ M2 and y ∈ RD. Let
r > 0 be a number and let s = ∥y − x∥/r. Then there exist constants c5, c6 > 0 depending only
on d such that the following holds:

ρ, s ≤ c5 =⇒ W(µx,r, µy,r) ≤ c6(ρ + s), where ρ = r/τ

PROOF. We construct a 3-step transportation plan for the bound. The first two steps
redistribute masses, where in the first step the claim reduces to the case of a single manifold.
The third step moves two parts of mass through translation and relocation. We begin by
defining the following notations:

Bx = B(x, r), αi,x = Hd(Mi ∩ Bx)

Step 1. We redistribute mass equally for two manifolds. For i = 1, 2, define µ
(i)
x,r to be

the normalised restriction of µx,r to gx,r(Mi), where gx,r(z) = (z − x)/r. Then we see that:

µx,r =
α1,x · µ

(1)
x,r + α2,x · µ

(2)
x,r

α1,x + α2,x

Define the following:

µ′
x,r =

1
2

(
µ
(1)
x,r + µ

(2)
y,r

)
10More generally, for any pair of subspaces π′ ⊆ π, we have that Π(Π(z, π), π′) = Π(z, π′), as it can be

checked by directly writing down the projection matrices.
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so that the masses are equally distributed on the two manifolds. We have:

W(µx,r, µy,r) ≤
(

W(µx,r, µ′
x,r) + W(µy,r, µ′

y,r)

)
+ W(µ′

x,r, µ′
y,r)

≤
(

W(µx,r, µ′
x,r) + W(µy,r, µ′

y,r)

)
+

1
2

2

∑
i=1

W(µ
(i)
x,r, µ

(i)
y,r)

where the first inequality follows from the triangle inequality and the second inequality is
due to the fact that the support of µ lies on M1 ∪ M2.

If α1,x ≥ α2,x, then a transportation plan from µx,r to µ′
x,r can be constructed by moving

u · µ
(1)
x,r to the origin and back to u · µ

(2)
x,r , where u = |α1,x − α2,x|/(2α1,x + 2α2,x). Distance

of masses moved by the transportation plan is at most 2. If α1,x ≤ α2,x, there is a completely
analogous transportation plan. The transportation cost is thus bounded by:

W(µx,r, µ′
x,r) ≤ 2u =

|α1,x − α2,x|
α1,x + α2,x

and similarly for W(µy,r, µ′
y,r).

Step 2. From the previous step, we are interested in bounding W(µ
(i)
x,r, µ

(i)
y,r) for i = 1, 2.

Due to symmetry in consideration of M1 and M2, let us simply write N = M1 and also:

νx = µ
(1)
x,r , νy = µ

(1)
y,r

We are interested in bounding W(νx, νy) = W(µ
(1)
x,r , µ

(1)
y,r ). Define:

Ux = gx,r(Bx\By), Vx = gx,r(Bx ∩ By)

where gx,r(z) = (z − x)/r. Since gx,r(Bx) is the unit ball of radius 1 at the origin of RD, we
see that (Ux, Vx) partition that ball into two regions. We will use them to divide νx into
two parts. Also define:

βx = Hd(N ∩ Bx\By), γ = Hd(N ∩ Bx ∩ By), αx = α1,x

so that βx + γ = αx. With this notation we have:

νx =
βxν′x + γν′′x

βx + γ
, where ν′x = νx∥Ux , ν′′x = νx∥Vx

and similarly for νy. We’d like to compare the pairs (ν′x, ν′y) and (ν′′x , ν′′y ) separately, but the
ratios βx/γ and βy/γ are different. To match the ratios, define ν†

y as the linear combination
of (ν′y, ν′′y ) that has the same ratio as that of (ν′x, ν′′x ) in νx:

ν†
y =

βxν′y + γν′′y
βx + γ
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Now we construct a transportation plan from νy to ν†
y ; they are both linear combinations of

ν′y and ν′′y with different ratios. If βx ≥ βy, then we transport νy into ν†
y by moving u2 · ν′′y

to the origin and then to u2 · ν′y, where u2 = γ · |(βy + γ)−1 − (βx + γ)−1|. If βx ≤ βy, we
move u2 · ν′y to the origin and then to u2 · ν′′y . Distance of masses moved around in this
process is at most 2. Therefore,

W(νy, ν†
y) ≤ 2 · u2 = 2γ ·

∣∣∣∣ 1
βy + γ

− 1
βx + γ

∣∣∣∣ = 2γ ·
∣∣∣∣ 1
αy

− 1
αx

∣∣∣∣ ≤ 2 ·
∣∣∣∣αy

αx
− 1
∣∣∣∣

Therefore,

W(νx, νy) ≤W(νx, ν†
y) + W(ν†

y , νy)

=W
(

βxν′x + γν′′x
βx + γ

,
βxν′y + γν′′y

βx + γ

)
+ W(ν†

y , νy)

≤
βx W(ν′x, ν′y) + γ W(ν′′x , ν′′y )

βx + γ
+ 2 ·

∣∣∣∣αy

αx
− 1
∣∣∣∣

Step 3. At this point our task is reduced to bounding both W(ν′x, ν′y) and W(ν′′x , ν′′y ). We
simply relocate all mass of ν′x to the origin and bring it back to ν′y, so that we use the trivial
bound W(ν′x, ν′y) ≤ 2. To bound W(ν′′x , ν′′y ), we observe that:

ν′′x = g(Hd)∥g(M1)∩g(Bx∩By) = g(Hd∥M1∩Bx∩By)

where g = gx,r. Therefore,

W(ν′′x , ν′′y ) = W
(

gx,r(Hd∥M1∩Bx∩By), gy,r(Hd∥M1∩Bx∩By)

)
Since for any w, gy,r(w) − gx,r(w) = (x − y)/r, we obtain ν′′y from ν′′x by pushforward-
ing the measure by translation through (x − y)/r. Thus W(ν′′x , ν′′y ) ≤ s := ∥x − y∥/r.
Therefore,

βx W(ν′x, ν′y) + γ W(ν′′x , ν′′y )

βx + γ
≤ βx · 2 + γ · s

βx + γ
≤ 2βx

αx
+ s

This thus shows that:

W(νx, νy) ≤
2βx

αx
+

2|αy − αx|
αx

+ s

Total bound. We now collect the terms from above and bound them using s and r. The
main tool here is Corollary 33, which gives bounds for the volume of a manifold cut out
by a ball. To apply it to balls of radii r centered at x and y, we assume that r/τ < c3 and
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s < 1. Collecting the terms from above, we get the following inequality:

W(µx,r, µy,r) ≤ E1 + E2 + E3

E1 =
|α1,x − α2,x|
α1,x + α2,x

+
|α1,y − α2,y|
α1,y + α2,y

E2 =
|α1,y − α1,x|

α1,x
+

|α2,y − α2,x|
α2,x

E3 =
β1,x

α1,x
+

β2,x

α2,x
+ s

where βi,x = Hd(Mi ∩ Bx\By). Corollary 33 implies that for i = 1, 2, we have:

αi,x

ωdrd ∈
[

1 − c4ρ, 1 + c4ρ

]
,

αi,y

ωdrd ∈
[

1 − c4(ρ + s), 1 + c4(ρ + s)
]

where ρ = r/τ 11. Here we used the fact that d(y, Mi) ≤ ∥x − y∥ ≤ s · r. To work with βx,
we use the triangle inequality to see that B(x, r − sr) ⊆ B(y, r) = By, and thus:

βi,x = Hd(Mi ∩ Bx\By) ≤ Hd(Mi ∩ Bx\B(x, r − sr))

Thus Corollary 33 again implies:

βi,x ≤ωdrd(1 + c4ρ)− ωd(r − sr)d(1 − c4(r − sr)/τ)

≤ωdrd
(

1 + c4ρ − (1 − s)d(1 − c4ρ)

)
≤ωdrd

(
1 − (1 − s)d + 2c4ρ

)
≤ωdrd(d · s + 2c4ρ)

where in the last inequality we used the fact that (1 − t)d ≥ 1 − d · t for t ∈ [0, 1] and d ≥ 1
12 Therefore, we see that:

E1 ≤ c4ρ

1 − c4ρ
+

c4(ρ + s)
1 − c4(ρ + s)

, E2 ≤ 2 · c4(2ρ + s)
1 − c4ρ

, E3 ≤ 2 · d · s + 2c4ρ

1 − c4ρ
+ s

11Defining τ = min(τ1, τ2), where τi is the reach of Mi, makes these bounds work simultaneously for a
single value of τ.

12This is because the second derivative of (1 − t)d is non-negative.
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Therefore, assuming that ρ + s ≤ 1/(2c4) and thus 1 − c4(ρ + s) ≥ 1/2, we produce the
following linear bound:

W(µx,r, µy,r)

≤E1 + E2 + E3

≤ c4(2ρ + s) + 2c4(2ρ + s) + 2d · s + 4c4ρ

1 − c4(ρ + s)
+ s

≤10c4ρ + (3c4 + 2d)s
1 − c4(ρ + s)

+ s

≤20c4ρ + (6c4 + 4d + 1)s

Therefore we may set c5 = min( 1
4c4

, c3, 1) and c6 = max(20c4, 6c4 + 4d + 1) to obtain our
claim. □

The following is a simplified version of the main result in Section 4 of [32]:

PROPOSITION 24. Let µ be the uniform distribution over M ⊂ RD, which is a d-dimensional
submanifold. Then for every x ∈ M, µx,0 is the uniform distribution over13 Tx M ∩ B(0, 1).
Furthermore, we have the following bound:

r/τ ≤ c7 =⇒ W(µx,r, µx,0) ≤ c8r/τ

Using the above and repeating the mass-redistribution argument in Step 1 of the proof
in Proposition 23 verbatim, we obtain the following:

PROPOSITION 25. Let µ be the uniform distribution over M = M1 ∪ M2 ⊂ RD, which is
a union of two d-dimensional submanifolds. Then for every x ∈ M1 ∩ M2, µx,0 is the uniform
distribution over (Tx M1 ∪ Tx M2) ∩ B(0, 1). Furthermore, we have the following bound:

r/τ ≤ c9 =⇒ W(µx,r, µx,0) ≤ c10r/τ

We prove a result that allows us to work with one manifold at a time when dealing
with the smooth region of M1 ∪ M2 ∪ RD, where each Mi is a submanifold.

PROPOSITION 26. Let M = M1 ∪ M2 ⊂ RD be a union of two d-dimensional submanifolds,
such that M1 ∩ M2 is nonempty. Suppose that for every x ∈ M1 ∩ M2, we have dim(Tx M1 ∩
Tx M2) = d0 for a fixed d0, and that principal angles of (Tx M1, Tx M2) are all ≥ ϕ. Then we have:

h(M1, M2) = inf
x∈M1

d(x, M2)

d(x, M1 ∩ M2)
∈ (0, 1]

In particular, for any r > 0 and x ∈ M1, we have:

x /∈ B(M1 ∩ M2, h−1 · r) =⇒ B(x, r) ∩ M2 = ∅
13To be precise, it is the intersection T′

x M ∩ B(0, 1), where T′
x M = Tx M − x is the linear subspace of RD

obtained by translating Tx M by (−x). The B(0, 1) here refers to the unit ball centred at the origin in RD.
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where h = h(M1, M2).

PROOF. Firstly h ≤ 1 holds trivially since d(x, M2) ≤ d(x, M1 ∩ M2). Let r > 0 be a
number satisfying:

r
τ
< min

(√
2 − 1
2

,
1 − cos ϕ

12

)
(C.2)

where τ = min(τ1, τ2) and τi is the reach of Mi. The angle condition involving cos ϕ will
be used in the final steps of the proof. Since M1 partitions into the disjoint union of M1 ∩ B
and M1\B where B = B(M1 ∩ M2, r), we may write:

h = min
(

inf
x∈M1∩B

d(x, M2)

d(x, M1 ∩ M2)
, inf

x∈M1\B

d(x, M2)

d(x, M1 ∩ M2)

)
The second term is easily seen to be positive:

inf
x∈M1\B

d(x, M2)

d(x, M1 ∩ M2)
≥

infx∈M1\B d(x, M2)

supx∈M1\B d(x, M1 ∩ M2)
> 0

where the numerator is positive since M1\B is a compact set and x 7→ d(x, M1) is positive
and continuous, and the denominator is finite since M1, M2 are bounded.

Reduction to linear algebra. We now examine the fraction d(x, M2)/ d(x, M1 ∩ M2)

when x ∈ M1 ∩ B. Denote r0 = d(x, M1 ∩ M2). By compactness of M1 ∩ M2, we see that
there is a point x0 ∈ M1 ∩ M2 such that r0 = d(x, x0). Also denote πi = Tx0 Mi and:

x1 = Π(x, π1), x2 = Π(x1, M2)

Then we apply Lemma 28 due Equation C.2 with ∥x − x0∥ = r0 < (
√

2 − 1)τ and 14

∥x2 − x0∥ ≤ 2r0 < (
√

2 − 1)τ,

d(x, π1) ≤ r2
0/τ, d(x2, π2) ≤ (2r0)

2/τ

Therefore:

d(x, M2) ≥d(x1, M2)− d(x, x1)

=d(x1, x2)− d(x, π1)

≥d(x1, π2)− d(x2, π2)− d(x, π1)

≥d(x1, π2)− 5τ−1r2
0 (C.3)

Linear algebra. Now we are interested in controlling d(x1, π2), and this is an exercise
of linear algebra since x1 ∈ π1. Write x⊥1 = Π(x1, π2) and (z, z⊥) = (x1 − x0, x⊥1 − x0),

14In detail: ∥x1 − x2∥ = infy∈M2 ∥x1 − y∥ ≤ ∥x1 − x0∥ ≤ ∥x − x0∥ = r0 and thus ∥x2 − x0∥ ≤ ∥x2 −
x1∥+ ∥x1 − x0∥ ≤ 2r0.
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so that d(x1, π2) = d(x1, x⊥1 ) = d(z, z⊥). Let π′
i = πi − x0 be a vector space (satisfying

0 ∈ π′
i), and let Ai ∈ RD×d be a matrix whose columns are an orthonormal basis of π′

i .
Then z ∈ π′

1 and z⊥ = Π(z, π′
2) = A2A⊤

2 z and

d(x1, π2) = d(z, z⊥)2 = ∥z∥2 − ∥z⊥∥2 (C.4)

by Pythagoras’ theorem. Now for some u ∈ Rd we may write z = A1u, so that ∥z⊥∥ =

∥A2A⊤
2 z∥ = ∥A2A⊤

2 A1u∥. Using the fact that the map w 7→ Aiw is distance-preserving
and the assumption that principal angles between tangent spaces (π1, π2) are ≥ ϕ, we get:

∥z⊥∥ = ∥A2A⊤
2 A1u∥ = ∥A⊤

2 A1u∥ ≤ ∥A⊤
2 A1∥ · ∥u∥ = ∥A⊤

2 A1∥ · ∥z∥ ≤ (cos ϕ) · ∥z∥
(C.5)

and we also note that:

∥z∥ = d(x1, x0) ≥ d(x, x0)− d(x, x1) = d(x, x0)− d(x, π1) ≥ r0 − r2
0/τ (C.6)

Combining the bound. We plug Equations (C.4), (C.5), (C.6) into Equation (C.3):

d(x, M2) ≥d(x1, π2)− 5r2
0/τ

≥
√

1 − cos2 ϕ · ∥z∥ − 5r2
0/τ

≥(1 − cos ϕ)(r0 − r2
0/τ)− 5r2

0/τ

≥r0 −
(
(cos ϕ)r0 + 6r2

0/τ

)
≥1 − cos ϕ

2
· r0 > 0

where in the last equality, we used the assumption r0/τ ≤ (1 − cos ϕ)/12 in Equation
(C.2). Therefore, recalling that r0 = d(x, M1 ∩ M2), the following holds for all x ∈ M1\B:

d(x, M2)

d(x, M1 ∩ M2)
≥ 1 − cos ϕ

2
> 0

and the claim is proven. □

The MMD for the Gaussian kernel can be controlled with the Wasserstein distance as
follows:

LEMMA 27. Let κ(x, y) = e−γ∥x−y∥2
be a Gaussian kernel. Then whenever ∥ f ∥κ ≤ 1, f is a√

2γ-Lipschitz function. Therefore, for any probability measures µ, ν valued in RD with finite first
moment, we have:

∆κ(µ, ν) ≤
√

2γ · W(µ, ν)
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PROOF.

| f (x)− f (y)| =|⟨ f , κ(x,−)− κ(y,−)⟩|
≤∥ f ∥κ · ∥κ(x,−)− κ(y,−)∥κ

=∥ f ∥κ ·
√

κ(x, x) + κ(y, y)− 2κ(x, y)

=
√

2∥ f ∥κ ·
√

1 − e−γ∥x−y∥2

≤
√

2γ∥ f ∥κ · ∥x − y∥

where in the last inequality we used
√

1 − e−s2 ≤ s. Therefore any function with ∥ f ∥κ ≤ 1
is also a

√
2γ-Lipschitz function. The conclusion follows by the integral probability metric

definition. □

C.2. Measures on Manifolds. We use the following lemma from [32], which is a simple
extension of Proposition 6.3 of [38]. It controls the deviation of geodesic from the first
order approximation:

LEMMA 28. Let M be a smooth compact n-manifold embedded in RD with reach τ. Suppose that
x, y are connected by a (unit speed) geodesic γ : [0, r̃] → M of length r̃ with γ(0) = x, γ(r̃) = y,
and denote r = ∥x − y∥. Then the following inequalities hold:

r̃ − r̃2

2τ
≤ r ≤ r̃

If r ≤ 0.5τ, then the following hold:

r̃
τ
≤ 1 −

√
1 − 2r

τ
, and ∥y − (x + r̃γ̇(0))∥ ≤ r̃2

2τ

If r ≤ (
√

2 − 1)τ ≈ 0.4τ, then the following also hold:

r̃ ≤ r +
r2

τ
, and ∥y − (x + r̃γ̇(0))∥ ≤ r2

τ

LEMMA 29. Let M ⊂ RD be a compact set and let τ be its reach. Let πM be the projection
map to M, such that for any x ∈ RD, πM(x) is the set of points on M that minimises the distance
to M. The following hold:

(1) The distance function x 7→ d(x, M) = inf{∥y − x∥ | y ∈ M} is continuous.
(2) For 0 < r < τ, πM|B(M,r) is a single-valued continuous function.

PROOF. (1) From the definition it easily follows that d(−, M) is a Lipschitz function;
we have that: |d(x, M)− d(x′, M)| ≤ ∥x − x′∥.

(2) Let’s write π = πM|B(M,r) for the moment. Let x ∈ B(M, r). Suppose that xn → x
but π(xn) doesn’t converge to π(x). Then there exists s > 0 such that π(xn) /∈ B(π(x), s).
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Since d(y, M) = ∥y − π(y)∥ for each y ∈ B(M, r), the continuity of d(−, M) implies
that there is a convergence ∥xn − π(xn)∥ → ∥x − π(x)∥. Since we also have xn → x, we
have ∥x − π(xn)∥ → ∥x − π(x)∥. Thus inf{∥x − y∥ | y ∈ M\B(π(x), s)} = ∥x − π(x)∥ =

d(x, M).
This is a contradiction. Since M\B(π(x), s) is a compact set, the distance function

y 7→ ∥y − x∥ attains a minimum on some z ∈ M\B(π(x), s). This violates the definition
of reach, which requires a unique nearest point of x on M, which can’t be simultaneously
π(x) and z. □

LEMMA 30. Let M ⊂ RD be a compact path-connected set and let τ be its reach. If x, y ∈ M
satisfies ∥x − y∥ < τ, then there exists a continuous path on M that connects (x, y) such that
every point on the path has distance at most ∥x − y∥ from both x and y.

PROOF. Define a path γ̄ : [0, 1] → M by γ̄(t) = (1 − t)x + ty, the line segment
connecting (x, y). Since ∥x − y∥ < τ, every point on γ̄ is within distance τ from x, and
thus πM ◦ γ̄ : [0, 1] → M is a (single-valued) continuous function. Let’s write γ = πM ◦ γ̄.

Let t0 ∈ [0, 1] and write z = γ(t0) and z̄ = γ̄(t0). Then we have:

∥z − x∥ ≤ ∥z − z̄∥+ ∥z̄ − x∥ ≤ ∥y − z̄∥+ ∥z̄ − x∥ = ∥y − x∥

where the first inequality is the triangle inequality, the second inequality is due to the
definition of γ, and the last equality is due to (x, z̄, y) lying on one line. Therefore ∥z− x∥ ≤
∥y − x∥, and by symmetry of the argument in (x, y), we also get ∥z − y∥ ≤ ∥y − x∥. □

PROPOSITION 31. Let M be a d-dimensional submanifold. Let πx : RD → Tx M be the
projection map to Tx M, and let π̃x := πx|M : M → Tx M and π̃x,r := πx|M∩B(x,r). The
following hold:

(1) When r < τ/2, π̃x,r has nonsingular derivatives and is a diffeomorphism.
(2) For any y ∈ M, we have Jyπ̃x = det(A⊤

x Ay), where Ax ∈ RD×d is any orthonormal
frame of Tx M.

(3) For any y ∈ M, the following bound holds:

cos θx,y ≥ 1 − dM(x, y)
τ

where θx,y = ∡max(Tx M, TyM).
(4) For any y ∈ M, the following bound holds:

Jyπ̃x ∈ [(cos θx,y)
d, 1]

(5) Suppose that r < (
√

2 − 1)τ. We have

Hd(M ∩ B(x, r))
ωdrd ∈

[
(1 − ρ2/4)d/2, (1 − ρ − ρ2)−d

]
where ρ = r/τ.
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PROOF. (1) The nonsingularity is Lemma 5.4 from [38]. By applying the inverse func-
tion theorem locally at each point where the derivative is non-singular, we see that π̃x,r is
a diffeomorphism.

(2) This is because d π̃x(v) = A⊤
x v for each (embedded) tangent vector v ∈ TyM.

(3) This is Proposition 6.2 from [38].
(4) This folllows from (2) and the definition of principal angles.
(5) The lower bound is Lemma 5.3 from [38]. To see the upper bound, we note by the

Area Formula of geometric measure theory that the volume Hd(M ∩B(x, r)) is the integral
of Jacobian of inverse-projection in π(M ∩ B(x, r)), i.e.

Hd(M ∩ B(x, r)) =
∫

π(M∩B(x,r))
(Jz′ π̃x)

−1 d z

where z′ ∈ M ∩ B(x, r) is the unique point such that πx(z′) = z. Now note that π(M ∩
B(x, r)) is contained in a ball of radius r in Tx M, so that its measure is at most ωdrd.
Furthermore, the inverse of Jacobian in the integrand is at most (1 − dM(x, y)/τ)−d by
(3) and (4). By the bound on geodesic length (28), we have dM(x, y)/τ ≤ ρ + ρ2 and thus
obtain the claim. □

COROLLARY 32. Let M ⊂ RD be a d-dimensional submanifold. There exist constants
c1 > 0, c2 ≥ 0 depending only on d such that the following hold.

r < c1τ =⇒ Hd(M ∩ B(x, r))
ωdrd ∈

[
1 − c2r

τ
, 1 +

c2r
τ

]
PROOF. Let’s first assume that r < (

√
2 − 1)τ. Then we can relax the upper bound of

(5) of the previous Proposition into (1 −
√

2ρ)−d. Now we further relax our lower and
upper bounds, which are given by:

f1(t) = (1 − t2/4)d/2, f2(t) = (1 −
√

2t)−d

Their second derivatives are given by:

f ′′1 (t) = d · (1 − t2/4)d/2 · (d − 1)t − 4
(t2 − 4)2 , f ′′2 (t) = 2d · (d + 1) · (1 −

√
2t)−d−2

Then we see that f ′′1 (t) ≤ 0 for t ∈ [0, 4/(d − 1)] and f ′′2 (t) ≥ 0 for t ∈ [0, 1/
√

2].
Therefore, if we let c1 = min(

√
2 − 1, 4/(d − 1)), then we see that 1 − c2t ≤ f1(t) and

1 + c2t ≥ f2(t), where c2 ≥ 0 is given by:

c2 = max
(

1 − (3/4)d/2, (
√

2 − 1)−d
)

which are values obtained from slopes of f1(t), f2(t) by plugging in t = 1 and t =
√

2 − 1
respectively. □
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COROLLARY 33. Let M ⊂ RD be a d-dimensional submanifold, and let r > 0. Suppose
x ∈ RD is a point satisfying d(x, M) = s · r. There exists constants c3, c4 ≥ 0 depending only on
d such that the following holds.

r < c3τ, s < 1 =⇒ Hd(M ∩ B(x, r))
ωdrd ∈

[
1 − c4(s + r/τ), 1 + c4(s + r/τ)

]
PROOF. We start by assuming that s < 1 and r < τ, so that there is a unique point

of projection y ∈ M minimising distance from x, so that ∥x − y∥ = sr. By the triangle
inequality, we have the inclusions:

B(y, r − sr) ⊆ B(x, r) ⊆ B(y, r + sr)

which implies:

Hd(M ∩ B(y, r − sr)) ≤ Hd(M ∩ B(x, r)) ≤ Hd(M ∩ B(y, r + sr))

Applying the previous Corollary, we get the lower bound:

Hd(M ∩ B(y, r − sr)) ≥ (1 − c2(r − sr)/τ) · ωd(r − sr)d ≥ ωdrd · (1 − c2r/τ)(1 − s)d

and the upper bound:

Hd(M ∩ B(y, r + sr)) ≤ (1 + c2(r + sr)/τ) · ωd(r + sr)d ≤ ωdrd · (1 + 2c2r/τ)(1 + s)d

where we are assuming that r < (c1/2)τ, so that r − sr ≤ r + sr ≤ c1τ and the previous
Corollary applies. Assuming d ≥ 1 and t ∈ [0, 1], the functions t 7→ (1 − t)d and t 7→
(1 + t)d both have non-negative second derivative, so that we have (1 − t)d ≥ 1 − d · t and
(1 + t)d ≤ 1 + 2d · t. Letting c′4 = max(2d, 2c2), we get:

Hd(M ∩ B(x, r))
ωdrd ∈

[
(1 − c′4s)(1 − c′4r/τ), (1 + c′4s)(1 + c′4r/τ)

]
Expanding the brackets, we get:

(1 + c′4s)(1 + c′4r/τ) = 1 + c′4s + c′4r/τ + c′4sr/τ ≤ 1 + c′4s + c′4 · 2r/τ ≤ 1 + 2c′4(s + r/τ)

and similarly (1 − c′4s)(1 − c′4r/τ) ≥ 1 − 2c′4(s + r/τ). We thus obtain the claim by setting
c3 = c1/2 and c4 = 2c′4. □

C.3. Principal angle. To work with local behaviour of the space given by a union of
two manifolds, we must understand the space of pair of subspaces. Indeed, every pair
of linear subspaces of the same dimension can be characterised by principal angles, up to
(simultaneous) rigid motion.

DEFINITION 34. Given π1, π2 ∈ Gr(d, D), let Ai ∈ RD×d be a matrix with orthonormal
columns that span πi. Denote by ∡(π1, π2) ∈ [0, 1]d the singular values of the matrix
A⊤

1 A2, arranged in the descending order. The principal angles of (π1, π2) are defined as
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the angles (θ1, . . . θd) ∈ [0, π/2]d such that (cos θ1, . . . cos θd) = ∡(π1, π2), which satisfy
θ1 ≤ · · · ≤ θd.

We note in particular that θ1 = · · · = θd0 = 0 < θd0+1, where d0 = dim(π1) = dim(π2).
The largest principal angle has a simple interpretation:

LEMMA 35. If ∡(π1, π2) = (cos θ1, . . . cos θd) for π1, π2 ∈ Gr(d, D), then:

θd = max
x∈π1

min
y∈π2

∡(x, y) = dH(π1 ∩ S, π2 ∩ S)

Here ∡(x, y) = cos−1(⟨x, y⟩/(∥x∥ · ∥y∥)), dH(A, B) = inf{r | B(A, r) ⊇ B,B(B, r) ⊇ A} is
the Hausdorff distance between two sets A, B, and S is the unit (D − 1)-dimensional sphere.

PROOF. Let Ai ∈ RD×d be a matrix whose columns form an orthonormal basis of πi.
We have:

cos θD = min
∥z∥=1

∥A⊤
1 A2z∥ = min

∥y∥=1,y∈Π2

∥A⊤
1 y∥ = min

∥y∥=1,y∈Π2

⟨y1, y⟩

where y1 is the unit vector in the direction of A1A⊤
1 y. Noting that ⟨y1, y⟩ = max∥x∥=1,x∈π1

⟨x, y⟩,
we have cos θD = min∥y∥=1,y∈π2

max∥x∥=1,x∈π1
⟨x, y⟩. □

Principal angles characterise pairs of subspaces up to rotation.

PROPOSITION 36. ∡ induces the following bijection:

∡ :
Gr(d, D)× Gr(d, D)

O(D)
−→ S(d, max(0, 2d − D))

where S(k, j) = {(t1, . . . tk) | 1 ≥ t1 ≥ · · · ≥ tk ≥ 0, t1 = · · · = tj = 1}, which is a set
homeomorphic to the standard (k − j)-simplex.

Explicitly, we have the following. If (π1, π2), (π′
1, π′

2) ∈ Gr(d, D) × Gr(d, D) satisfy
∡(π1, π2) = ∡(π′

1, π′
2), then there exists an element A ∈ O(D) such that (Aπ1, Aπ2) =

(π′
1, π′

2). Furthermore, if (t1, . . . td) ∈ [0, 1]d satisfies t1 ≥ · · · ≥ td and t1 = · · · = tj = 1
with j = d − max(0, 2d − D), then there exists (π1, π2) ∈ Gr(d, D) × Gr(d, D) such that
∡(π1, π2) = (t1, . . . td).

PROOF. We prove the explicit version. Suppose that (π1, π2), (π′
1, π′

2) ∈ Gr(d, D)×
Gr(d, D) with ∡(π1, π2) = ∡(π′

1, π′
2). Let Ai ∈ RD×d be a matrix with orthonormal

columns spanning πi, and similarly define A′
i. Without loss of generality, we may assume

that A1 = A′
1 = J, since by Gram-Schmidt there are matrices H, H′ ∈ O(D) such that

HA1 = H′A′
1 = J, where J = [Id, 0D−d,d] ∈ RD×d has 1 on the diagonal and zero elsewhere.

Let’s relabel B = A2, B′ = A′
2. Also write B⊤ = [B⊤

1 , B⊤
2 ] and (B′)⊤ = [(B′

1)
⊤, (B′

2)
⊤],

where B1, B′
1 are both (d × d)-matrices.

54



Since ∡(π1, π2) = ∡(π′
1, π′

2), the singular values of (d × d)-matrices J⊤B = B1 and
J⊤B′ = B′

1 are equal. Therefore there exist U, V ∈ O(d) such that B′
1 = UB1V⊤. Then:[

U 0
0 I

] [
B1

B2

]
V⊤ =

[
UB1V⊤

B2V⊤

]
=

[
B′

1
B3

]
, where B3 = B2V⊤

The right hand side also has orthonormal columns, so that we have (B′
1)

⊤B′
1 + B⊤

3 B3 = Id.
Since B′ also have orthonormal columns, we also have (B′

1)
⊤B′

1 + (B′
2)

⊤B′
2 = Id. Therefore,

B⊤
3 B3 = (B′

2)
⊤B′

2. This guarantees the existence of W ∈ O(D − d) such that WB3 = B′
2.

Therefore, for Z =

[
U 0
0 W

]
, we have:

ZBV⊤ =

[
U 0
0 W

] [
B1

B2

]
V⊤ =

[
UB1V⊤

WB2V⊤

]
=

[
B′

1
WB3

]
=

[
B′

1
B′

2

]
= B′

Therefore Zπ2 = π′
2. The block diagonal form of Z also ensures that Z leaves π1 = π′

1 = Rk

invariant. Therefore, we have (Zπ1, Zπ2) = (π′
1, π′

2) as desired. □

COROLLARY 37. Given π1, π2 ∈ Gr(d, D), suppose that Ai ∈ RD×d has columns forming
an orthonormal basis of πi. Let d0 = dim(π1 ∩ π2) ≥ 2d − D and let d1 = D − 2d + d0. Then
there exist matrices U ∈ O(D) and V1, V2 ∈ O(d) such that UA1V1 = Ã1 and UA2V2 = Ã2,
where

Ã1 =

[
Id

0

]
, Ã2 =


Id0 0
0 cos Θ
0 sin Θ
0 0

 ∈ RD×d

where Θ = diag(θd0+1, . . . θd) ∈ R(d−d0)×(d−d0) is the diagonal matrix of nonzero principal
angles ∡(π1, π2) = (θ1, . . . θd).

PROOF. Ã1, Ã2 have orthonormal columns and furthermore Ã⊤
1 Ã2 and A⊤

1 A2 have
the same singular values. Therefore the previous proposition applies, and the claim
follows. □

We recall the following Lemma from [4], dealing with covariance of one disk:

LEMMA 38. Let µ be the uniform distribution over π ∩ B(0, 1), where π is a d-dimensional
subspace π of RD. Then,

λ⃗Σ[µ] =
1

d + 2
(1, . . . 1︸ ︷︷ ︸

d

, 0, . . . 0︸ ︷︷ ︸
D−d

)

We also need the covariance of two disks:
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PROPOSITION 39. Let π1, π2 ∈ Gr(d, D) with dim(π1 ∩ π2) = d0 ≥ 2d − D. Define
µ = 1

2(µ1 + µ2), where µi is the uniform measure over πi ∩ B(0, 1). Then eigenvalues of the
covariance of µ are:

λ⃗Σ[µ] =
1

(d + 2)
(1, . . . 1︸ ︷︷ ︸

d0

, cos2(θd0+1/2), . . . cos2(θd/2), sin2(θd/2), . . . sin2(θd0+1/2), 0, . . . 0︸ ︷︷ ︸
D−2d+d0

)

where θ1 ≤ · · · ≤ θd are the principal angles between (π1, π2) with θ1 = . . . = θd0 = 0 < θd0+1.

PROOF. By starting from the matrix form in Corollary 37 and then by applying multiple
2-dimensional rotations to the standard matrix form of (π1, π2), the following can be
proven. There exists an orthogonal matrix V ∈ O(D) and matrices A1, A2 such that
columns of each VAi is an orthonormal basis of πi:

A1 =


Id0 0
0 cos 1

2 Θ
0 sin 1

2 Θ
0 0

 , A2 =


Id0 0
0 cos 1

2 Θ
0 − sin 1

2 Θ
0 0


where Θ ∈ R(d−d0)×(d−d0) is the diagonal matrix of nonzero principal angles. Therefore
A1 = U1 J, A2 = U2 J where J is given by J⊤ = [Id, 0] ∈ Rd×D, and

U1 =


Id0

cos 1
2 Θ − sin 1

2 Θ
sin 1

2 Θ cos 1
2 Θ

ID−2d+d0

 , U2 =


Id0

cos 1
2 Θ sin 1

2 Θ
− sin 1

2 Θ cos 1
2 Θ

ID−2d+d0


Here the matrix V ∈ O(D) simply plays the role of an orthonormal coordinate transform
and can be safely ignored in calculating the eigenvalues of Σ[µ]. Indeed, orthonormal
coordinate transformation induces a conjugation on the covariance matrix, and leaves its
eigenvalues invariant. Thus without loss of generality, assume that columns of each Ai is
an orthonormal basis of πi.

Let Z ∈ RD be a random vector, drawn from the uniform distribution over the unit
d-dimensional disk that spans the first d canonical basis vectors of RD. Then for each
Xi ∼ µi, we have Xi = UiZ. This implies that:

Σ[µi] = E[XiX⊤
i ] = UiE[ZZ⊤]U⊤

i =
1

(d + 2)
Ui

[
Id 0
0 0

]
U⊤

i

Thus we write U1, U2 in block diagonal forms:

Ui =

[
U(11)

i U(12)
i

U(21)
i U(22)

i

]
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where

U(11)
i =

[
Id0 0
0 cos 1

2 Θ

]
, U(12)

i =

[
0 0

(−1)i sin 1
2 Θ 0

]

U(21)
i =

[
0 (−1)i+1 sin 1

2 Θ
0 0

]
, U(22)

i =

[
cos 1

2 Θ 0
0 ID−2d+d0

]
Thus we compute:

Σ[µ1] =

[
U11 U12

U21 U22

] [
Id 0
0 0

] [
U⊤

11 U⊤
21

U⊤
12 U⊤

22

]
=

[
U11 0
U21 0

] [
U⊤

11 U⊤
21

U⊤
12 U⊤

22

]
=

[
U11U⊤

11 U11U⊤
21

U21U⊤
11 U21U⊤

21

]
Thus

U11U⊤
11 =

[
Id0 0
0 cos2 1

2 Θ

]
, U11U⊤

21 =

[
0 0

cos 1
2 Θ sin 1

2 Θ 0

]
, U21U⊤

21 =

[
sin2 1

2 Θ 0
0 0

]
and

Σ[µ1] =
1

(d + 2)


Id0 0 0 0
0 cos2 1

2 Θ cos 1
2 Θ sin 1

2 Θ 0
0 cos 1

2 Θ sin 1
2 Θ sin2 1

2 Θ 0
0 0 0 0


Doing the calculation verbatim for Σ[µ2] gives flipped sign for off-diagonl entries. Thus:

Σ[µ] = Σ[
1
2
(µ1 + µ2)] =

1
(d + 2)


Id0 0 0 0
0 cos2 1

2 Θ 0 0
0 0 sin2 1

2 Θ 0
0 0 0 0


This is already a diagonal matrix, and we directly take the diagonal entry to obtain the
claim. □

C.4. Singularity Score. Eigenvalue control
Before deriving results on singularity score, we first need to derive results on dimension

estimation and linear approximation, which are used to define the singularity score. In
this section we derive results for controlling the change of eigenvalues of a real symmetric
matrix. The real symmetric matrix of interest for us is the covariance matrix, from which
we get eigenvalues for dimension estimation. We introduce the following notations.

DEFINITION 40. Given a symmetric real matrix A ∈ RD×D, we use the following
notation for the vector of eigenvalues of A, arranged in the decreasing order:

λ⃗A = (λ1A, . . . λD A) ∈ RD
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We also denote:

λ
gap
k A =λk A − λk+1A

Tailk A =λk+1A + · · ·+ λD A

TQk A =
Tailk A
Tail0 A

where TQ stands for tail quotient. For a measure µ on RD, we will use a slight abuse of
notation, and denote the spectral gap of its covariance matrix as:

λ
gap
k µ = λ

gap
k Σµ

The Hoffman-Wielandt theorem [27] will be our main tool of controlling the eigenval-
ues:

THEOREM 41 (Hoffman-Wielandt). For normal matrices A, A′ of dimension D × D, there
is an enumeration of eigenvalues (λ1, . . . λD) of A and (λ′

1, . . . λ′
D) of A′ such that

D

∑
i=1

|λi − λ′
i|2 ≤ ∥A − A′∥2

F

where ∥A∥F :=
√

Tr(A⊤A) denotes the Frobenius norm. In particular, if A, A′ are real symmetric
matrices, then:

∥⃗λ(A)− λ⃗(A′)∥ ≤ ∥A − A′∥F

We will also use the following Lipschitz continuity relation from [32]:

PROPOSITION 42. Let µ, ν ∈ P such that the support of each measure is contained in a ball of
radius r. Then,

∥Σµ − Σν∥ ≤ 8r · W(µ, ν)

We then get the following bound on the variation of the spectral gap:

LEMMA 43. Let µ, ν ∈ P be such that the support of each measure is contained in a ball of
radius 1. Then,

|λgap
k µ − λ

gap
k ν| ≤ 16D · W(µ, ν)

PROOF. Let A = Σµ, A′ = Σν. The Hoffman-Wielandt theorem implies the following
for all k:

D−1/2 · |λk(A)− λk(A′)| ≤ D−1/2 · ∥⃗λ(A)− λ⃗(A′)∥1 ≤ ∥⃗λ(A)− λ⃗(A′)∥2 ≤ ∥A − A′∥F

where the second inequality is due to the fact that D−1/2 · ∥x∥1 ≤ ∥x∥2 for any x ∈ RD.
The triangle inequality then implies:

|λgap
k (A)− λ

gap
k (A′)| ≤ |λk(A)− λk(A′)|+ |λk+1(A)− λk+1(A′)| ≤ 2

√
D · ∥A − A′∥F
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Now the claim follows by applying Proposition 42 and the fact that Frobenius norm
satisfies ∥B∥F ≤

√
D · ∥B∥ generally for any B ∈ RD×D.

∥A − A′∥F ≤
√

D · ∥A − A′∥ ≤ 8
√

D · W(µ, ν)

□

The variation of tail quotient can be controlled as follows:

LEMMA 44. Let µ, ν ∈ P be such that the support of each measure is contained in a ball of
radius 1. Assume that W(µ, ν) ≤ β/(16D), where β = ∥⃗λΣµ∥1. Then the following holds for all
k:

|TQk(µ)− TQk(ν)| ≤ 32Dβ−1 · W(µ, ν)

PROOF. Denote A = Σµ, A′ = Σν. The Hoffman-Wielandt theorem and Proposition 42
imply:

|Tailk A − Tailk A′| =
∣∣∣∣∑

i>k
λk A − λk A′

∣∣∣∣ ≤ ∑
i>k

|λk A − λk A′| ≤ ∥⃗λA − λ⃗A′∥1

≤
√

D · ∥⃗λA − λ⃗A′∥2 ≤
√

D · ∥A − A′∥F ≤ 8D · W(µ, ν)

where we also used the fact that D−1/2 · ∥x∥1 ≤ ∥x∥2 generally for any x ∈ RD and
∥B∥F ≤

√
D · ∥B∥ generally for any B ∈ RD×D. Define the following notations:

α = Tailk(Σµ), β = Tail0(Σµ)

t1 + α = Tailk(Σν), t2 + β = Tail0(Σν), t = 8D · W(µ, ν)

From the above we know that |t1|, |t2| ≤ t and by assumption t ≤ β/2. By simple
calculation the claim follows:∣∣∣∣α + t1

β + t2
− α

β

∣∣∣∣ = ∣∣∣∣ t1β − t2α

β(β + t2)

∣∣∣∣ ≤ t(β + α)

β(β − t)
≤ 2βt

β2/2
= 4β−1t

□

Stability
In this section we show that when spectral gap is bounded from below and the es-

timated dimension are constant, then the singularity score obeys a Lipschitz continuity
relation. We first note the following variant of the Davis-Kahan theorem [23, 53]:

THEOREM 45 (Davis-Kahan-Wang-Samworth). Let A, B ∈ RD×D be real symmetric
matrices. Let 1 ≤ d1 ≤ d2 ≤ D and assume that min(λgap

d1−1A, λ
gap
d2

A) > 0. Let πA be the span
of the eigenspaces corresponding to λd1 , λd1+1, . . . λd2 , and let θ1 ≤ . . . ≤ θd be the principal
angles between (πA, πB). Then we have:√

sin2 θd1 + · · ·+ sin2 θd2 ≤
2

min(λgap
d1−1A, λ

gap
d2

A)
· min

(
∥A − B∥F,

√
d∥A − B∥

)
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In particular, for (d1, d2) = (1, d), we have:√
sin2 θ1 + · · ·+ sin2 θd ≤ 2

λ
gap
d A

· min
(
∥A − B∥F,

√
d∥A − B∥

)
We will only be using the case of (d1, d2) = (1, d) above.
We then prove the following Lipschitz continuity relation for the singularity score:

PROPOSITION 46. Let µ, ν ∈ P be measures whose supports are contained in the ball of
radius 1 centered at the origin of RD. Assume that for some η ∈ (0, 1) and k > 0, we have
d̂η(µ) = d̂η(ν), and define s = max(λgap

k Σµ, λ
gap
k Σν). Then the following hold:

S(Lηµ,Lην) ≤8s−1 · W(µ, ν)

|ση(µ)− ση(ν)| ≤(1 + 8s−1)W(µ, ν)

where S(π1, π2) =
√

sin2 θ1 + · · ·+ sin2 θd, with (θ1, . . . θd) being the principal angles between
(π1, π2).

PROOF. Let’s abbreviate σ = ση,L = Lη. By assumption dimLµ = dimLν = k and
we now apply the Davis-Kahan theorem and Proposition 42:

S(Lµ,Lν) ≤ 1
s
∥Σµ − Σν∥ ≤ 8

s
W(µ, ν)

For the singularity score, we get:

|σ(µ)− σ(ν)| = |∆(µ⊥, uk)− ∆(ν⊥, uk)| ≤ ∆(µ⊥, ν⊥) ≤ W(µ⊥, ν⊥)

where µ⊥ = Π(µ,Lµ), ν⊥ = Π(ν,Lν). Furthermore,

W(µ⊥, ν⊥) =W
(

Π(µ,Lµ), Π(ν,Lν)

)
≤W

(
Π(µ,Lµ), Π(ν,Lµ)

)
+ W

(
Π(ν,Lµ), Π(ν,Lν)

)
≤W(µ, ν) +S(Lµ,Lν)

≤
(

1 +
8
s

)
W(µ, ν)

where in the second to last inequality we applied Lemmas 21 and 22. □

In the following Proposition, spectral gap, tail quotient, dimension estimate, and the
singularity score are simultaneously controlled, for a measure ν sufficiently close to a given
measure µ. In our application of the Proposition, ν will be an empirical measure, from
which the empirical singularity score will be calculated.
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PROPOSITION 47. Let µ, ν ∈ P be measures supported on the unit ball B(0, 1) ⊂ RD. Let
a ∈ [0, 1] and k ≥ 0 be an integer. Suppose that W(µ, ν) is sufficiently small; explicitly, assume
that:

W(µ, ν) ≤ min(4as, 4β, aβG)

64D
where β = ∥⃗λΣµ∥1, Gk = TQk−1(µ)− TQk(µ), and s = λ

gap
k (µ). Then the following hold:

(1) There is a bound for spectral gaps:

λ
gap
k (ν) ≥ (1 − a)λgap

k (µ)

(2) There are inclusions of intervals of tail quotients:

Jk,0(ν) ⊇ Jk,a(µ), Jk,0(µ) ⊇ Jk,a(µ)

where Jk,a(µ) = [TQk(µ) +
a
2 Gk, TQk−1(µ)− a

2 Gk].
(3) For a choice of η ∈ Jk,a(µ), the following hold:

d̂η(µ) = d̂η(ν) = k

S(π1, π2) ≤ 8s−1 · W(µ, ν)

|σηµ − σην| ≤ (1 + 8s−1) · W(µ, ν)

where S(π1, π2) =
√

sin2 θ1 + · · ·+ sin2 θd, with (θ1, . . . θd) being the principal angles between
(π1, π2).

PROOF. (1) By Lemma 43 and the assumption on W(µ, ν), we have:

|λgap
k µ − λ

gap
k ν| ≤ 16D · W(µ, ν) ≤ a · s

(2) By Lemma 44 and the assumption on W(µ, ν), for each j we have:

|TQj(µ)− TQj(ν)| ≤
32D

β
· W(µ, ν) ≤ a

2
· Gk(µ)

This implies the first inclusion, and the second inclusion holds trivially.
(3) By (2), η ∈ Jk,a(µ) implies both η ∈ Jk,0(ν) and η ∈ Jk,0(µ), so that d̂η(µ) = d̂η(ν) = k

by the definition of d̂η. The rest of the claims follow from Proposition 46. □

Limit behaviour

PROPOSITION 48. Let M ⊂ RD be a d-dimensional submanifold. Suppose η ∈ (0, (d+ 2)−1).
Then for any x ∈ M, ση(µx,0) = 0.

PROOF. By Proposition 24, we have µx,0 = Hd|T◦
x M, where T◦

x M = Tx M ∩B(0, 1). Also
noting that the spectral gap of µx,0 is (d + 2)−1, we obtain the claim. □
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PROPOSITION 49. Let M = M1 ∪ M2 ⊂ RD be a union of two d-dimensional submanifolds
such that for any x ∈ M1 ∩ M2, we have dim(Tx M1 ∩ Tx M2) = d0, and all principal angles of
(Tx M1, Tx M2) are bounded above a fixed constant ϕ > 0. Suppose η ∈ (0, (d+ 2)−1 · sin2(ϕ/2)).
Then the function x 7→ ση(µx,0) is continuous on M1 ∩ M2, and takes positive values. In particular,
we have infx∈M1∩M2 ση(µx,0) > 0.

PROOF. Due to the eigenvalue computation in Proposition 39, the condition η <

d−1 · sin2(ϕ/2) implies

x ∈ M1 ∩ M2 =⇒ d̂η(µx,0) = 2d − d0

Also, we have a lower bound on the (2d − d0)-th spectral gap:

λ
gap
2d−d0

(Σµx,0) ≥
sin2(ϕ/2)

d + 2
Therefore we can apply Proposition 46, and see that the function x 7→ ση(µx,0) is (Lipschitz)
continuous on M1 ∩ M2.

The projected measure (µx,0)⊥ is the (pushforward along) projection of µx,0 to the
(2d − d0)-dimensional space spanned by Tx M1 + Tx M2. This measure, supported along
the union of two d-dimensional disks, is clearly not equal to the (2d − d0)-dimensional
uniform measure u2d−d0 . Then the universality of kernel MMD implies that:

ση(µx,0) = ∆
(
(µx,0)⊥, u2d−d0

)
> 0

Therefore the function x 7→ ση(µx,0) is continuous and positive on a compact set M1 ∩ M2,
so that its infimum is also positive. □

C.5. Proof of the main theorem. In this section we prove Theorem 7, the main mathe-
matical result of this article.

Definitions.
For the logical clarity of the proof, we will first define some constants, and postpone

the explanation for their choice to later parts of the proof.
τ, ψ, ζ, s0 are defined as:

τ = min(τ1, τ2), ψ =
sin2(ϕ/2)

d + 2
, ζ =

ψ · d
128(d + 2)

, s0 = 1 +
8
ψ

η−, η+ are defined as:

η− =
1
4

ψ, η+ =
3
4

ψ

ξ, ξ0 are defined as:

3ξ = inf
x∈M1∩M2

σψ/2(µx,0), ξ0 = min
(

ζ,
ξ

s0

)
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r0, cA, cB are defined as:

r0 = min
(

c5, c7, c9,
ξ0

2c8
,

ξ0

8c6
,

ξ0

4c10

)
· τ

cA = min
(

c5,
ξ0

8c6

)
cB = max

(
h(M1, M2)

−1, h(M2, M1)
−1
)

where h(M1, M2) = inf
x∈M1

d(x, M2)

d(x, M1 ∩ M2)

where the constants c5, . . . c10, which depend only on d, are defined in Propositions 24, 23,
and 25.

Finally, we fix a choice of η, r as any number in the range:

η ∈ [η−, η+], r ∈ (0, r0]

We remark that if ν ∈ P and d̂η(ν) = d̂η′(ν) for some threshold values η, η′, then we
have ση(ν) = ση′(ν). In particular, due to Propositions 39, 49, x ∈ M1 ∩ M2 implies
d̂ψ/2(µx,0) = d̂η(µx,0), and thus:

3ξ = inf
x∈M1∩M2

σψ/2(µx,0) = inf
x∈M1∩M2

ση(µx,0)

Outline.
We will first describe the non-random situation in detail and then describe the random-

ness using the Wasserstein concentration inequality. Let x = (x1, . . . xn) ⊂ M. Define the
(non-random) singularity scores:

σi = σi(x, r, η) = ση(µ̂i)

where µ̂i is defined using (x, r) as described in the Introduction.
Our strategy of proof involves the following successive approximations:

Singular part: d(xi, M1 ∩ M2) ≤ cAr =⇒ σ(µ̂i) ≈ σ(µxi,r) ≈ σ(µyi,r) ≈ σ(µyi,0) ≥ 3ξ

Smooth part: d(xi, M1 ∩ M2) ≥ cBr =⇒ σ(µ̂i) ≈ σ(µxi,r) ≈ σ(µxi,0) = 0

where yi is the projection from xi to M1 ∩ M2. By the choice of parameters made before,
the approximations will each amount to at most ξ of error, so that in the smooth case we
have σ(µ̂i) ≤ ξ and in the singular case we have σ(µ̂i) ≥ 2ξ. We now describe the proof
precisely.
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Limit behaviour. We apply Propositions 49 and 48, and see that:

x ∈ (M1 ∪ M2)\(M1 ∩ M2) =⇒ σ(µx,0) = 0

x ∈ M1 ∩ M2 =⇒ σ(µx,0) ≥ 3ξ > 0

Singular part. When d(xi, M1 ∩ M2) ≤ cAr, the following holds:

σi ≥σ(µy,0)− |σ(µ̂i)− σ(µyi,0)| = 3ξ − |σ(µ̂i)− σ(µyi,0)| (C.7)

where yi ∈ M1 ∩ M2 is a point satisfying d(xi, yi) = d(xi, M1 ∩ M2)
15.

Smooth part. When d(xi, M1 ∩ M2) ≥ cBr, the following holds:

σi ≤σ(µxi,0) + |σ(µ̂i)− σ(µxi,0)| = 0 + |σ(µ̂i)− σ(µxi,0)| (C.8)

Even though Equations (C.7) and (C.8) didn’t use anything specific about the distance
d(xi, M1 ∩ M2), this will be used while controlling the error terms.

From singularity score to Wasserstein distance.
Differences of singularity scores are controlled using Proposition 47, which is a Lipschitz

continuity relation with respect to the Wasserstein distance. Our definition of ζ is obtained
by setting a = 1/2, β = d/(d + 2), G = s = ψ in the condition in Proposition 47. This then
implies that for all x ∈ M and ν ∈ P ,

W(µx,0, ν) ≤ ζ =⇒ |σ(µx,0)− σ(ν)| ≤ s0 · W(µx,0, ν)

where we recall our definition s0 = 1 + 8ψ−1. The definition of ξ0 allows us to make a
more straightforward inference:

W(µx,0, ν) ≤ ξ0 =⇒ |σ(µx,0)− σ(ν)| ≤ ξ (C.9)

Therefore we can control error terms in Equation (C.7), (C.8) using the Wasserstein distance.

Wasserstein distance control.
Singular part. Suppose that x satisfies d(x, M1 ∩ M2) ≤ cAr. Let y ∈ M1 ∩ M2 sat-

isfy d(x, y) = d(x, M1 ∩ M2). We denote ρ = r/τ and also set s = ∥x − y∥/r. Then
Propositions 24 and 23 imply that:

ρ, s ≤ c5 =⇒ W(µx,r, µy,r) ≤ c6(ρ + s)

ρ ≤ c9 =⇒ W(µy,r, µy,0) ≤ c10ρ

Our definitions of r0, cA allows us to apply the bounds above, and we obtain:

W(µx,r, µy,0) ≤ W(µx,r, µy,r) + W(µy,r, µy,0) ≤
ξ0

2
(C.10)

15Compactness of M1 ∩ M2 and continuity of the distance function implies that such a y exists.
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Smooth part. Suppose that x satisfies d(x, M1 ∩ M2) ≥ cBr. Here our choice of cB allows
us to apply Proposition 26, so that B(x, r) intersects either only one of M1 or M2. Thus we
only need to work with one manifold at a time here. Thus Proposition 25 implies:

ρ ≤ c7 =⇒ W(µx,r, µx,0) ≤ c8ρ

and yet again by our definition of r0, this bound implies:

W(µx,r, µx,0) ≤
ξ0

2
(C.11)

Empirical estimation.
Almost all of the puzzle pieces have been fit together to complete the proof. It now

remains to control the probability of empirical esimtation.
We reintroduce randomness, and let Xn = (X1, . . . Xn) be an iid sample drawn uni-

formly from M1 ∪ M2. The choice of all other parameters remain the same as before. We
plug in the error level of t = rξ0/2 to Proposition 2016, and obtain the following. Whenever
n ≥ max(N, 2/u−), we have:

Pr
(

max
i

W(µ̂i, µXi,r) ≤
ξ0

2

)
≥ 1 − δm (C.12)

where limm→∞ δm = 0 exponentially fast, given explicitly as:

δ = c · nN+1γn

where

c =
(

u+

1 − u+

)N

, N =

⌈(
408
ξ0

)D⌉
, γ = 1 − u−(1 − e−ξ2

0/32)

u− = inf
x∈supp µ

µ(B(x, r)), u+ = sup
x∈supp µ

µ(B(x, r))

Therefore there exists some n0 > 0 such that, for the δ > 0 given in our theorem, n ≥ n0

implies δn ≤ δ. Note that this n0 depends on δ, µ, r, ξ0, which have already been fixed in
the beginning of the proof.

Combining the bound.
We now complete the proof. When n ≥ n0, the following holds for every i, with

probability at least 1 − δ:

W(µ̂i, µXi,r) ≤
ξ0

2
16Instead of t = ξ0/2, we plug in t = rξ0/2 because we are controlling the Wasserstein distance between

measures that have been rescaled by the factor of r−1.

65



Equations (C.10) and (C.11) apply verbatim for the random setting:

d(Xi, M1 ∩ M2) ≤ cAr =⇒ W(µXi,r, µYi,0) ≤
ξ0

2

d(Xi, M1 ∩ M2) ≥ cBr =⇒ W(µXi,r, µXi,0) ≤
ξ0

2
where Yi ∈ M1 ∩ M2 is a point satisfying d(Xi, Yi) = d(Xi, M1 ∩ M2). Therefore by the
triangle inequality, the above two equations imply that:

d(Xi, M1 ∩ M2) ≤ cAr =⇒ W(µ̂i, µYi,0) ≤ ξ0

d(Xi, M1 ∩ M2) ≥ cBr =⇒ W(µ̂i, µXi,0) ≤ ξ0

This precisely fits the condition in Equation (C.9), from which we obtain that:

d(Xi, M1 ∩ M2) ≤ cAr =⇒ |σ(µ̂i)− σ(µYi,0)| ≤ ξ

d(Xi, M1 ∩ M2) ≥ cBr =⇒ |σ(µ̂i)− σ(µXi,0)| ≤ ξ

Plugging them into Equations (C.7) and (C.8), we obtain the conclusion of the theorem:

d(Xi, M1 ∩ M2) ≤ cAr =⇒ σ(µ̂i) ≥ 2ξ

d(Xi, M1 ∩ M2) ≥ cBr =⇒ σ(µ̂i) ≤ ξ
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