Some Unlikely Intersections Beyond André-Oort

P. Habegger and J. Pila

Abstract
According to the André-Oort Conjecture, an algebraic curve in $Y(1)^n$ that is not equal to a special subvariety contains only finitely many points which correspond to an $n$-tuple of elliptic curves with complex multiplication. Pink’s Conjecture generalizes the André-Oort Conjecture to the extent that if the curve is not contained in a special subvariety of positive codimension, then it is expected to meet the union of all special subvarieties of codimension 2 in only finitely many points. We prove this for a large class of curves in $Y(1)^n$. When restricting to special subvarieties of codimension 2 that are not strongly special we obtain finiteness for all curves defined over $\mathbb{Q}$. Finally, we formulate and prove a variant of the Mordell-Lang Conjecture for subvarieties of $Y(1)^n$.

1. Introduction
We verify a particular case of Pink’s generalization of the André-Oort Conjecture [43] regarding unlikely intersections of an algebraic subvariety of a Shimura variety with varying special subvarieties. As explained below, our results fit into the framework of conjectures on “unlikely intersections” formulated first by Zilber, in the semi-abelian setting, and, most generally, by Pink for mixed Shimura varieties.

Let $n$ be a positive integer. Our ambient Shimura variety will be a power $Y(1)^n$ of the modular curve $Y(1)$, the latter being the affine line. The complex points of $Y(1)$ can be identified with isomorphism classes of elliptic curves defined over $\mathbb{C}$.

The special subvarieties of $Y(1)^n$, or just special subvarieties for short, play an important role in our results. We refer to Section 2.1 for a precise definition and now only give an informal description. We consider an $n$-tuple of elliptic curves whose $j$-invariants constitute the coordinates of a point on a special subvariety of $Y(1)^n$. If the special subvariety has dimension zero, then the elliptic curves all have complex multiplication and the corresponding tuple of $j$-invariants is called a special point. For a general special subvariety, certain elliptic curves may have complex multiplication and certain pairs may be isogenous.

Let $m$ be a non-negative integer. We set

$$S^{[m]} = \bigcup_{S \subset Y(1)^n, \text{ codim} \ S \geq m} S(\mathbb{C})$$

where the union runs over all special subvarieties $S$ of $Y(1)^n$ of codimension at least $m$.

The André-Oort Conjecture is a statement on Shimura varieties which governs the intersection of a subvariety with the set of special points. Roughly speaking, it states that the special
subvarieties are exactly those subvarieties that contain a Zariski dense set of special points. In our notation, the set of special points in $Y(1)^n$ is $S^{[2]}$. For curves in $Y(1)^2$ the André-Oort Conjecture follows unconditionally from the work of André [2]. The analog statement for $Y(1)^n$ follows by projecting to all pairs of two distinct coordinates and from the characterization of special subvarieties of $Y(1)^n$ due to Edixhoven [20]. Edixhoven [19] proved the same result under the Generalized Riemann Hypothesis (GRH), and later [20] established the generalization to arbitrary subvarieties of $Y(1)^n$, also under the GRH. A different proof of the latter result, still under GRH, is due to Ullmo and Yafaev [46]. The second author has recently found an unconditional proof of this result [37]. His approach relies on a counting result due to Wilkie and himself [40], and adopts a basic strategy proposed by Zannier in the context of the Manin-Mumford conjecture (see [41]); this strategy also plays a central role in the current article.

We will not state the general version of Pink’s Conjecture 1.3 [43] here but rather formulate it in the particular case of curves in $Y(1)^n$.

**Conjecture.** Let $C \subset Y(1)^n$ be an irreducible curve defined over $\mathbb{C}$. If $C$ is not contained in a special subvariety of positive codimension, then $C(\mathbb{C}) \cap S^{[2]}$ is finite.

Further down we will briefly recount some related conjectures and results on unlikely intersections in the different setting of semi-abelian varieties.

Our first result goes in the direction of this conjecture. We are able to handle curves defined over $\mathbb{Q}$, an algebraic closure of $\mathbb{Q}$, that satisfy an additional restriction which we now describe.

Let $C \subset Y(1)^n$ be an irreducible curve defined over $\mathbb{C}$ and let $X_1, \ldots, X_n$ denote the coordinate functions on $Y(1)^n$. We call $C$ asymmetric if any non-zero integer appears at most once in the sequence $\deg (X_1|C), \ldots, \deg (X_n|C)$ of degrees, up-to one exception, which may appear twice. Note that we allow coordinate functions to be constant on $C$.

**Theorem 1.** Let $C \subset Y(1)^n$ be an irreducible curve defined over $\mathbb{Q}$. If $C$ is not contained in a special subvariety of positive codimension and if $C$ is asymmetric, then $C(\mathbb{Q}) \cap S^{[2]}$ is finite.

We remark that any irreducible curve in $Y(1)^2$ is asymmetric. So the André-Oort Conjecture for curves in $Y(1)^2$ is a formal consequence of our first theorem.

We believe that Theorem 1 continues to hold if $C$ is merely defined over $\mathbb{C}$. A possible approach to this question could involve ideas used by Bombieri, Masser, and Zannier [6] who treated curves in the algebraic torus.

The proof of Theorem 1 involves three parts which we discuss briefly. Let $C$ be as in the theorem. In this sketch we suppose that $C(\overline{\mathbb{Q}}) \cap S^{[2]}$ is infinite and derive a contradiction.

Essential arithmetic information comes from the action of the absolute Galois group of a field of definition of $C$ on $C(\overline{\mathbb{Q}}) \cap S^{[2]}$. Say $x$ is in this intersection. The first part consists in finding a lower bound for the cardinality of the Galois orbit of $x$ in terms of the “complexity” of a codimension 2 special subvariety containing this point. This is done in Section 4. Since no coordinate of $x$ need be the $j$-invariant of an elliptic curve with complex multiplication, we cannot rely on class field theory to find many conjugates of $x$. An important tool is a weak height upper bound for $x$ in the spirit of [26]. A new aspect in this paper is that this bound is combined with isogeny estimates for elliptic curves. These appeared prominently in the work of Masser and Wüstholz [31]. For our purposes we will need a slightly more explicit version which follows from work of David [11] or of Pellarin [35]. It is at this stage where we need the supplementary hypothesis that $C$ is asymmetric. Substantially stronger upper bounds in these isogeny estimates
would imply Theorem 1 without the condition on asymmetry. But results of the required quality seem out of reach at the moment.

The second part of the proof is contained in Section 5. We use an extension [37] of the counting result of Pila-Wilkie which we state precisely in Section 2.3. It is formulated in terms of definable sets in an o-minimal structure, a notion we will also recall, and deals with the distribution of algebraic points of fixed degree and bounded height on such sets. We proceed by constructing a suitable definable set using $C$ and the modular $j$-function. A point such as $x$ above will give rise to an algebraic point $z$ of degree at most two over $\mathbb{Q}$ on the definable set. For example, if $x$ is a special point then $z$ has imaginary quadratic coordinates and the definable set in question is roughly the pre-image of $C(\mathbb{C})$ under the $j$-function. In the general case, $z$ also involves matrices defining the special subvariety containing $x$ and the definable set resembles an incidence set. At the heart of the strategy lies the observation that any point in the Galois orbit of $x$ leads to a rational point on said definable set. The height of the point $z$ can be related to the “complexity” of the special subvariety containing $x$. Essentially, the Galois orbit in the first part leads to an excessive number of such points on the definable set if the “complexity” is large enough. The counting result implies that this can only happen if the definable set contains a rather large semi-algebraic set. This is at odds with the transcendental nature of the definable set and therefore implies a strong restriction on $C$. We formulate this here precisely in terms of the $n$-th Cartesian power of the modular $j$-function $j : \mathbb{H}^n \to Y(1)^n$; here $\mathbb{H}$ is the upper half-plane. It turns out that a local inverse of $j$ restricted to $C(\mathbb{C})$ takes values in an algebraic hypersurface of $\mathbb{C}^n \supset \mathbb{H}^n$.

The third and final part of the proof consists in handling this situation. This is done in Section 3. Indeed, here we will conclude that $C$ is either contained in a special subvariety of positive codimension or some $X_i|_C$ is constant. The first case contradicts our hypothesis and the second can be disposed of without much difficulty if the constant coordinate does not attain a special value. The principle statement in this step is given by Proposition 3.1 which relies on a Hodge-theoretic result of Andr´e [1]. This proposition is related to Ax’s Theorem [3]. Ax proved a variant, involving formal power series, of Schanuel’s Conjecture on transcendental properties of the exponential function. Our proposition recovers a weak analogue of Ax’s Theorem for the modular $j$-function.

The hypothesis on asymmetry is only needed when $x$ lies in a strongly special subvariety of codimension 2; a strongly special subvariety is a special subvariety on which no coordinate function $X_i$ is constant. Below we will obtain finiteness as in Theorem 1 for curves which need not be asymmetric after omitting the strongly special subvarieties from $S^{[2]}$. So let us set

$$S^{\text{ass},[m]} = \bigcup_{S \subset Y(1)^n, \text{codim} S \geq m} S(\mathbb{C}) \subset S^{[m]}$$

where the union runs over all special subvarieties $S$ of $Y(1)^n$ of codimension at least $m$ that are not strongly special.

**Theorem 2.** Let $C \subset Y(1)^n$ be an irreducible curve defined over $\overline{\mathbb{Q}}$. If $C$ is not contained in a special subvariety of positive codimension, then $C(\mathbb{C}) \cap S^{\text{ass},[2]}$ is finite.
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that \( C(\mathbb{C}) \) contains only finitely many points in an algebraic subgroup of codimension at least 2. Their result relies on the important case, proved by Maurin [32], where the curve is defined over \( \mathbb{Q} \). Bombieri, Masser, and Zannier’s Theorem can be seen as an analogue of Conjecture 1 with \( Y(1)^n \) replaced by the algebraic torus.

The Mordell-Lang Conjecture governs the intersection of subvarieties of semi-abelian varieties with the division closure of a finitely generated subgroup. This conjecture is a theorem due to work of Hindry, Faltings, McQuillan, Vojta and others. Now \( Y(1)^n \) lacks a group structure having a meaningful connection to moduli problems. So we should not look at (the division closure of) finitely generated subgroups of \( Y(1)^n \). Instead we have Hecke orbits. We may regard the following theorem as a variant of the Mordell-Lang Conjecture for \( Y(1)^n \).

We call an irreducible subvariety of \( Y(1)^n \) **geodesic** if it is an arbitrary product of special subvarieties, in smaller \( Y(1)^n' \), and singletons. A geodesic subvariety is special if and only if it contains a special point.

Let \( U \) be a subset of \( \{1, \ldots, n\} \times Y(1)(\mathbb{C}) \). A point \((x_1, \ldots, x_n) \in Y(1)(\mathbb{C})^n\) will be called \( U \)-**special** if, for each \( i \), either \( x_i \) is special or there exists \((i, u) \in U\) such that \( x_i \) is in the Hecke orbit of \( u \); we refer again to Section 2.1 for the definition of Hecke orbits. A geodesic subvariety of \( Y(1)^n \) will be called \( U \)-**special** if it contains at least one \( U \)-special point or, equivalently, if it contains a Zariski dense set of \( U \)-special points.

**Theorem 3.** Let \( V \subset Y(1)^n \) be a subvariety defined over \( \mathbb{C} \) and \( U \subset \{1, \ldots, n\} \times Y(1)(\overline{\mathbb{Q}}) \) a finite subset. Then \( V \) contains only finitely many maximal \( U \)-special subvarieties.

In this theorem, there is no restriction on the dimension of the subvariety \( V \) or its field of definition.

The paper is organized in the following way. Section 2 contains much of the notation used throughout the paper. In particular, we introduce height functions and recall the notion of an \( o \)-minimal structure. A modular variant of Ax’s Theorem mentioned above is proved in Section 3. Section 4 contains the lower bounds for Galois orbits. Section 5 synthesizes the preceding work using arguments from \( o \)-minimality into a proof of Theorems 1 and 2. Finally, Theorem 3 is proved in Section 6.

**2. Preliminaries**

**2.1 Special Subvarieties**

In this subsection we describe the special subvarieties of \( Y(1)^n \).

The group \( \text{GL}_2(\mathbb{R})^+ \) of real \( 2 \times 2 \)-matrices with positive determinant acts on \( \mathbb{H} \) by fractional linear transformations. The modular \( j \)-invariant is an \( \text{SL}_2(\mathbb{Z}) \)-invariant, holomorphic function \( j: \mathbb{H} \to \mathbb{C} = Y(1)(\mathbb{C}) \). By abuse of notation we will denote by \( j \) also the Cartesian product of this function mapping \( \mathbb{H}^n \to \mathbb{C}^n = Y(1)^n(\mathbb{C}) \).

We define special subvarieties, following Edixhoven [20], as well as geodesic subvarieties, in \( Y(1)^n \) and \( \mathbb{H}^n \). The word “geodesic” is borrowed from the terminology “totally geodesic” in Moonen [33]. It is convenient to use the same terminology for the subvarieties in \( Y(1)^n \) as for the corresponding subvarieties in \( \mathbb{H}^n \). Thus the image under \( j \) of a geodesic (resp. special) subvariety in \( \mathbb{H}^n \) will be a geodesic (resp. special) subvariety in \( Y(1)^n \). An irreducible component of the inverse image under \( j \) of a geodesic (resp. special) subvariety of \( Y(1)^n \) will be a geodesic (resp. special) subvariety of \( \mathbb{H}^n \).
A complex algebraic hypersurface, or just hypersurface, of \( \mathbb{H}^n \) will mean a non-empty set of the form \( Y(\mathbb{C}) \cap \mathbb{H}^n \) where \( Y \) is the set of zeros of a non-zero polynomial in complex coefficients and \( n \)-variables. As \( \mathbb{H}^n \) is open in \( \mathbb{C}^n \) with respect to the Euclidean topology, such a hypersurface will be Zariski dense in \( Y \).

We now come to the definition of special points.

(i) A special point in \( \mathbb{H}^n \) is a point \( (z_1, \ldots, z_n) \in \mathbb{H}^n \) with \([\mathbb{Q}(z_i) : \mathbb{Q}] = 2\) for \( i = 1, \ldots, n \).

(ii) A special point in \( Y(1)^n \) is the image under \( j \) of a special point in \( \mathbb{H}^n \).

Equivalently, a special point in \( Y(1) \) is the \( j \)-invariant of an elliptic curve over \( \mathbb{C} \) with complex multiplication, and a special point in \( Y(1)^n \) is an \( n \)-tuple of such \( j \)-invariants. It is a classical fact that special points are algebraic integers, see Theorem 4, page 57 [30].

A geodesic subvariety of \( Y(1)^n \) is the image under \( j \) of a geodesic subvariety of \( \mathbb{H}^n \).

We let \( \Phi_N \in \mathbb{Z}[X,Y] \) denote the modular polynomial of order \( N \); for a definition and properties we refer to Chapter 5 [30]. Observe that if a relation \( z_j = gz_j \) holds for coordinates \( z_i, z_j \) on \( \mathbb{H}^n \), with \( g \in \text{GL}_2(\mathbb{Q})^+ \), then \( \Phi_N(x_i, x_j) \) holds, for a suitable \( N \), on the projection. By Proposition 3.1 [20], a geodesic subvariety of \( Y(1)^n \) may be equivalently defined as an irreducible component of the locus defined by requiring that certain coordinates be constant, and certain pairs of coordinates be related by some modular polynomial.

Special subvarieties are an important kind of geodesic subvarieties.

(i) A special subvariety of \( \mathbb{H}^n \) is a geodesic subvariety of \( \mathbb{H}^n \) for which \( Y_0 \) is empty or each coordinate of \( Y_0 \) is a special point of \( \mathbb{H} \).

(ii) A special subvariety of \( Y(1)^n \) is the image under \( j \) of a special subvariety in \( \mathbb{H}^n \).

One observes that

(i) A special point in \( \mathbb{H}^n \) is a special subvariety in \( \mathbb{H}^n \) of dimension 0.

(ii) A special point of \( Y(1)^n \) is a special subvariety of \( Y(1)^n \) of dimension 0.

Points \( z_1, z_2 \in \mathbb{H} \) will be called Hecke equivalent and said to be in the same Hecke orbit if there exists \( g \in \text{GL}_2(\mathbb{Q})^+ \) such that \( z_1 = gz_2 \). Points \( x_1, x_2 \in Y(1)(\mathbb{C}) \) will be called Hecke equivalent and said to be in the same Hecke orbit if there exist \( z_1, z_2 \in \mathbb{H} \) such that \( j(z_1) = x_1, j(z_2) = x_2 \), and \( z_1, z_2 \) are Hecke equivalent.

Let \( U \) be a finite subset of \( \{1, \ldots, n\} \times \mathbb{H} \). A point \( (z_1, \ldots, z_n) \in \mathbb{H}^n \) will be called \( U \)-special if, for each \( i = 1, \ldots, n \), either \( z_i \) is special or there exists \((i, u) \in U \) such that \( z_i \) is in the Hecke orbit of \( u \). A \( U \)-special subvariety of \( \mathbb{H}^n \) is a \( U \)-special point or a geodesic subvariety of \( \mathbb{H}^n \) of positive dimension that contains a \( u \)-special point. For such \( U \) write \( j(U) = \{(i, j(u)) : (i, u) \in U\} \). The image under \( j \) of a \( U \)-special point in \( \mathbb{H}^n \) is then a \( j(U) \)-special point of \( Y(1)^n \). The image under \( j \) of a \( U \)-special subvariety of \( \mathbb{H}^n \) is likewise a \( j(U) \)-special subvariety of \( Y(1)^n \).
2.2 Heights
Later we will recall results describing the distribution of rational points on definable sets. In order to formulate these we need to define suitable height functions.

The absolute logarithmic height $h(x)$ of an algebraic number $x$ is defined as follows. Let $P = a_dX^d + \cdots + a_0$ be a polynomial with integer coefficients and irreducible as an element of $\mathbb{Z}[X]$ with $a_d \neq 0$ and $P(x) = 0$. Then $P$ is defined uniquely up-to sign and we set

$$h(x) = \frac{1}{d} \log \left( |a_d| \prod_{P(x')=0} \max\{|1,|x'|\} \right)$$

where the product runs over the complex roots of $P$. Then $h(x)$ coincides with the height of the projective point $[1 : x]$ as in Chapter 1.5 [5], cf. also Proposition 1.6.6. The absolute exponential height is $H(x) = \exp h(x)$.

For example, if $p$ and $q$ are coprime integers with $q \neq 0$, then $H(p/q) = \max\{|p|,|q|\}$.

If $x = (x_1, \ldots, x_n) \in \mathbb{Q}^n$, we define $h(x) = \max\{h(x_1), \ldots, h(x_n)\}$ and $H(x) = \max\{H(x_1), \ldots, H(x_n)\}$.

Later on we need the height of matrices with algebraic coefficients and we obtain this by identifying a matrix with a point in a suitable power of $\mathbb{Q}$.

We simply call any of these various height functions the height.

2.3 o-minimal Structures, Definable Sets, and Rational Points
For an introduction to o-minimal structures see van den Dries’ book [15]. The notion originated in work of van den Dries [13] and Pillay-Steinhorn [42]. Here we give the briefest sketch and the formal definitions required to state the theorems we use.

A structure over $\mathbb{R}$ is a collection $\mathcal{S}$ of sets in $\mathbb{R}^n, n = 1, 2, \ldots$ with closure properties corresponding to definability in a suitable first order language. In particular $\mathcal{S}$ should contain every semi-algebraic set defined over $\mathbb{R}$ and be closed under Cartesian products, Boolean operations (i.e. finite union, finite intersection, and complement), and coordinate projections. This makes the structure rich enough to allow many constructions. It is o-minimal (“order-minimal”) if, notwithstanding these closure properties, the subsets of $\mathbb{R}$ that belong to $\mathcal{S}$ are all finite unions of points and (possibly unbounded) intervals. The formal definition is as follows.

A pre-structure is a sequence $\mathcal{S} = (\mathcal{S}_\nu : \nu \geq 1)$ where each $\mathcal{S}_\nu$ is a collection of subsets of $\mathbb{R}^\nu$. A pre-structure $\mathcal{S}$ is called a structure over $\mathbb{R}$ if, for all $\nu, \mu \geq 1$, the following conditions are satisfied.

(i) The set $\mathcal{S}_\nu$ is a Boolean algebra under the usual set-theoretic operations,

(ii) the set $\mathcal{S}_\nu$ contains every semi-algebraic subset of $\mathbb{R}^\nu$,

(iii) if $A \in \mathcal{S}_\nu$ and $B \in \mathcal{S}_\mu$ then $A \times B \in \mathcal{S}_{\nu + \mu}$, and

(iv) if $\mu \geq \nu$ and $A \in \mathcal{S}_\mu$ then $\pi(A) \in \mathcal{S}_\nu$, where $\pi : \mathbb{R}^\mu \to \mathbb{R}^\nu$ is projection onto the first $\nu$ coordinates.

If in addition,

(v) the boundary of every set in $\mathcal{S}_1$ is finite

then $\mathcal{S}$ is called an o-minimal structure over $\mathbb{R}$.

For brevity we usually drop the addition “over $\mathbb{R}$” when referring to structures or o-minimal structures. If $\mathcal{S}$ is a structure, and $Z \in \mathcal{S}_\nu$, we say $Z$ is definable in $\mathcal{S}$. Let $A \subset \mathbb{R}^\nu$ and $B \subset \mathbb{R}^\mu$ be
subsets. A function \( f : A \to B \) is said to be definable in \( \mathcal{G} \) if its graph \( \{(a,b) \in A \times B; \ b = f(a)\} \) is definable in \( \mathcal{G} \). If \( f : A \to B \) is definable in \( \mathcal{G} \) then \( A \) and the image of \( f \) are definable in \( \mathcal{G} \). By a definable family in \( \mathcal{G} \) we mean a set \( Z \subset \mathbb{R}^\nu \times \mathbb{R}^\mu \) definable in \( \mathcal{G} \), considered as the family of fibers

\[
Z_y = \{ x \in \mathbb{R}^\nu; (x,y) \in Z \}, \quad y \in \mathbb{R}^\mu.
\]

For brevity we will often omit reference to the structure when speaking of definable sets, functions, families, etc.

If \( Z \) is a definable family then the set \( Y = \{ y \in \mathbb{R}^\mu; Z_y \neq \emptyset \} \) is definable, so it will be immaterial whether we consider quantifications over \( Y \) or \( \mathbb{R}^\mu \). Note that we consider the fiber \( Z_y \) to be a subset of \( \mathbb{R}^\nu \), so any rationality considerations relate to the \( \mathbb{R}^\nu \)-coordinates and not to the coordinates of the parameter \( y \in \mathbb{R}^\mu \).

For our purposes it suffices to consider sets definable in the \( \Theta \)-minimal structure \( \mathbb{R}_{\text{an,exp}} \). The “exp” indicates that this structure contains the graph of exponential function \( \exp : \mathbb{R} \to \mathbb{R} \) while the “an” indicates that it contains the graphs of all restricted analytic functions \( f|_{[0,1]^n} : [0,1]^n \to \mathbb{R} \) where \( f \) is real analytic in a neighborhood of \( [0,1]^n \). The \( \Theta \)-minimality of \( \mathbb{R}_{\text{exp}} \), the smallest structure containing the graph of \( \exp \), is due to Wilkie [47]. That of \( \mathbb{R}_{\text{an}} \), the structure generated by restricted analytic functions, follows from Gabrielov’s theorem [22] as observed by van den Dries [14]. The \( \Theta \)-minimality of the structure \( \mathbb{R}_{\text{an,exp}} \) generated by their union is due to van den Dries and Miller [17], see also [16].

Let \( \text{Re}(z) \) and \( \text{Im}(z) \) denote real and imaginary part of a complex number \( z \). Using \( \text{Re}(z), \text{Im}(z) \) we may identify subsets of \( \mathbb{C}^n \) with subsets of \( \mathbb{R}^{2n} \). The set

\[
F = \{ z \in \mathbb{H}; |z| \geq 1, \ \text{Re}(z) \in [-1/2,1/2] \} \cup \{ z \in \mathbb{H}; |z| = 1, \ \text{Re}(z) \in (0,1/2) \}
\]

is a fundamental domain for the action of \( \text{SL}_2(\mathbb{Z}) \) on \( \mathbb{H} \), in other words it meets any orbit in precisely one point. Observe that \( F \) is a semi-algebraic subset of \( \mathbb{R}^2 \) under the above identification. The Cartesian product \( F^n \) is then a fundamental domain for the component-wise action of \( \text{SL}_2(\mathbb{Z})^n \) on \( \mathbb{H}^n \).

**Theorem 4.** The restriction \( j|_F : F \to \mathbb{C} \) is definable in \( \mathbb{R}_{\text{an,exp}} \).

This follows from a result of Peterzil and Starchenko [36] on definability of the Weierstrass \( \wp \)-function as a function of two variables. But is alternatively deduced from the \( q \)-expansion of the \( j \)-function.

Hence \( j|_{F^n} : F^n \to \mathbb{C}^n \) is a definable function and \( Z = j^{-1}(C) \cap F \) is a definable set. Indeed, all the definability properties we need follow from Theorem 2.1 combined with standard properties of \( \Theta \)-minimal structures (e.g. as set out in [15], [18]). So rather than working in \( \mathbb{R}_{\text{an,exp}} \) we could work in the (much smaller) \( \Theta \)-minimal structure generated by the graph of \( j \) restricted to \( F \) as a set in \( \mathbb{R}^2 \times \mathbb{R}^2 \).

A result of Wilkie and the second author [40] concerns rational points up to a given height on a set \( X \) definable in any \( \Theta \)-minimal structure. The result asserts that there are “few” such points that do not lie on some connected positive dimensional semi-algebraic set contained in \( X \). The result we will use here is a refinement articulated in [37].

For a positive integer \( k \) set

\[
X(k,T) = \{(x_1,\ldots,x_n) \in X; [\mathbb{Q}(x_i) : \mathbb{Q}] \leq k \text{ and } H(x_i) \leq T \text{ for } i = 1,\ldots,n \}.
\]

A definable semi-algebraic block or block of dimension \( w \) in \( \mathbb{R}^n \) is a connected definable set that is...
\(X \subset \mathbb{R}^n\) for which there is a semi-algebraic set \(A \subset \mathbb{R}^n\) such that every point in \(X\) has an open neighborhood in which it coincides with a smooth point of \(A\) of dimension \(w\).

A \textit{definable semi-algebraic block family} or \textit{block family} of dimension \(w\) in \(\mathbb{R}^n\) is a definable family \(W \subset \mathbb{R}^n \times \mathbb{R}^m\) such that for each \(y \in \mathbb{R}^m\) the fiber \(W_y\) is either empty or a block of dimension \(w\). For brevity we sometimes omit the reference to the dimension \(w\) below.

For example, a block of dimension 0 is a point; the set \(\{(x, y) \in \mathbb{R}^2; 0 < y < e^x\}\) is a block of dimension 2 and degree 1 in \(\mathbb{R}_{\exp}\); the collection \(X_{(a, b)} = \{(x, y) \in \mathbb{R}^2; a < x < b, 0 < y < e^x\}\), where \(a, b \in \mathbb{R}, a < b\) is a block family.

With these definitions we can state the form of the result we require. It shows that, given a definable set \(Z\) and \(\epsilon > 0\), the algebraic points with a fixed bounded degree \(d\) in \(Z\) up to height \(T\) are contained in \(c(Z, d, \epsilon)T^\epsilon\) blocks contained in \(Z\) that come from a finite number of block families; here \(c(Z, d, \epsilon) > 0\) is independent of \(T\). This result is even uniform over definable families, i.e. we have the following result.

**Theorem 5** (Theorem 3.6 [37]). Let \(X \subset \mathbb{R}^n \times \mathbb{R}^m\) be a definable family in some o-minimal structure over \(\mathbb{R}\) with fibers \(X_y, y \in \mathbb{R}^m\). Let \(\epsilon > 0\) and \(k \geq 1\). There is a finite number \(J(X, k, \epsilon)\) of block families

\[W^{(j)} \subset \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{\ell_j}, \quad j = 1, \ldots, J(X, k, \epsilon)\]

and a constant \(c(X, k, \epsilon)\) with the following properties.

(i) For all \((y, z) \in \mathbb{R}^m \times \mathbb{R}^{\ell_j}\) we have \(W_{(y, z)} \subset X_y\).

(ii) For all \(y \in \mathbb{R}^m\) and \(T \geq 1\) the set \(X_y(k, T)\) is contained in the union of at most

\[c(X, k, \epsilon)T^\epsilon\]

blocks of the form \(W^{(j)}_{(y, z)}\) for suitable \(j = 1, \ldots, J(X, k, \epsilon)\) and \(z \in \mathbb{R}^{\ell_j}\).

### 3. Algebraic Independence of Modular Logarithms

In this section we prove a weak version of Ax’s Theorem [3] for the modular \(j\)-function. The content of this section’s main result, Proposition 3.1, can be described as follows. If the restriction of a local inverse of \(j : \mathbb{H}^n \to \mathbb{C}^n\) to an irreducible curve in \(Y(1)^n\) takes values in a complex algebraic hypersurface of \(\mathbb{H}^n\), then the curve is contained in a geodesic subvariety of positive codimension. The proof uses a Hodge theoretic result of Andrè [1]. Daniel Bertrand has kindly suggested an alternative approach to the following proposition based on Deligne’s Corollaire 4.4.13 [12].

**Proposition 3.1.** Let \(C \subset Y(1)^n\) be an irreducible curve defined over \(\mathbb{C}\) and let \(z \in j^{-1}(C(\mathbb{C}))\). We assume that there exists a complex algebraic hypersurface of \(\mathbb{H}^n\) that contains a neighborhood of \(z\) in \(j^{-1}(C(\mathbb{C})) \subset \mathbb{H}^n\). Then \(C\) is contained in a geodesic subvariety of positive codimension.

For technical reasons much of the proof deals with curves in \(Y(2)^n\) where \(Y(2)\) is the modular curve \(\mathbb{P}^1 \setminus \{0, 1, \infty\}\) with level 2 structure. We will return to \(Y(1)\) by using the morphism \(Y(2)^n \to Y(1)^n\) which is defined component-wise by

\[Y(2)(\mathbb{C}) \ni \lambda \mapsto 28 \frac{(\lambda^2 - \lambda + 1)^3}{\lambda^2(\lambda - 1)^2}.\]

Any such \(\lambda\) leads to an elliptic curve in Legendre form with parameter \(\lambda\), i.e. the elliptic curve
Some Unlikely Intersections Beyond André-Oort

cut out by the cubic
\[ y^2 z - x(x - z)(x - \lambda z) \] (2)
in \( \mathbb{P}^2 \). The right-hand side of (1) is its \( j \)-invariant by Remark 1.4, page 87 [27]. If we regard \( \lambda \) as an independent, then the polynomial (2) determines a subvariety \( \mathcal{E} \subset \mathbb{P}^2 \times Y(2) \). Then \( \mathcal{E} \) is an abelian scheme over \( Y(2) \) where the structural morphism is the projection on the parameter. For \( \lambda \in Y(2)(\mathbb{C}) \) we set \( \mathcal{E}_\lambda \) to be the fiber of \( \mathcal{E} \to Y(2) \) above \( \lambda \). This is just the elliptic curve cut out by (2).

A period lattice of an abelian variety \( A \) defined over \( \mathbb{C} \) is a discrete subgroup \( \Omega \subset \mathbb{C}^{\dim A} \) of rank \( 2 \dim A \) such that \( A(\mathbb{C}) \) and \( \mathbb{C}^{\dim A}/\Omega \) are isomorphic complex tori. The period lattice is determined uniquely up-to homothety if \( A \) is a fiber of \( \mathcal{E} \to Y(2) \). We proceed by choosing such a lattice in this case.

Gauss’s hypergeometric function
\[ 2F_1 \left( \frac{1}{2}, \frac{1}{2}, 1, \lambda \right) = \sum_{n=0}^{\infty} \frac{(2n)!^2}{2^{4n} n!^4} \lambda^n \]
converges for \( \lambda \in \mathbb{C} \) with \( |\lambda| < 1 \). We use two holomorphic functions
\[ \omega_1(\lambda) = 2F_1 \left( \frac{1}{2}, \frac{1}{2}, 1, \lambda \right) \pi \quad \text{and} \quad \omega_2(\lambda) = 2F_1 \left( \frac{1}{2}, \frac{1}{2}, 1, 1 - \lambda \right) \pi i, \] (3)
they are both defined on
\[ \{ \lambda \in \mathbb{C}; \ |\lambda| < 1 \ \text{and} \ |1 - \lambda| < 1 \}. \] (4)

A loop \( l \) in any topological space represents an element \([l]\) of the corresponding fundamental group. The fundamental group \( \pi_1(Y(2)(\mathbb{C}), 1/2) \) is a free group of rank 2. Let \( l_0 \) and \( l_1 \) be loops based at 1/2 which circle around 0 and 1, respectively, precisely once counterclockwise without circling around 1 and 0, respectively. Then \([l_0] \) and \([l_1] \) generate \( \pi_1(Y(2)(\mathbb{C}), 1/2) \). For all \( \lambda \in Y(2)(\mathbb{C}) \) we fix once and for all a path leading from 1/2 to \( \lambda \). These choices enable us to identify \( \pi_1(Y(2)(\mathbb{C}), 1/2) \) with \( \pi_1(Y(2)(\mathbb{C}), \lambda) \); hence we consider \([l_0, l_1] \) as elements of any \( \pi_1(Y(2)(\mathbb{C}), \lambda) \). We define a group homomorphism \( \rho : \pi_1(Y(2)(\mathbb{C}), \lambda) \to \text{SL}_2(\mathbb{Z}) \) by setting
\[ \rho([l]) = \gamma_i \quad \text{with} \quad \gamma_0 = \begin{bmatrix} 1 & 2 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad \gamma_1 = \begin{bmatrix} 1 & 0 \\ -2 & 1 \end{bmatrix}. \] (5)
These matrices generate a subgroup \( \Gamma_2 \) of \( \text{SL}_2(\mathbb{Z}) \). One can show that \( \Gamma_2 \) has index 12 in \( \text{SL}_2(\mathbb{Z}) \). But we will only need the weaker fact that \( \Gamma_2 \) is infinite; indeed, neither matrix in (5) has finite order.

The next statement is classical.

**Lemma 3.1.** (i) If \( \lambda \) is in (4), then \( (\omega_2(\lambda), \omega_1(\lambda)) \) is a basis of a period lattice of \( \mathcal{E}_\lambda \). In particular, \( \omega_{1,2} \) are \( \mathbb{R} \)-linearly independent.

(ii) Both \( \omega_{1,2} \) have analytic continuations along any path in \( Y(2)(\mathbb{C}) \) with values constituting a basis of a period lattice of the corresponding \( \mathcal{E}_\lambda \). Moreover, \( \omega_2/\omega_1 \) has an analytic continuation along any path in \( Y(2)(\mathbb{C}) \) which takes values in \( \mathbb{H} \). Let \( \lambda \in Y(2)(\mathbb{C}) \), we continue \( \omega_{1,2} \) along the chosen path from 1/2 to \( \lambda \) and obtain a basis \( (\tilde{\omega}_2, \tilde{\omega}_1) \) of a period lattice of \( \mathcal{E}_\lambda \). Continuing \( \omega_{1,2} \) further along any loop \( l \) in \( Y(2)(\mathbb{C}) \) based at \( \lambda \) gives an action on this period lattice represented by \( \rho([l]) \) with respect to \( (\tilde{\omega}_2, \tilde{\omega}_1) \).
(iii) There is a holomorphic map \( u : \mathbb{H} \to Y(2)(\mathbb{C}) \) such that

\[
\begin{array}{ccc}
\mathbb{H} & \xrightarrow{u} & Y(2)(\mathbb{C}) \\
\downarrow j & & \downarrow \\
\mathbb{C} & \xrightarrow{\pi} & Y(1)(\mathbb{C})
\end{array}
\]

commutes; here the vertical arrow on the right is (1). An analytic continuation of \( \omega_2/\omega_1 \) along any path in \( Y(2)(\mathbb{C}) \) is locally a right-inverse of \( u \).

**Proof.** Part (i) follows from the discussion in Chapter 9.6 [27].

The fact that \( \omega_{1,2} \) have analytic continuation in part (ii) follows from Chapter 2.1 [21]. We remark that \( \omega_2(1/2)/\omega_1(1/2) = i \in \mathbb{H} \) with \( \omega_{1,2} \) as in (3). The same references imply the fact that such continuations again lead to period lattices and that \( \omega_2/\omega_1 \) takes values in \( \mathbb{H} \). It suffices to show the statement on the action of \( \pi_1(Y(2)(\mathbb{C}), \lambda) \) for the loops \( l_0 \) and \( l_1 \) based at \( \lambda = 1/2 \); this is done in Chapter 2.7.1 [21].

The third part is a consequence of the following observation; for details we refer to Chapter 9 [27]. For \( z \in \mathbb{H} \) let \( \wp(z) \) be the Weierstrass function attached to the lattice \( \mathbb{Z} + \mathbb{Z}z \). Then \( e_1(z) = \wp(z/2; z) \), \( e_2(z) = \wp(1/2; z) \), and \( e_3(z) = \wp((1 + z)/2; z) \) are holomorphic functions on \( \mathbb{H} \). For fixed \( z \), the Weierstrass function and its derivative satisfy the differential equation

\[
\wp'(z)^2 = 4\wp(z)^3 - g_2(z)\wp(z) - g_3(z)
\]

for some \( g_{2,3}(z) \in \mathbb{C} \). This equation determines an elliptic curve in Weierstrass form. Moreover, \( e_{1,2,3}(z) \) are the three distinct roots of \( 4T^3 - g_2(z)T - g_3(z) \). Hence we can define the holomorphic function \( u(z) = (e_3(z) - e_1(z))/(e_2(z) - e_1(z)) \in \mathbb{C} \setminus \{0, 1\} = Y(2)(\mathbb{C}) \) on \( \mathbb{H} \). Let us set \( T(\lambda) = \omega_2(\lambda)/\omega_1(\lambda) \) with \( \lambda \) in (4). Then \( E_u(T(\lambda)) \) is isomorphic to the complex torus \( \mathbb{C}/(\mathbb{Z} + \mathbb{Z}T(\lambda)) \).

So the right-hand side of (1) with \( \lambda \) replaced by \( u(T(\lambda)) \) equals \( j(T(\lambda)) \). This shows that (6) commutes on the open set \( \{T(\lambda); \lambda \in (4)\} \subset \mathbb{H} \). By analyticity the diagram commutes on all of \( \mathbb{H} \). But \( \mathbb{C}/(\mathbb{Z} + \mathbb{Z}T(\lambda)) \) is isomorphic to \( E_4(\mathbb{C}) \). Comparing \( j \)-invariants and a small calculation show \( u(T(\lambda)) = \lambda \). This identity must hold along any analytic continuation of \( T \). \( \square \)

Let \( C \subset Y(2)^n \) be an irreducible curve defined over \( \mathbb{C} \).

The set \( C^\text{ns} \) of smooth complex points of \( C \) carries the structure of a complex manifold. By abuse of notation we sometimes also consider \( C^\text{ns} \) as an irreducible algebraic curve. We let \( x = (\lambda_1, \ldots, \lambda_n) \in C^\text{ns} \) denote a base point, to be chosen later on. Each \( \lambda_i \) determines a basis \( (\tilde{\omega}_{i1}, \tilde{\omega}_{i2}) \) of a period lattice of \( E_4 \), as in Lemma 3.1(ii) using the fixed path from 1/2 to \( \lambda_i \). We set \( z = (\tilde{\omega}_{11}/\tilde{\omega}_{12}, \ldots, \tilde{\omega}_{11}/\tilde{\omega}_{12}) \in \mathbb{H}^n \). By abuse of notation we use \( u \) to denote the \( n \)-fold power \( \mathbb{H}^n \to Y(2)(\mathbb{C})^n \). Then \( u(z) = x \) by Lemma 3.1(iii).

We identify \( \pi_1(Y(2)^n(\mathbb{C}), x) \) with \( \prod_{i=1}^n \pi_1(Y(2)(\mathbb{C}), \lambda_i) \) in the natural way. Using \( \varphi \) we obtain a homomorphism \( \pi_1(Y(2)^n(\mathbb{C}), x) \to \text{SL}_2(\mathbb{Z})^n \). Finally, the inclusion \( C^\text{ns} \subset Y(2)^n(\mathbb{C}) \) induces a homomorphism \( \pi_1(C^\text{ns}, x) \to \pi_1(Y(2)^n(\mathbb{C}), x) \). We call the composition of these two homomorphisms \( \rho : \pi_1(C^\text{ns}, x) \to \text{SL}_2(\mathbb{Z})^n \).

The \( n \)-fold product \( E^n \to Y(2)^n \) is also an abelian scheme. We pull it back using the inclusion \( C^\text{ns} \subset Y(2)^n \) and obtain a new abelian scheme \( A \to C^\text{ns} \). The homomorphism \( \rho \) describes the action of \( \pi_1(C^\text{ns}, x) \) on the period lattice of the fiber \( A_x \) of \( A \to C^\text{ns} \) above \( x \) in terms of the basis \( (\tilde{\omega}_{11}v_1, \tilde{\omega}_{11}v_1, \ldots, \tilde{\omega}_{11}v_n, \tilde{\omega}_{11}v_n) \); here \( (v_1, \ldots, v_n) \) is the standard basis of \( \mathbb{C}^n \). Let us define \( \Gamma = \rho(\pi_1(C^\text{ns}, x)) \). Then \( \Gamma \) is a subgroup of \( \text{SL}_2(\mathbb{Z})^n \).
There is a natural identification of the period lattice of $\mathcal{A}_x$ with the homology group $H_1(\mathcal{A}_x(\mathbb{C}), \mathbb{Z})$. The action of $\pi_1(\mathbb{C}^{ns}, x)$ on $H_1(\mathcal{A}_x(\mathbb{C}), \mathbb{Z})$ is central in Hodge theory and can also be introduced coordinate-free. We have chosen to work with a fixed basis to make some calculations more explicit.

The group $\text{SL}_2(\mathbb{Z})^n$ acts on $\mathbb{H}^n$ by component-wise fractional linear transformations.

**Lemma 3.2.** Say there is a neighborhood of $z$ in $u^{-1}(\mathbb{C}(\mathbb{C}))$ that is contained in a complex algebraic hypersurface $\Sigma$ of $\mathbb{H}^n$. Then $\Gamma^T z \subset \Sigma$ where $^T$ means taking the transpose of all coordinates of all elements.

**Proof.** Let $[l] \in \pi_1(\mathbb{C}^{ns}, x)$ be represented by a loop $l : [0, 1] \to \mathbb{C}^{ns}$. We continue $\lambda \mapsto \omega_2(\lambda)/\omega_1(\lambda)$ analytically along each coordinate of $l$ as in Lemma 3.1(ii). This leads to a new path $[0, 1] \to \mathbb{H}^n$ starting at $z$. Each image point lies in $u^{-1}(\mathbb{C}^{ns})$ by Lemma 3.1(iii). By analyticity and because a neighborhood of $z$ in $u^{-1}(\mathbb{C}(\mathbb{C}))$ is contained in $\Sigma$ we conclude that the end point of the new path lies in $\Sigma$ too. If

$$\rho([l]) = \left( \begin{array}{cc} a_1 & b_1 \\ c_1 & d_1 \\ \vdots \\ a_n & b_n \\ c_n & d_n \end{array} \right)$$

then the bases $(\tilde{\omega}_{12}, \tilde{\omega}_{11})$ transform to

$$\begin{bmatrix} \tilde{\omega}_{12} \\ \tilde{\omega}_{11} \end{bmatrix} \begin{bmatrix} a_i & b_i \\ c_i & d_i \end{bmatrix}$$

and the quotients $\tilde{\omega}_{12}/\tilde{\omega}_{11}$ transform to

$$\begin{bmatrix} a_i & c_i \\ b_i & d_i \end{bmatrix} \frac{\tilde{\omega}_{12}}{\tilde{\omega}_{11}} \in \mathbb{H}.$$  

But these are the coordinates of $\rho([l])^T z$. We conclude the lemma since $[l]$ was arbitrary. \qed

We consider $\text{SL}_n$ and $\text{GL}_n$ as algebraic groups over $\mathbb{Q}$. For $i = 1, \ldots, n$ we let $p_i : \text{SL}_2^n \to \text{SL}_2$ denote the projection onto the $i$-th factor. The following lemma describes certain normal algebraic subgroups of $\text{SL}_2^n$.

**Lemma 3.3.** Let $G$ be a normal algebraic subgroup of $\text{SL}_2^n$. If $p_i(G) = \text{SL}_2$ for $i = 1, \ldots, n$, then $G = \text{SL}_2^n$.

**Proof.** Let us assume that the conclusion is false. By a result of Kolchin [29] there is $\alpha \in \text{SL}_2(\mathbb{C})$ such that

$$H(\mathbb{C}) = \{(g, \chi(g)\alpha g \alpha^{-1}) ; g \in \text{SL}_2(\mathbb{C})\} \quad \text{with} \quad \chi(g) \in \{\pm 1\}$$

where $H$ is the projection of $G$ onto two appropriate and distinct factors of $\text{SL}_2^n$. Now $H$ is normal in $\text{SL}_2^n$ since $G$ is normal in $\text{SL}_2^n$. For each triple $g, g', g'' \in \text{SL}_2(\mathbb{C})$ we have

$$(g', g'')(g, \chi(g)\alpha g \alpha^{-1})(g', g'')^{-1} \in H(\mathbb{C}),$$

or in other words,

$$\alpha g' g''^{-1} \alpha^{-1} = g'' \alpha g \alpha^{-1} g''^{-1}.$$  

This leads to a contradiction as follows. We first specialize $g = g'$ to see

$$\alpha g^{-1} = g''(\alpha g \alpha^{-1}) g''^{-1}$$

for all $g, g'' \in \text{SL}_2(\mathbb{C})$. So $\alpha g^{-1}$ is in $\{\pm 1\}$, the center of $\text{SL}_2(\mathbb{C})$, for all $g \in \text{SL}_2(\mathbb{C})$. This absurdity establishes our lemma. \qed
We regard the set of complex points of any variety defined over $\mathbb{C}$ as a complex analytic space [24]. In this article, all complex algebraic spaces are reduced.

**Lemma 3.4.** Let us assume that there is a neighborhood of a smooth point of dimension 1 of the complex analytic space $u^{-1}(C(\mathbb{C}))$ that is contained in a complex algebraic hypersurface of $\mathbb{H}^n$. Then $C$ is contained in a geodesic subvariety of positive codimension.

**Proof.** We may assume that no coordinate function is constant when restricted to $C$.

Two elliptic curves over $\mathbb{C}$ are isogenous if and only if their $j$-invariants are coordinates of a complex point of $Y(1)^2$ where some modular polynomial $\Phi_N$ vanishes. Say $1 \leq i < i' \leq n$, we recall that $x = (\lambda_1, \ldots, \lambda_n) \in C^{\text{ns}}$ is our base point which we have yet to fix. By considering the right-hand side of (1) we see that $\mathcal{E}_{\lambda_i}$ and $\mathcal{E}_{\lambda_i'}$ are isogenous if and only if

$$\Phi_N\left(2^8 \frac{\lambda_i^2 - \lambda_i + 1}{\lambda_i^2 (\lambda_i - 1)^2}, 2^8 \frac{\lambda_i'^2 - \lambda_i' + 1}{\lambda_i'^2 (\lambda_i' - 1)^2}\right) = 0$$

for some positive integer $N$.

If such a relation holds identically on $C^{\text{ns}}$ for some $N$, then it holds identically on $C$ and we are done. So let us assume the contrary; we explain now how this leads to a contradiction.

A single relation (8) holds for only finitely many points on $C$. So there are at most countably many points on $C(\mathbb{C})$ for which there exist a positive integer $N$ and $1 \leq i < i' \leq n$ with (8). No coordinate function restricted to $C$ is constant so there are at most countably many points on $C(\mathbb{C})$ having some coordinate correspond to an elliptic curve with complex multiplication.

Let $z$ be a smooth point of the complex analytic space $u^{-1}(C(\mathbb{C}))$ with $\dim_z u^{-1}(C(\mathbb{C})) = 1$. We may assume that $u(z) \in C^{\text{ns}}$ and even that $u(z)$ lies outside a prescribed countable subset of $C^{\text{ns}}$. Without loss of generality, no two coordinates of $u(z)$ correspond to isogenous elliptic curves and no coordinate of $u(z)$ is special. We fix $x = u(z)$.

We consider the restriction of the $i$-th projection $Y(2)^n \to Y(2)$ to $C^{\text{ns}}$. After replacing $C^{\text{ns}}$ and $Y(2)$ by sufficiently small Zariski open and non-empty subsets we obtain a finite unramified covering of Riemann surfaces. Thus, the image of the induced homomorphism $\pi_1(C^{\text{ns}}, x) \to \pi_1(Y(2)(\mathbb{C}), x_i)$ has finite index in $\pi_1(Y(2)(\mathbb{C}), x_i)$. If we map the image of $\pi_1(C^{\text{ns}}; x)$ using the surjective homomorphism $\varphi : \pi_1(Y(2)(\mathbb{C}), \lambda_i) \to \Gamma_2$ we get $p_i(\Gamma)$. Then $p_i(\Gamma)$ has finite index in $\Gamma_2$. Let $\tilde{\Gamma}$ denote the Zariski closure of $\Gamma$ in $\text{SL}_2^0$. This is an algebraic group with unit component $\Gamma^0$. Now $\Gamma^0$ has finite index in $\tilde{\Gamma}$, so $\Gamma^0 = \Gamma \cap \Gamma^0$ has finite index in $\Gamma$. It follows that $p_i(\Gamma^0)$ has finite index in $\Gamma_2$ and is therefore an infinite group. We conclude that $p_i(\Gamma^0)$ is an algebraic group with

$$\dim p_i(\Gamma^0) \geq 1.$$  \hspace{1cm} (9)

Further down we will even show

$$\Gamma^0 = \text{SL}_2^0,$$  \hspace{1cm} (10)

but for this we need some Hodge theory.

The fiber of $A \to C^{\text{ns}}$ above $x$ is a product $A = \mathcal{E}_{\lambda_1} \times \cdots \times \mathcal{E}_{\lambda_n}$ of pairwise non-isogenous elliptic curves without complex multiplication. We recall the comments made after the proof of Lemma 3.1; there we constructed the period lattice $\Omega \subset \mathbb{C}^n$ of $A$ together with a basis $\mathcal{B}$. Moreover, the action of $\pi_1(C^{\text{ns}}, x)$ on $\Omega$ with respect to $\mathcal{B}$ is given by $\rho$. Now $\mathcal{B}$ is also an $\mathbb{R}$-basis of $\mathbb{C}^n$, so the $\mathbb{R}$-vector space $\Omega \otimes \mathbb{R}$ carries the structure of a $\mathbb{C}$-vector space. In particular, the group $\mathbb{C} \setminus \{0\}$ acts on $\Omega \otimes \mathbb{R}$. This action and $\mathcal{B}$ define a representation $\mathbb{C} \setminus \{0\} \to \text{GL}_{2n}(\mathbb{R})$. The smallest algebraic subgroup of $\text{GL}_{2n}$ defined over $\mathbb{Q}$ containing the image of this representation
is the *Mumford-Tate group* $\text{MT}(A)$ of $A$. In our situation $\text{MT}(A) \subset \text{GL}_2^n$ where the latter is embedded diagonally in $\text{GL}_2$. A result of Imai [28] implies

$$\text{SL}_2^n \subset \text{MT}(A).$$ \hfill (11)

For an algebraic group $G$ let $G^{\text{der}}$ denote its derived group $(G, G)$. André’s Theorem 1 [1] states that $\Gamma^0$ is a normal subgroup of $\text{MT}(A)^{\text{der}}$. Let us first determine $\text{MT}(A)^{\text{der}}$. Indeed, $\text{MT}(A)^{\text{der}}$ is a normal algebraic subgroup of $\text{MT}(A)$ and $\text{MT}(A)^{\text{der}} \subset \text{SL}_2^n$. From (11) we conclude that $\text{MT}(A)^{\text{der}}$ is normal in $\text{SL}_2^n$. We also derive $p_i(\text{MT}(A)^{\text{der}}) \supset p_i((\text{SL}_2^n)^{\text{der}}) = \text{SL}_2^n$ and latter is a normal subgroup of $\text{SL}_2$. However, the only normal subgroups of $\text{SL}_2$ are $\{1\}, \{\pm 1\}$, and $\text{SL}_2$. The first two can be excluded since $\text{SL}_2/\text{SL}_2^{\text{der}}$ is commutative. Hence $p_i(\text{MT}(A)^{\text{der}}) = \text{SL}_2$ for $i = 1, \ldots, n$. Lemma 3.3 implies $\text{MT}(A)^{\text{der}} = \text{SL}_2^n$.

André’s result tells us that $\Gamma^0$ is normal in $\text{SL}_2^n$ and hence $p_i(\Gamma^0)$ is normal in $\text{SL}_2$. From the list of normal algebraic subgroups of $\text{SL}_2$ and (9) we see $p_i(\Gamma^0) = \text{SL}_2$. Lemma 3.3 applies again and we conclude $\Gamma^0 = \text{SL}_2^n$. This establishes (10).

Let $\Sigma$ be as in the hypothesis. By Lemma 3.2 we have $\Gamma^T z \subset \Sigma$. We consider the embedding $\mathbb{H}^n \subset (\mathbb{P}^1)^n(\mathbb{C})$ defined component-wise by $z' \mapsto [z':1]$ and let $\text{SL}_2(\mathbb{Z})^n$ act component-wise linearly on $((\mathbb{P}^1)^n(\mathbb{C})$ such that the restriction to $\mathbb{H}^n$ of this action is the usual one. This new action extends to an algebraic action of $\text{SL}_2^n$ on $(\mathbb{P}^1)^n$. The Zariski closure $\tilde{\Sigma}$ of $\Sigma$ in $(\mathbb{P}^1)^n$ satisfies $\tilde{\Sigma} \neq (\mathbb{P}^1)^n$ and the Zariski closure $\tilde{\Gamma}^T$ of $\Gamma^T$ in $\text{GL}_2^n$ satisfies $\tilde{\Gamma}^T z \subset \tilde{\Sigma}$. But $\tilde{\Gamma}^T \subset \text{SL}_2^n$ by (10). We have a contradiction since $\text{SL}_2(\mathbb{C})^n$ acts transitively on $(\mathbb{P}^1)^n(\mathbb{C})$.

\textbf{Proof of Proposition 3.1.} Let $C$ and $z \in j^{-1}(C(\mathbb{C}))$ be as in the hypothesis. The holomorphic map $j : \mathbb{H}^n \to \mathbb{C}^n$ is open since each factor is open. So the restriction $j|_{j^{-1}(C(\mathbb{C}))} : j^{-1}(C(\mathbb{C})) \to C(\mathbb{C})$ is open. It is also finite at all points of its domain by the comment on page 64 [24] and because $j$ has discrete fibers. By the corollary on page 105 of the same reference we find $\dim_z j^{-1}(C(\mathbb{C})) = 1$.

The map given by (1) determines a morphism of affine curves $Y(2) \to Y(1)$. This morphism is quasi-finite, i.e., its fibers are finite. Therefore, the $n$-fold product $f : Y(2)^n \to Y(1)^n$ is also quasi-finite. Say $C_1 \cup \cdots \cup C_r$ is the decomposition of $f^{-1}(C)$ into irreducible components. By Lemma 3.1(iii) we have $j^{-1}(C(\mathbb{C})) = u^{-1}(C_1(\mathbb{C})) \cup \cdots \cup u^{-1}(C_r(\mathbb{C}))$. Without loss of generality we may assume $\dim_z u^{-1}(C_1(\mathbb{C})) = 1$. After replacing $z$ by a sufficiently close point we may also assume that $z$ is a smooth point of $u^{-1}(C_1(\mathbb{C}))$ and that some neighborhood of $z$ in $u^{-1}(C_1(\mathbb{C}))$ is in a hypersurface of $\mathbb{H}^n$. Clearly, we must have $\dim C_1 \geq 1$. But $f$ is quasi-finite and $f(C_1) \subset C$, so $C_1$ is a curve too. The result follows from Lemma 3.4 applied to $C_1$.

\section{4. Lower Bounds for Galois Orbits}

In this section we establish lower bounds for Galois orbits of points in the intersection of a curve with $S^{[2]}$ and $S^{\text{ass},[2]}$.

Our first lemma relies on the André-Oort Conjecture for curves in $Y(1)^2$. This result is known unconditionally by work of André [2] or by the second author [39].

\textbf{Lemma 4.1.} Let $C \subset Y(1)^n$ be an irreducible curve defined over $\overline{\mathbb{Q}}$ that is not contained in a special subvariety of positive codimension. Then

$$\{(x_1, \ldots, x_n) \in C(\overline{\mathbb{Q}}); \; \text{there are} \; 1 \leq i \neq i' \leq n \; \text{with} \; x_i \; \text{and} \; x_{i'} \; \text{special} \} \hfill (12)$$

is finite.
Oort Conjecture it is either a horizontal line, a vertical line, or the set of zeros of $Φ$.

The next lemma gives a lower bound for Galois orbits for points in $C ∩ S^{[2]}$ if $C$ is an asymmetric curve. If one could drop the assumption on asymmetry here, even at the cost of replacing $1/6$ by a smaller positive constant, then one would be able to drop the assumption on asymmetry in Theorem 1.

**Lemma 4.2.** Let $C ⊂ Y(1)^n$ be an irreducible asymmetric curve defined over $\overline{Q}$ that is not contained in a special subvariety of positive codimension. Let $Σ$ be the finite set (12). There exists a constant $c = c(C) > 0$ with the following property. Let $i_1, i_2, i_3, i_4 ∈ \{1, \ldots, n\}$ with $i_1 ≠ i_2$ and $i_3 ≠ i_4$; if $X_{i_1}|C$ and $X_{i_2}|C$ are both non-constant we shall additionally assume $\{i_1, i_2\} ≠ \{i_3, i_4\}$. If $x = (x_1, \ldots, x_n) ∈ C(\overline{Q}) \setminus Σ$ such that there exist positive integers $M$ and $N$ with $Φ_M(x_{i_1}, x_{i_2}) = Φ_N(x_{i_3}, x_{i_4}) = 0$, then

$$[Q(x) : Q] ≥ c \max\{M, N\}^{1/6}.$$ 

**Proof.** Below, $c_1, c_2, \ldots$ denote positive constants which may depend on $C$ but not on $x, M,$ and $N$. They will determine our final constant $c$. Let $i_1, \ldots, i_4, x = (x_1, \ldots, x_n), M,$ and $N$ be as in the hypothesis. We write $d_k = \deg(X_{i_k}|C)$ for $k = 1, \ldots, 4$.

We remark that $d_1 = d_2 = 0$ is impossible. Indeed, otherwise $X_{i_1}|C$ and $X_{i_2}|C$ would be constant with values $x_{i_1}$ and $x_{i_2}$, respectively. Now $Φ_M(x_{i_1}, x_{i_2}) = 0$ implies that $C$ is contained in a special subvariety of positive codimension, a contradiction. For the same reason we cannot have $d_3 = d_4 = 0$. If $d_1$ or $d_2$ is zero, then $d_1 ≠ d_2$. If both are non-zero then $\{i_1, i_2\} ≠ \{i_3, i_4\}$ by hypothesis. After possibly permuting $\{i_1, i_2\}$ and $\{i_3, i_4\}$ we may assume $d_1 ≠ d_2$ since our curve is asymmetric. So we have $d_1 ≠ d_2$ in any case; we may even assume $d_1 ≥ d_2 + 1 ≥ 1$ after exchanging $i_1$ and $i_2$.

We define $C' ⊂ Y(1)^2$ as the Zariski closure of the projection of $C$ onto the $i_1$-st and $i_2$-nd coordinates. Then $C'$ is an irreducible variety of dimension at most 1. But it must be a curve since $X_{i_1}|C$ is non-constant. We use $X$ and $Y$ to denote the two coordinate functions on $Y(1)^2$. By considering function fields, the pair $(d_1, d_2)$ is $(\deg(X|C'), \deg(Y|C'))d_0$ with $d_0$ a positive integer. Hence $C'$ is cut out by an irreducible polynomial $A ∈ \overline{Q}[X, Y]$ with $\deg Y = \deg(X|C') = d_1/d_0$ and $\deg X = \deg(Y|C') = d_2/d_0$.

By hypothesis we have $Φ_M(x_{i_1}, x_{i_2}) = 0.$ Before coming to degree lower bounds we need a sufficiently strong height upper bound for $h(x_{i_1})$ and $h(x_{i_2})$ in terms of $M$. To do this we follow the lines of the proof of Theorem 1.1 [26].

It is known from work of Siegel and Néron that

$$d_0^{-1}|h(x_{i_1})d_2 - h(x_{i_2})d_1| = |h(x_{i_1})| \deg X A - h(x_{i_2}) \deg Y A| ≤ c_1 \max\{1, h(x_{i_1}), h(x_{i_2})\}^{1/2};$$

for a proof see Theorem A.1 [25]. (The case $\deg X A = 0$ is formally not covered by this reference. If $\deg X A = 0$, then we may take $A = Y - x_{i_2}$ and so $d_2 = 0$. In this case inequality (13) is easy to show.)

On the other hand, there are elliptic curves $E_1$ and $E_2$ defined over the number field $\mathbb{Q}(x_{i_1}, x_{i_2})$ with $j$-invariants $x_{i_1}$ and $x_{i_2}$, respectively. Let $h_F(E_1)$ and $h_F(E_2)$ denote their semi-stable
Faltings height. Silverman’s comparison estimate between Faltings height and height of the \( j \)-invariant implies

\[
|h(x_{i_1}) - 12h_F(E_1)| \leq c_2 \log \max\{2, h(x_{i_1})\},
\]

(14)

The same inequality holds for the pair \( x_{i_2}, E_2 \). Moreover, \( \Phi_M(x_{i_1}, x_{i_2}) = 0 \) is equivalent to saying that there is an isogeny with cyclic kernel of order \( M \) between \( E_1 \) and \( E_2 \). By a result of Faltings, cf. Corollary 2.1.4 [44], we have

\[
|h_F(E_1) - h_F(E_2)| \leq \frac{1}{2} \log M.
\]

This estimate and (14) imply

\[
|h(x_{i_1}) - h(x_{i_2})| = |h(x_{i_1}) - 12h_F(E_1) - (h(x_{i_2}) - 12h_F(E_2)) + 12(h_F(E_1) - h_F(E_2))| \leq |h(x_{i_1}) - 12h_F(E_1)| + |h(x_{i_2}) - 12h_F(E_2)| + 12|h_F(E_1) - h_F(E_2)|
\]

\[
\leq 2c_2 \log \max\{2, h(x_{i_1}), h(x_{i_2})\} + 6 \log M.
\]

(15)

The inequalities \( d_1 \geq d_2 + 1 \) and \( h(x_{i_1}) \geq 0 \) give

\[
h(x_{i_1}) \leq h(x_{i_1})(d_1 - d_2) = h(x_{i_1})d_1 - h(x_{i_2})d_1 + h(x_{i_2})d_1 - h(x_{i_1})d_2
\]

\[
\leq |h(x_{i_1}) - h(x_{i_2})|d_1 + |h(x_{i_2})d_1 - h(x_{i_1})d_2|.
\]

We insert (15) and (13) into this inequality to obtain

\[
h(x_{i_1}) \leq c_3 \left( \log M + \max\{1, h(x_{i_1}), h(x_{i_2})\}^{1/2} \right).
\]

(16)

Since \( d_1 \geq 1 \) we may use (13) again to deduce \( h(x_{i_2}) \leq c_4(1 + h(x_{i_1})) \). So the contribution of \( h(x_{i_2}) \) to the bound in (16) is harmless. We obtain

\[
h(x_{i_1}) \leq c_5 \max\{1, \log M\}.
\]

(17)

We apply (14) again to conclude

\[
h_F(E_1) \leq c_6 \max\{1, \log M\}.
\]

(18)

Enter isogeny estimates. By Pellarin’s Théorème 2 [35] there exists an isogeny \( E_1 \to E_2 \) of degree \( M' \) with

\[
M' \leq c_7 |\mathbb{Q}(x_{i_1}, x_{i_2}) : \mathbb{Q}|^{1} \max\{1, h_F(E_1)\}.
\]

Using the bound (18) leads to

\[
M' \leq c_8 |\mathbb{Q}(x_{i_1}, x_{i_2}) : \mathbb{Q}|^{5} \max\{1, \log M\}.
\]

(19)

We remark that any upper bound for \( M' \) which is polynomial in the product

\[
|\mathbb{Q}(x_{i_1}, x_{i_2}) : \mathbb{Q}| \max\{1, h_F(E_1)\}
\]

leads to a version of this lemma which is strong enough to imply Theorem 1. For example, instead of Pellarin’s bound we could also apply a variant of David’s earlier estimate [11].

Recall that \( x \notin \Sigma \), so \( E_1 \) and \( E_2 \) cannot both have complex multiplication. But these elliptic curves are isogenous, so neither has complex multiplication. The group of all homomorphisms \( E_1 \to E_2 \) is generated by any cyclic isogeny, cf Lemma 3.2 [26]. In particular, \( M \leq M' \). Inequality (19) implies \( M \leq c_8 |\mathbb{Q}(x_{i_1}, x_{i_2}) : \mathbb{Q}|^{5} \max\{1, \log M\}^{2} \). A simple calculation leads to

\[
M \leq c_9 |\mathbb{Q}(x_{i_1}, x_{i_2}) : \mathbb{Q}|^{6} \leq c_9 |\mathbb{Q}(x) : \mathbb{Q}|^{6}
\]

(20)
and this is the first half of our claim. It remains to find a similar bound for \( N \).

Let \( C'' \subset Y(1)^2 \) be the Zariski closure of the projection of \( C \) to the \( i_1 \)-st and \( i_3 \)-rd coordinates. Since \( d_1 \neq 0 \) we see that \( C'' \) is an irreducible curve. Using an argument similar to the one given around (13) we deduce \(|d_1 h(x_{i_3}) - d_3 h(x_{i_4})| \leq c_{10} \max \{1, h(x_{i_1}), h(x_{i_2}) \}^{1/2} \). Hence

\[
h(x_{i_3}) \leq c_{11} \max \{1, h(x_{i_1})\} \leq c_{12} \max \{1, \log M\}
\]

(21) follows from (17) and \( d_1 \geq 1 \). As above there are elliptic curves \( E_3 \) and \( E_4 \) defined over \( \mathbb{Q}(x_{i_3}, x_{i_4}) \) whose \( j \)-invariants equal \( x_{i_3} \) and \( x_{i_4} \), respectively. Just as above we deduce that \( E_3 \) and \( E_4 \) cannot have complex multiplication. Since \( \Phi_N(x_{i_3}, x_{i_4}) = 0 \) there is an isogeny \( E_3 \rightarrow E_4 \) with cyclic kernel of order \( N \). Using Silverman’s result comparing \( h(x_{i_3}) \) and \( 12h_F(E_3) \) together with (21) leads to \( h_F(E_3) \leq c_{13} \max \{1, \log M\} \). We apply Pellarin’s isogeny estimate in a similar manner as above to deduce \( N \leq c_{14} [\mathbb{Q}(x_{i_3}, x_{i_4}) : \mathbb{Q}]^5 \max \{1, \log M\}^2 \leq c_{14} [\mathbb{Q}(x) : \mathbb{Q}]^5 \max \{1, \log M\}^2 \).

This is nearly the equality we are looking for, it remains to treat the factor \( \max \{1, \log M\}^2 \). But this is at most \( c_{15} [\mathbb{Q}(x) : \mathbb{Q}] \) by (20). \( \square \)

If \( x \in Y(1)(\mathbb{C}) \) we define \( \Delta(x) \in \mathbb{Z} \) to be the discriminant of the endomorphism ring of an elliptic curve with \( j \)-invariant equal to \( x \). For example, if \( x \) is special then \( \Delta(x) \leq -3 \) and if \( x \) is not special, then \( \Delta(x) = 1 \).

In Lemma 4.4 below we give a lower bound for Galois orbits of points in the intersection of a curve with \( S^{ass}[2] \), the union of all non-strongly special subvarieties of codimension at least 2. The presence of one coordinate which is special enables us to drop the condition on asymmetry. Indeed, the following lemma controls the height of this coordinate. Its proof relies on a generalization of the Chowla-Selberg formula by Nakkajima and Taguchi [34] and a classical estimate for Siegel Zeros. The referee has pointed out that the following estimate follows from a result of Breuer [7] if \( \epsilon = 1/2 \).

**Lemma 4.3.** Let \( \epsilon > 0 \), there is a constant \( c = c(\epsilon) > 0 \) such that if \( x \in Y(1)(\mathbb{Q}) \) is special then \( h(x) \leq c |\Delta(x)|^\epsilon \).

**Proof.** In this proof \( c_1, c_2, \ldots \) denote positive constants that depend only on \( \epsilon \).

Let \( E \) be an elliptic curve with \( j \)-invariant \( x \). We may write \( \Delta(x) = f^2 \Delta \) where \( \Delta < 0 \) is the fundamental discriminant and \( f \geq 1 \) an integer. Let \( \chi(\cdot) = (\Delta) \) be the Kronecker symbol and \( L(\chi, s) \) the Dirichlet \( L \)-function associated to \( \chi \). Latter is an entire function and non-zero at \( s = 1 \).

A consequence of Nakkajima and Taguchi’s aforementioned result is

\[
h_F(E) = \frac{1}{4} \log(f^2 |\Delta|) + \frac{1}{2} \frac{L'(\chi, 1)}{L(\chi, 1)} - \frac{1}{2} \sum_{p | f} e(p) \log p - \frac{\gamma}{2} - \frac{\log(2\pi)}{2}
\]

where \( h_F(E) \) is again the semi-stable Faltings height of \( E \), \( \gamma \) is Euler’s constant, and \( e(p) \geq 0 \); cf. Lemma 4.1 [26]. So

\[
h_F(E) \leq \frac{1}{4} \log |\Delta(x)| + \frac{1}{2} \frac{L'(\chi, 1)}{L(\chi, 1)}.
\]

(22)

By Remark 1 on page 515 [23] we have

\[
\frac{L'(\chi, 1)}{L(\chi, 1)} \leq \frac{1}{1 - \beta} + c_1 \log |\Delta|
\]

(23)

where \( \beta \in (0, 1) \) is a Siegel Zero, if such a thing exists, if not then (23) holds without the term \((1 - \beta)^{-1}\). In the form case, Siegel’s Theorem, page 126 [10], tells us that there is \( c_2 \) such that
\[ \beta \leq 1 - c_2|\Delta|^{-\epsilon}. \] This bound together with (22) and (23) enables us to deduce \( h_F(E) \leq c_3|\Delta_E|^{\epsilon} \) regardless of whether a Siegel Zero exists or not.

Silverman’s bound for \(|h(x) - 12h_F(E)|\), which already appear above in (14), completes the proof. \( \square \)

**Lemma 4.4.** Let \( C \subset Y(1)^n \) be an irreducible curve defined over \( \overline{\mathbb{Q}} \) that is not contained in a special subvariety of positive codimension. Let \( \Sigma \) be the finite set (12). There exists a constant \( c = c(C) > 0 \) with the following property. Let \( i_1, i_2, i_3 \in \{1, \ldots, n\} \) be pairwise distinct. If \( x = (x_1, \ldots, x_n) \in C(\overline{\mathbb{Q}}) \setminus \Sigma \) such that \( x_{i_1} \) is special and such that there is a positive integer \( N \) with \( \Phi_N(x_{i_2}, x_{i_3}) = 0 \), then

\[ [\mathbb{Q}(x) : \mathbb{Q}] \geq c \max\{|\Delta(x_{i_1})|, N\}^{1/6}. \]

**Proof.** In this proof \( c_1, c_2, \ldots \) denote positive constants that depend only on \( C \) but not on \( x \). Let \( i_1, i_2, i_3, x = (x_1, \ldots, x_n) \), and \( N \) be as in the hypothesis.

There is an irreducible polynomial \( A \in \overline{\mathbb{Q}}[X, Y] \) such that \( A(x_{i_1}|_C, x_{i_2}|_C) = 0 \). We have \( \deg_Y A \geq 1 \). Indeed, otherwise \( A \) would be linear and in one variable \( X \). Then the \( i_1 \)-st coordinate of any point in \( C(\overline{\mathbb{Q}}) \) would be \( x_{i_1} \). This is impossible since \( x_{i_1} \) is special and because \( C \) is not contained in a special subvariety of positive codimension.

As in (13) we have \( |h(x_{i_1})\deg_X A - h(x_{i_2})\deg_Y A| \leq c_1 \max\{1, h(x_{i_1}), h(x_{i_2})\}^{1/2} \). Since \( \deg_Y A \geq 1 \) we may estimate \( h(x_{i_1}) \leq c_2 \max\{1, h(x_{i_1})\} \). But \( x_{i_1} \) is special by hypothesis and so Lemma 4.3 with \( \epsilon = 1/6 \) yields

\[ h(x_{i_1}) \leq c_3|\Delta(x_{i_1})|^{1/6}. \]  

The algebraic numbers \( x_{i_2} \) and \( x_{i_3} \) are related by \( \Phi_N(x_{i_2}, x_{i_3}) = 0 \). Moreover, neither one is special since we are assuming \((x_1, \ldots, x_n) \notin \Sigma\).

We now follow a similar line of argumentation as around (19) and thus give less details. First we apply Silverman’s height comparison result (14). We obtain from (24) an upper bound, linear in \(|\Delta(x_{i_1})|^{1/6} \), for the semi-stable Faltings height of an elliptic curve with \( j \)-invariant \( x_{i_2} \). We then apply Pellmarin’s isogeny estimate to bound the degree of an isogeny between elliptic curves with \( j \)-invariant equal to \( x_{i_2} \) and \( x_{i_3} \). Because these elliptic curves do not have complex multiplication we obtain

\[ N \leq c_4[\mathbb{Q}(x_{i_2}, x_{i_3}) : \mathbb{Q}]^5|\Delta(x_{i_1})|^{1/3}. \]

The degree \( [\mathbb{Q}(x_{i_1}) : \mathbb{Q}] \) is the class number of the endomorphism ring of an elliptic curve with \( j \)-invariant \( x_{i_1} \), cf. Chapters 10 and 11 [9]. The discriminant of this ring is \( \Delta(x_{i_1}) = f^2 \Delta \) with \( \Delta < 0 \) a fundamental discriminant and \( f \geq 1 \) an integer. Using Theorem 7.24 [9] we can express

\[ [\mathbb{Q}(x_{i_1}) : \mathbb{Q}] = G_f \frac{w}{w_{\sqrt{\Delta}}} \prod_{p|f} \left(1 - \left(\frac{\Delta}{p}\right) \frac{1}{p}\right) \]

where \( G \) is the class number of \( \mathbb{Q}(\sqrt{\Delta}) \), \( w \in \{1, 2, 3\} \), and \( p \) runs over the prime divisors of \( f \). Now

\[ f \prod_{p|f} \left(1 - \left(\frac{\Delta}{p}\right) \frac{1}{p}\right) \geq f \prod_{p|f} \left(1 - \frac{1}{p}\right) = \varphi(f), \]

where \( \varphi \) is Euler’s totient function. It is well-known that \( \varphi(f) \geq c_5f^{2/3} \). Using Siegel’s Theorem, cf. Chapter 21 [10], we can bound \( G \geq c_6|\Delta|^{1/2-1/6} \); this crude bound will be perfectly sufficient for our purposes.
Putting these estimates together leads to \(|\Delta(x_{i_1})| \leq c_7[\mathbb{Q}(x_{i_1}) : \mathbb{Q}]^3\). First we use it to obtain the upper bound for \(|\Delta(x_{i_1})|\) in the assertion. But we can also combine it with (25) to get
\[
N \leq c_4 c_7^{1/3}[\mathbb{Q}(x_{i_2}, x_{i_3}) : \mathbb{Q}]^5[\mathbb{Q}(x_{i_1}) : \mathbb{Q}] \leq c_8[\mathbb{Q}(x) : \mathbb{Q}]^6.
\]

5. Synthesis

In this section, if not stated otherwise, definable will mean definable in the o-minimal structure \(\mathbb{R}_{\text{an,exp}}\).

5.1 Technicalities

Recall that the of height of \(\alpha \in \text{Mat}_2(\mathbb{Q})\) is its height when regarded as an element of \(\mathbb{Q}^4\). If \(\alpha, \beta \in \text{Mat}_2(\mathbb{Z})\), then the triangle inequality implies \(H(\alpha \beta) \leq 2H(\alpha)H(\beta)\). We often use this elementary inequality without further mention.

If \(z \in \mathbb{H}\) is algebraic, then, since we have identified \(\mathbb{H}\) with a subset of \(\mathbb{R}^2\) the height \(H(z)\) is by definition \(\max\{H(\text{Re}(z)), H(\text{Im}(z))\}\).

The next lemma will be used to effectively bring any element of \(\mathbb{H}\) into the fundamental domain \(F\). Its elementary proof uses the function
\[
D(z) = \max\{|1, \text{Re}(z)|, \text{Im}(z)^{-1}\} \quad \text{for} \quad z \in \mathbb{H}.
\]
The result is slightly stronger than Proposition 5.2 of [37], which gives a similar bound in terms of \(D^* (z) = \max\{|1, |z|, \text{Im}(z)^{-1}\}\), which would suffice for the immediate purposes.

**Lemma 5.1.** There exists an absolute constant \(c > 0\) with the following property. If \(z \in \mathbb{H}\) there is \(\rho \in \text{SL}_2(\mathbb{Z})\) with \(H(\rho) \leq cD(z)^9\) such that \(\rho z \in F\).

**Proof.** Say \(z = x + yi\) with \(x, y \in \mathbb{R}\) and \(y > 0\). Let us first assume \(y \leq 1/2\). Let us define \(Q = y^{-1/2} > 1\). By a classical result of Dirichlet, page 1 [8], there are integers \(c, d \in \mathbb{Z}\) with \(1 \leq c < Q\) and \(|cx + d| \leq Q^{-1}\). Without loss of generality we may assume that \(c, d\) are coprime. There are integers \(a, b \in \mathbb{Z}\) with \(\max\{|a|, |b|\} \leq \max\{|c|, |d|\}\) and \(ad - bc = 1\). We define \(\beta = \begin{bmatrix} a & b \\ c & d \end{bmatrix}\) and note \(H(\beta) = \max\{|c|, |d|\}\). Now \(|c| < y^{-1/2} \leq D(z)^{1/2}\) and \(|d| \leq |c||x| + Q^{-1} \leq D(z)^{1/2}|x| + 1 \leq 2D(z)^{3/2}\), so
\[
H(\beta) \leq 2D(z)^{3/2}. \tag{26}
\]
We have \(|\beta z| = |az + b|/|cz + d|\). If \(c \neq 0\), then \(|cz + d| \geq |\text{Im}(cz + d)| = |c||\text{Im}(z)| \geq D(z)^{-1}\). But \(|cz + d| \geq D(z)^{-1}\) also holds for \(c = 0\). We have the useful inequality \(|z|^2 \leq x^2 + 1/4 \leq 2D(z)^2\). Now, \(|az + b| \leq |a||z| + |b| \leq 2|a|D(z) + |b| \leq 3H(\beta)D(z)\) and so combining the bounds from above we get \(|\beta z| \leq 3H(\beta)D(z)^2 \leq 6D(z)^{7/2}\). For the imaginary part we have \(\text{Im}(\beta z) = \text{Im}(z)|cz + d|^{-2} = y((cx + d)^2 + c^2y^2)^{-1} \geq y(Q^{-2} + Q^2y^2)^{-1} = y(y + y)^{-1}\), so
\[
\text{Im}(\beta z) \geq \frac{1}{2}. \tag{27}
\]
We use \(|cz + d| \geq D(z)^{-1}\) again to deduce
\[
|\text{Re}(\beta z)| = \left| \frac{bd + x(ad + bc) + ac|z|^2}{|cz + d|^2} \right| \leq 4H(\beta)^2D(z)^2 \max\{1, |x|, |z|^2\}. \tag{28}
\]
This leads to \(|\text{Re}(\beta z)| \leq 8H(\beta)^2D(z)^4\). We recall (26) to conclude
\[
|\text{Re}(\beta z)| \leq 32D(z)^7. \tag{29}
\]
Now if $y > 1/2$, then (26), (27), and (29) hold with $\beta$ the identity matrix.

There is one $b' \in \mathbb{Z}$ with $\text{Re}(\beta z) + b' \in [-1/2, 1/2)$. Let $\gamma = \begin{bmatrix} 1 & b' \\ 0 & 1 \end{bmatrix}$, then $\text{Re}(\gamma \beta z) \in [-1/2, 1/2)$ and $\text{Im}(\gamma \beta z) \geq 1/2$. Now $|b'| \leq |\text{Re}(\beta z)| + 1/2 \leq 33D(z)^{17/2}$ by (29), so $H(\gamma) = \max \{1, |b'| \} \leq 33D(z)^{7}$. Finally, we conclude that $\delta \gamma \beta z \in F$ for $\delta$ one of

$$
\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \text{ or } \begin{bmatrix} \pm 1 & -1 \\ 1 & 0 \end{bmatrix};
$$

of course, $H(\delta) = 1$.

It follows that the product $\rho = \delta \gamma \beta \in \text{SL}_2(\mathbb{Z})$ satisfies $\rho z \in F$. We have $H(\rho) \leq 2H(\delta)H(\gamma \beta) \leq 4H(\gamma)H(\beta) \leq 264D(z)^{17/2}$ using the height estimates derived above. \hfill \Box

The precise bound for $H(\rho)$ above is not so important. For our applications it suffices to bound the height polynomially in $D(z)$.

**Lemma 5.2.** There exists an absolute constant $c > 0$ with the following property. Let $x_1, x_2 \in Y(1)(\mathbb{C})$ with $\Phi_N(x_1, x_2) = 0$ for some integer $N \geq 1$ and $z_1, z_2 \in F$ with $j(z_i) = x_i$. There exist $\alpha \in \text{Mat}_2(\mathbb{Z})$ such that

$$
\det \alpha = N, \quad z_2 = \alpha z_1, \quad \text{and } H(\alpha) \leq cN^{10}.
$$

**Proof.** By Chapter 5.2 [30] there are coprime and non-negative integers $a, b, d$ with $ad = N$ and $0 \leq b < d$ such that $z_2$ and $z = (az_1 + b)/d$ are in the same $\text{SL}_2(\mathbb{Z})$-orbit. Since $z_1 \in F$ we have $|\text{Re}(z_1)| \leq 1/2$ and $\text{Im}(z_1) \geq 1/2$. We bound $|\text{Re}(z)| \leq a|\text{Re}(z_1)|/d + b/d \leq a/(2d) + 1 \leq N/2 + 1 \leq 2N$. Next we estimate the imaginary part $\text{Im}(z) = a\text{Im}(z_1)/d \geq a/(2d) \geq 1/(2N)$. So $D(z) \leq 2N$. By Lemma 5.1 there is an absolute constant $c' > 0$ and $\rho \in \text{SL}_2(\mathbb{Z})$ with $\rho z \in F$ and $H(\rho) \leq c'D(z)^9 \leq 2^9c'N^9$. But the elements $\rho z$ and $z_2$ of the fundamental domain are in the same $\text{SL}_2(\mathbb{Z})$-orbit, so $z_2 = \rho z$. This lemma follows with

$$
\alpha = \rho \begin{bmatrix} a & b \\ 0 & d \end{bmatrix}
$$

since $H(\alpha) \leq 2H(\rho) \max \{a, b, d\} \leq c'2^{10}N^{10}$. \hfill \Box

We recall that if $x \in Y(1)(\mathbb{C})$ is special, then $\Delta(x)$ is the discriminant of the endomorphism ring of an elliptic curve with $j$-invariant equal to $x$. The estimate in the following lemma is a variant of one in Proposition 5.7 of [37].

**Lemma 5.3.** Let $z \in F$ be special. Then $[\mathbb{Q}(z) : \mathbb{Q}] = 2$ and $H(z) \leq 2|\Delta(j(z))|$. 

**Proof.** The statement on the degree of $z$ over $\mathbb{Q}$ follows by definition.

Let $a, b, c \in \mathbb{Z}$ be coprime integers with $a \geq 1$ and $az^2 + bz + c = 0$. It follows from Theorem 1, page 90 [30] that $|\Delta(j(z))| = 4ac - b^2 > 0$. Now $\text{Re}(z) = -b/(2a)$ and $\text{Im}(z) = |\Delta(j(z))|^{1/2}/2a$. The fact that $z \in F$ implies $|\text{Re}(z)| \leq 1/2$ and $\text{Im}(z) \geq 1/2$ and hence

$$
|b| \leq a \leq |\Delta(j(z))|^{1/2}.
$$

(30)

By definition of the height we have $H(\text{Re}(z)) \leq \max \{2a, |b| \}$ and $H(\text{Im}(z)) \leq 2a|\Delta(j(z))|^{1/2}$. We now apply (30) to deduce $H(\text{Re}(z)) \leq 2|\Delta(j(z))|^{1/2}$ and $H(\text{Im}(z)) \leq 2|\Delta(j(z))|$; this implies the desired bound for $H(z)$. \hfill \Box
5.2 Two Pairs of Linked Coordinates

**Proposition 5.1.** Let $C \subset Y(1)^n$ be an irreducible asymmetric curve defined over $\overline{\mathbb{Q}}$ that is not contained in a special subvariety of positive codimension. Let $i_1, i_2, i_3, i_4 \in \{1, \ldots, n\}$ with $i_1 \neq i_2$, $i_3 \neq i_4$ and $\{i_1, i_2\} \neq \{i_3, i_4\}$. There are only finitely many $(x_1, \ldots, x_n) \in C(\overline{\mathbb{Q}})$ for which there exist positive integers $M$ and $N$ with

$$\Phi_M(x_{i_1}, x_{i_2}) = \Phi_N(x_{i_3}, x_{i_4}) = 0. \quad (31)$$

**Proof.** Let

$$Z = j^{-1}(C(\mathbb{C})) \cap F^n.$$  

Then $Z$ is definable. For each $\alpha, \beta \in \text{GL}_2(\mathbb{R})^+$ the set

$$Y_{\alpha, \beta} = \{(z_1, \ldots, z_n) \in \mathbb{H}^n; \ z_{i_2} = \alpha z_{i_1} \text{ and } z_{i_4} = \beta z_{i_3}\}$$

is definable; indeed semi-algebraic in the real coordinates.

We claim we may assume that $Y_{\alpha, \beta} \cap Z$ is finite for all possible $\alpha, \beta$. The difficulty here lies in the fact that $\alpha$ and $\beta$ need not have rational coefficients. Indeed, assuming the contrary there are $\alpha$ and $\beta$ with $Y_{\alpha, \beta} \cap Z$ infinite. This intersection is definable and has positive dimension. Hence it contains uncountably many points. The larger set $Y_{\alpha, \beta} \cap j^{-1}(C(\mathbb{C}))$ is certainly uncountable as well. But this intersection is now a complex analytic subset of $\mathbb{H}^n$; as such, it contains a smooth $z$ point of dimension at least 1. Using the same argument as in the proof of Proposition 3.1 we find that the complex analytic space $j^{-1}(C(\mathbb{C}))$ has dimension 1 at all points. By comparing dimensions, some neighborhood of $z$ in $j^{-1}(C(\mathbb{C}))$ is contained in $Y_{\alpha, \beta} \cap j^{-1}(C(\mathbb{C}))$. The algebraic relation $z_{i_2} = \alpha z_{i_1}$ holds on this neighborhood. Let $C' \subset Y(1)^2$ be the projection of $C$ onto the $i_1$-st and $i_2$-nd coordinates of $Y(1)^n$. Surely, $\dim C' \leq 1$. If $\dim C' = 0$ then $C$ cannot contain any point satisfying the first equality (31) simply because it is not contained in a special subvariety of positive codimension. The proposition holds in this case. So we may assume $\dim C' = 1$. By the argument above, $j^{-1}(C'(\mathbb{C}))$ contains a neighborhood inside a hypersurface of $\mathbb{H}^n$. We invoke Proposition 3.1 to conclude that $C'$ is inside a geodesic subvariety of positive codimension. This geodesic subvariety cannot be special by hypothesis. So either the $i_1$-st or the $i_2$-nd coordinate is constant on $C'$. The assumption that $Y_{\alpha, \beta} \cap Z$ is infinite forces the other coordinate to be constant too. Hence $\dim C' = 0$, a contradiction.

Now $Y_{\alpha, \beta}$ is a fiber of the definable family

$$Y = \{(z_1, \ldots, z_n, \alpha, \beta) \in \mathbb{H}^n \times \text{GL}_2(\mathbb{R})^+ \times \text{GL}_2(\mathbb{R})^+; \ z_{i_2} = \alpha z_{i_1}, \ z_{i_4} = \beta z_{i_3}\}.$$  

By o-minimality there is a uniform finite bound for the number of points in any $Y_{\alpha, \beta} \cap Z$. Consider the definable set

$$X = \{(\alpha, \beta) \in \text{GL}_2(\mathbb{R})^+ \times \text{GL}_2(\mathbb{R})^+; \ Y_{\alpha, \beta} \cap Z \neq \emptyset\}.$$  

Suppose now that $x = (x_1, \ldots, x_n) \in C(\overline{\mathbb{Q}})$ as in the hypothesis. Excluding a finite number of points as in Lemma 4.1, we may suppose that $x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}$ are not special. We use

$$L = \max\{M, N\}$$

to measure the complexity of the special subvariety containing $x$. In the following, $\delta = 1/6$, and $c_1, c_2, \ldots$ denote positive constants that may depend on $C$ but not on $M, N$, and are not related to earlier choices of these constants.

In order to prove the proposition, it is enough to show that $L$ is bounded in terms of $C$ only. So we will assume that $L$ is sufficiently large and aim at a contradiction.
According to Lemma 4.2, \( x \) has at least 
\[ c_1 L^\delta \]
conjugates \( x' \) over \( \mathbb{Q} \), and some fixed proportion, depending only on the degree over \( \mathbb{Q} \) of a field of definition for \( C \), of these lie again on \( C \). The conjugates \( x' = (x'_1, \ldots, x'_n) \) are also points with \( \Phi_M(x'_{i_1}, x'_{i_2}) = \Phi_N(x'_{i_3}, x'_{i_4}) = 0 \) and so lead to the same complexity.

Each such \( x' \) has a pre-image \((z_1, \ldots, z_n) \in Z\), and by Lemma 5.2 we can find \( \alpha, \beta \in \text{GL}_2(\mathbb{Q})^+ \) with height at most 
\[ c_2 L^{c_3} \]
such that \( z_{i_2} = \alpha z_{i_1} \) and \( z_{i_4} = \beta z_{i_3} \). The rational point \((\alpha, \beta)\) is in \( X \).

So \( X \) contains at least \( c_4 L^\delta \) rational points up to height \( c_2 L^{c_3} \), corresponding to at least \( c_4 L^\delta \) distinct intersections of the corresponding geodesic subvarieties with \( Z \). By Theorem 5 with \( \epsilon = \delta/(2c_3) \), the rational points on \( X \) up to height \( c_2 L^{c_3} \) lie on at most 
\[ c_5 L^{\delta/2} \]
blocks \( W_z^{(j)} \) from a finite number of block families \( W^{(j)} \) with \( j = 1, \ldots, J \). These block families depend only on \( X \) and the choice of \( \epsilon = \delta/(2c_3) \).

Let \( W_z^{(j)} \) be a fiber of one of these families. Each point \((\alpha, \beta)\in W_z^{(j)}\) corresponds to a set \( Y_{\alpha,\beta} \) whose intersection with \( Z \) is a set of uniformly bounded cardinality, independently of \( \alpha, \beta \).

For \( j = 1, \ldots, J \) we can find finitely many definable functions \( f_{z,i}^{(j)} : W_z^{(j)} \to Y_{\alpha,\beta} \cap Z \), here \( i \) runs over a finite index set depending on \( j \), definable as a family of functions over all the blocks in the family \( W^{(j)} \), that parameterize all the points in the intersections \( Y_{\alpha,\beta} \cap Z \). That is, for every \( j \), every \( z \) in the parameter set for \( W^{(j)} \) and all \((\alpha, \beta)\in W_z^{(j)} \) we have \( \bigcup_i f_{z,i}^{(j)}(\alpha, \beta) = Y_{\alpha,\beta} \cap Z \). Every \( Y_{\alpha,\beta} \) with \((\alpha, \beta)\in W_z^{(j)} \) intersects \( Z \), so we may assume the \( f_{z,i}^{(j)} \) are defined on all \( W_z^{(j)} \). They are then once continuously differentiable outside some lower dimensional subset \( S_z^{(j)} \), which is the fiber of a definable family \( S^{(j)} \). If \( W_z^{(j)} \setminus S_z^{(j)} \) has any points that are not regular of highest dimension they constitute a set of smaller dimension than \( W_z^{(j)} \), definable over the family, and we add them to \( S_z^{(j)} \).

Let now \( W_z^{(j)} \) be one of the blocks afforded by Theorem 5 containing rational points of \( X \). Suppose there is a point in \( W_z^{(j)} \setminus S_z^{(j)} \) where the differential of one of the \( f_{z,i}^{(j)} \) is non-zero. Then there is a semi-algebraic curve in \( W_z^{(j)} \) on which the intersection with \( Z \) is non-constant.

We soon split up into cases depending on the set \( I \) of indices \( \{i_1, i_2, i_3, i_4\} \) for which the corresponding coordinate function is non-constant on \( C \). But first we observe that \( I \) contains two distinct elements, one in \( \{i_1, i_2\} \) and the other in \( \{i_3, i_4\} \); indeed otherwise (31) would force \( C \) to be contain in a special subvariety of positive codimension. Let \( C' \subset Y(1)^{\#I} \) be the Zariski closure of the projection of \( C \) onto the coordinates in \( I \). We have \( \dim C' = 1 \).

Let us treat the case \( I = \{i_1, i_2, i_3, i_4\} \); none of the coordinate functions in question is constant on \( C \). The union of the \( Y_{\alpha,\beta} \) over the complexification of the semi-algebraic curve from above about some nonsingular point is in a hypersurface of \( \mathbb{H}^n \) that intersects \( Z \) in uncountably many points. The projection of this hypersurface to the coordinates in \( I \) is a hypersurface of \( \mathbb{H}^4 \). Moreover, it meets uncountable many points of \( j^{-1}(C'(\mathbb{C})) \). And by an argument as in the beginning of this proof we see it contains a neighborhood in \( j^{-1}(C'(\mathbb{C})) \). By Proposition 3.1 we conclude that \( C' \) is in a geodesic subvariety of positive codimension. This is impossible since
no coordinate function is constant on \( C' \) and since \( C \) is not in a special subvariety of positive codimension.

Note that this would not lead to a contradiction if the \( Y_{\alpha,\beta} \) were hypersurfaces, i.e. of codimension 1 rather than 2. For then the union over a one-parameter complex family could be all of \( \mathbb{H}^n \). It is here where we need that the points in Theorem 1 are contained in a special subvariety of codimension at least 2.

Now let us consider the case \( \#I = 3 \) and \( i_3 \not\in I \), say. The set of points \( \{(z, \alpha z, \beta z)\} \) where \( (\alpha, \beta) \) runs over the semi-algebraic curve given above and \( z \) runs over \( \mathbb{H} \) is contained in a hypersurface of \( \mathbb{H}^3 \). This hypersurface contains uncountably many points of \( j^{-1}(C'(\mathbb{C})) \) because the \( i_3 \)-rd coordinate is constant on \( C \). So the hypersurface contains a neighborhood in \( j^{-1}(C'(\mathbb{C})) \).

We again apply Proposition 3.1 and arrive at a contradiction. The more general case \( \#I = 3 \) and \( x_i \not\in I \) follows along the same lines.

In a similar manner one treats the remaining case \( \#I = 2 \).

So each \( f^{(j)}_{z,1} \) must have vanishing differential at all points outside \( S^{(j)}_z \). Then all the \( f^{(j)}_{z,i} \) are constant on each connected component of \( W^{(j)}_z \) \( \setminus S^{(j)}_z \), which are regular of highest dimension at every point. The corresponding intersections with \( Z \) are constant and account for at most \( c_6 L^{\delta/2} \) points, i.e. at most a uniformly bounded constant times the number of blocks. But we have at least \( c_7 L^\delta \) intersection points in \( Z \) to account for.

Therefore there is a set \( S^{(j)}_z \) with at least \( c_8 L^\delta \) rational points up to height \( c_9 L^{c_3} \), corresponding to at least \( c_9 L^\delta \) distinct intersection points in \( Z \) for all sufficiently large \( L \). We repeat the application of Theorem 5 to obtain block families containing the rational points for the fibers in the families \( S^{(j)} \). The dimensions of the sets are decreasing. So if \( L \) is sufficiently large in terms of the constants involved in the induction, they depend only on \( C \), we must eventually find a non-constant function \( f \) parameterizing the intersection points with \( Z \). Otherwise we would contradict the lower bound for the number of intersection points in \( Z \). But that leads to a contradiction of Proposition 3.1 as above. Therefore, \( L \) is bounded in terms of \( C \). \( \square \)

### 5.3 One Special Coordinate and One Linked Pair

Observe that in the following proposition we do not assume that \( C \) is asymmetric.

**Proposition 5.2.** Let \( C \subset Y(1)^n \) be an irreducible curve defined over \( \mathbb{Q} \) that is not contained in any special subvariety of positive codimension. Let \( i_1, i_2, i_3, j_1, j_2 \in \{1, \ldots, n\} \) be pairwise distinct. There are only finitely many \( (x_1, \ldots, x_n) \in C(\mathbb{Q}) \) with \( x_{i_1} \) special and for which there is a positive integer \( N \) with \( \Phi_N(x_2, \ldots, x_n) = 0 \).

**Proof.** The argument is similar, with just a slight elaboration for the special coordinate. Let \( \delta = 1/6 \) and let \( c_1, c_2, \ldots \) denote positive constants that depend on \( C \) only, unrelated to previous choices for these constants. We take the definable sets

\[
Z = j^{-1}(C(\mathbb{C})) \cap F^n, \\
Y_{a,\alpha} = \{(z_1, \ldots, z_n) \in \mathbb{H}^n; \ z_{i_1} = a, z_{i_3} = \alpha z_{i_2}\}, \\
Y = \{(z_1, \ldots, z_n, a, \alpha) \in \mathbb{H}^n \times \mathbb{H} \times \text{GL}_2(\mathbb{R})^+; \ z_{i_1} = a, z_{i_3} = \alpha z_{i_2}\}, \\
X = \{(a, \alpha) \in \mathbb{H} \times \text{GL}_2(\mathbb{R})^+; \ Y_{a,\alpha} \cap Z \neq \emptyset\}.
\]

Suppose \( x = (x_1, \ldots, x_n) \) is as in the hypothesis. A good notion of complexity for the special subvariety containing \( x \) is \( L = \max\{|\Delta(x_1)|, N\} \). According to Lemma 4.4, the point \( (x_1, \ldots, x_n) \) has at least \( c_1 L^\delta \) conjugates \( (x'_1, \ldots, x'_n) \) over \( \mathbb{Q} \), of which some fixed proportion lie again on \( C \).
This gives rise, via Lemma 5.2 for pre-images in $F$ of $(x'_{i_2}, x'_{i_3})$ and Lemma 5.3 for the pre-images in $F$ of $x_{i_1}'$ to at least $c_2L^2$ points $(a, \alpha) \in X$. By Lemma 5.3 real and imaginary parts of $a$ are quadratic of height at most $2L$, and $\alpha$ is rational of height at most $c_4L^{c_4}$. We now apply Theorem 5 to the quadratic points on $X$ to get our block families, and complete the argument as in the proof of Proposition 5.1. \hfill \Box

5.4 Proof of Theorems 1 and 2

Proof of Theorem 1. A special subvariety of codimension at least 2 is contained in a special subvariety of codimension 2. The latter is defined by two equations, each one of which either asserts that some coordinate is special, or links two coordinates by a modular polynomial. Because $C$ is assumed to be defined over $\overline{\mathbb{Q}}$ and since its intersection with any special subvariety of positive codimension is finite we have $C(\mathbb{C}) \cap S^{[2]} \subset C(\overline{\mathbb{Q}})$. The various cases that may occur are dealt with by the preceding propositions.

Specifically, for any choice of two distinct pairs of distinct indices $\{i_1, i_2\}, \{i_3, i_4\}$, the number of points $(x_1, \ldots, x_n)$ satisfying $\Phi_M(x_{i_1}, x_{i_2}) = 0, \Phi_N(x_{i_3}, x_{i_4}) = 0$ for some $M, N$ is finite by Proposition 5.1. The case where one coordinate $x_{i_1}$ is special and two others $x_{i_3}, x_{i_3}$ are linked by a modular relation is dealt with in Proposition 5.2. The case where two coordinates $x_{i_1}, x_{i_2}$ are special reduces to the André-Oort conjecture, as observed in Lemma 4.1. This completes the proof of Theorem 1. \hfill \Box

Proof of Theorem 2. The proof proceeds as for Theorem 1, but since we restrict attention to special but not strongly special subvarieties of codimension at least 2 we need not consider the case of two pairs of coordinates linked by modular relations. The remaining cases do not require $C$ to be asymmetric. This completes the proof of Theorem 2. \hfill \Box

6. The Mordell Conjecture in $Y(1)^n$

Before commencing the proof of Theorem 3, we observe a special case of Lemma 4.2. Suppose $u \in Y(1)(\overline{\mathbb{Q}})$ is non-special. There is a constant $c(u) > 0$ such that if $x \in \overline{\mathbb{Q}}$ and $N \geq 1$ with $\Phi_N(x, u) = 0$ then $[\mathbb{Q}(x) : \mathbb{Q}] \geq c(u)N^{1/6}$. This follows from Lemma 4.2 by considering the curve $C$ in $Y(1)^2$ whose second coordinate is constant $u$ and $\{i_1, i_2\} = \{i_3, i_4\} = \{1, 2\}$. This lower bound may also be proved by a direct application of the Masser-Wüstholz isogeny estimates in the form proved by Pellarin or by using Serre’s Open Image Theorem [45].

Proof of Theorem 3. As usual, definable means definable in $\mathbb{R}_{\text{an,exp}}$, if not stated otherwise.

Since special points and the $u$ for $(i, u) \in U$ are in $\overline{\mathbb{Q}}$, we may assume that $V$ is defined over $\overline{\mathbb{Q}}$. We use the lower bound for Galois orbits observed above combined with the methods of [37] and [38]. In the following, $\delta = 1/6$ while $c_1, c_2, \ldots$ denote positive constants that may depend at most on $C$ and $U$.

Consider first the case that $U$ is a set of the form $\{(1, u_1), \ldots, (n, u_n)\}$ with each $u_i$ non-special. Set $u = (u_1, \ldots, u_n)$. A point $x = (x_1, \ldots, x_n) \in Y(1)^n(\overline{\mathbb{Q}})$ is called $u$-special if, for each coordinate $x_i$, there is an $N_i$ such that $\Phi_{N_i}(x_i, u_i) = 0$. And since the $u_i$ are non-special the $N_i$ are unique. I.e. for the moment we exclude special points and allow just one Hecke orbit for each coordinate. A geodesic subvariety in $Y(1)^n$ is called $u$-special if it contains a $u$-special point.

We combine the uniformization

$$j : \mathbb{H}^n \to \mathbb{C}^n$$
with the semi-algebraic map

$$\theta : \left( \text{GL}_2(\mathbb{R})^+ \right)^n \to \mathbb{H}^n, \quad (g_1, \ldots, g_n) \mapsto (g_1 \sigma_1, \ldots, g_n \sigma_n),$$

where the $\sigma_i$ are $j$-pre-images of the $u_i$. We can take $\sigma_i \in F$ (although up to some fixed $\text{SL}_2(\mathbb{Z})$ transformations this makes no difference). A famous result of Schneider states that $z \in \mathbb{H}$ and $j(z)$ are both algebraic only if $z$ is imaginary quadratic, cf. Theorem 6.3 [4]. Since the $u_i$ are algebraic but not special, the $\sigma_i$ are transcendental, but the rationality will now come from the coordinates in $\left( \text{GL}_2(\mathbb{R})^+ \right)^n$. A pre-image of a $u$-special point gives rise to a rational pre-image under $\theta$. The fact that there are multiple (even an algebraic family of) pre-images does not matter since all the rational points up to a specified height are contained in the blocks afforded by Theorem 5.

We have the definable set $Z = j^{-1}(V(\mathbb{C})) \cap F^n$. The map $\theta$ is definable, so

$$X = \theta^{-1}(Z)$$

is a definable set. For a $u$-special point $x \in Y(Y(1))^n(\overline{\mathbb{Q}})$, we use the complexity

$$L = L(x) = \max\{N_1, \ldots, N_n\}.$$

Since $V$ is defined over $\overline{\mathbb{Q}}$ and by Lemma 5.5, if $x \in V(\overline{\mathbb{Q}})$ then $x$ has at least $c_1 L^\delta$ conjugates $x'$ also on $V$.

Each conjugate has a pre-image in $Z$, and by Lemma 5.2 it has a pre-image of the form $(g_1 \sigma_1, \ldots, g_n \sigma_n)$ where $g_i \in \text{GL}_2(\mathbb{Q})^+$ have height at most $c_2 L^{c_3}$ for some absolute $c_3$. This gives rise to at least

$$c_1 L^\delta$$
rational points of height at most $c_2 L^{c_3}$ on $X$, corresponding to at least $c_1 L^\delta$ different points in $Z$.

We apply Theorem 5 to $X$ with $\epsilon = \delta/(2c_3)$. The rational points up to height $c_2 L^{c_3}$ are contained in at most

$$c_4 L^{\delta/2}$$

blocks. The images of a block under $\theta$ is a finite union of a uniformly bounded number of blocks in $Z$, and these blocks in $Z$ contain the pre-image points of the $x^{(i)}$ in $Z$.

By Theorem 6.8 of [37], the maximal algebraic subvarieties of $j^{-1}(V)$ are geodesic. In particular there can be at most

$$c_4 L^{\delta/2}$$

blocks that reduce to points, and so at most that number of points that do not lie on some positive dimensional geodesic subvariety, which we may take to be $u$-special (the non-$u$-special ones do not contain any $u$-special points).

The incompatibility of the upper and lower bounds gives the conclusion that $L$ is bounded if we assume that there are no $u$-special subvarieties of positive dimension contained in $V$. The rest of the proof is the same as the corresponding parts of Sections 10 and 11 of [37]. By Proposition 10.2 of [37], only finitely many geodesic subvarieties occur, up to “translation”, meaning the choice of any fixed coordinates. For each such geodesic subvariety, the $u$-special translations of it contained in $V$ correspond to special points on some lower-dimensional “quotient” variety. The proof that $V$ contains only finitely many maximal $u$-special subvarieties is completed as in Theorem 11.2 and Section 11.3. of [37] by an induction.
Let us now consider a more general situation. Let $S$ be a subset of $\{1, \ldots, n\}$, possibly empty, and $u : S \to \overline{\mathbb{Q}}$ a map. A point $(x_1, \ldots, x_n) \in Y(1)^n(\mathbb{C})$ is called $u$-special if $x_i$ is in the Hecke orbit of $u(i)$ for each $i \in S$, and $x_i$ is special for all other $i$. A $u$-special subvariety of $Y(1)^n$ is a $u$-special point or a geodesic subvariety of positive dimension that contains at least one $u$-special point.

Permute the coordinates of $Y(1)^n$ so that $S = \{1, \ldots, m\}$. We may assume $m > 0$ or the assertion is just André-Oort. We take the uniformization

$$\left(\text{GL}_2(\mathbb{R})^+\right)^m \times \mathbb{H}^{n-m} \to \mathbb{H}^n \to Y(1)^n$$

where the left map on the $\text{GL}_2(\mathbb{R})^+$ factors sends $g_i$ to $g_i\sigma_i$, and is the identity on the remaining factors and the right map is $\pi$. The left map is semi-algebraic and therefore definable. Let $Z = \pi^{-1}(V)$, definable, and $X$ its pre-image in $(\text{GL}_2(\mathbb{R})^+)^m \times \mathbb{H}^{n-m}$. Then $X$ is definable, and $u$-special points in $V$ give rise to points in $X$ that are rational in the first $n$ factors and quadratic in the other factors. The proof in this case proceeds combining the proof above with the proof in [37].

By an obvious combinatorial argument one can allow each coordinate to come from a finite set of Hecke orbits rather than a single Hecke orbit. This completes the proof of Theorem 3.

We remark that, following [37], we can replace the factors $Y(1)$ in Theorem 1.3 by modular curves $Y(\Gamma_i) = \Gamma_i \backslash \mathbb{H}$ for any congruence subgroups $\Gamma_1, \ldots, \Gamma_n$ of $\text{SL}_2(\mathbb{Z})$, and we can further, as in [37], combine the statement with the Manin-Mumford Conjecture for abelian varieties over $\overline{\mathbb{Q}}$ or with Manin-Mumford for products of linear tori and elliptic curves defined over $\overline{\mathbb{Q}}$. It would be interesting to see if one could allow finite generation also in the other factors and establish the “Mordell-Lang” statement for such $X$.
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