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Abstract

We prove a generalisation of the Grothendieck-Riemann-Roch theorem, which is

valid for any proper and flat morphism between noetherian and separated schemes of

odd characteristic. 1
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1 Introduction

The aim of this text is to prove a generalisation of the Grothendieck-Riemann-Roch (GRR)

formula, which is valid for any proper and flat morphism of noetherian schemes. There is

some speculation about such a generalisation in [8, §2 & §6.4].

We first recall a version of the GRR formula.

Write K0(W ) for the Grothendieck group of vector bundles (= coherent locally free sheaf)

on a scheme W . The tensor product ⊗ endows this group with a canonical structure of

commutative rings. There is also a ring endomorphism ψ2 : K0(W ) → K0(W ) (called the

2nd Adams operation), which sends a vector bundle H to the element Sym2(H) − Λ2(H)

(see [7, I, §6]).

Let S be a quasi-compact scheme, which carries an ample line bundle. Let f : Y → S be

a perfect and proper morphism. The morphism f then sends perfect complexes to strictly

perfect complexes since S carries an ample line bundle. Hence one may define a morphism

of groups R•f∗ : K0(Y )→ K0(S), which sends a vector bundle V to the class of the strictly

perfect complex R•f∗(V ) in K0(S).

For any vector bundle H, write Θ2(H) :=
⊕

i Λ
i(H). If R is a commutative ring, T is a

R-algebra and M is a R-module, write MT := M ⊗R T .

The GRR formula is then equivalent to the conjunction of the following statements.

(1) For any vector bundle H on a scheme W , which carries an ample line bundle, the element

Θ2(H) is invertible in K0(W )Q.

(2) If f is a Koszul-regular closed immersion, then for any vector bundle on Y we have

ψ2(R•f∗(V )) = R•f∗(Θ
2(Nf )⊗ ψ2(V ))

in K0(S)Q. Here Nf is the conormal bundle of f .

(3) If f is smooth and projective then for any vector bundle on Y we have

ψ2(R•f∗(V )) = R•f∗(Θ
2(Ωf )

−1 ⊗ ψ2(V )) (1)

in K0(S)Q.

We note for future reference that in (1), we may have assumed without restriction of gen-

erality that the sheaves Rif∗(V ) are locally free, because any vector bundle on Y admits a

resolution by vector bundles with this property.

We refer to [8, VIII] and [7, V, §7] for details (see also Proposition 7.1 below). The equal-

ities (2) and (3) can be joined to give a Riemann-Roch formula for any f which admits a
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factorisation into a Koszul-regular closed immersion followed by a smooth and projective

morphism (or in other words, for any f which is projective and lci). This version of the GRR

formula is often called the Adams-Riemann-Roch (ARR) theorem for the Adams operation

ψ2.

Our aim is to formulate a generalisation of (3), which will work without assumption of

smoothness or projectivity for f but only retains the assumption of flatness and of proper-

ness. Note that one expects a priori that any generalisation of (3) to the proper and flat

case must be formulated using the Grothendieck group of coherent sheaves rather than the

Grothendieck group of locally free coherent sheaves, because the sheaves of differentials of

non smooth morphism are not be perfect complexes in general. One can also seek to gener-

alise (2) but this would presumably require techniques different from the ones that will be

employed in this article.

We shall now formulate the generalisation of (3), which is the main result of this article.

We first need to introduce a few notions and some terminology.

If W is a scheme, we shall write K0(W ) for the Grothendieck group of coherent sheaves

on W . The group K0(W ) is a K0(W )-module via the tensor product of coherent sheaves

by locally free sheaves. We let rK0(W ) be the quotient of K0(W ) by the annihilator of

K0(Y ). The group K0(W ) then obtains a rK0(W )-module structure. Note also that the

natural map K0(W ) → K0(W ) factors through rK0(W ), so we can speak of the image

of an element of rK0(W ) in K0(W ). Similarly, we will write rK0(W )Q for the quotient of

K0(W )Q by the annihilator of K0(W )Q. Note that there is a natural map of Q-vector spaces

(rK0(W ))Q → rK0(W )Q but it is not clear that this map is an isomorphism in general.

Suppose from now on that f is flat and proper (no other assumptions). We shall also

suppose that S is a separated noetherian scheme and that 2 is invertible on S (it will

become apparent below why this is necessary). We do not assume that S carries an ample

line bundle anymore.

Let ∆ ⊆ Y ×S Y be the relative diagonal of Y → S. Let I∆ ⊆ OY×SY be the sheaf of ideals

of ∆.

Let π : X̃ → Y ×S Y be the blow-up of Y ×S Y along ∆ and let φ : E → ∆ be the

corresponding exceptional divisor. Let NE/X̃ be the conormal bundle of E in X̃. Let

cm(f) = cm(Y → S) ≥ 0 be the minimal natural number λ such that Raπ∗(O(−E)⊗r) = 0

for all a > 0 and such that the natural morphism of sheaves Ir∆ → π∗(O(−E)⊗r) is an iso-

morphism for all r ≥ λ. This exists by [29, Cohomology of Schemes, Lemmas 14.2 and 14.3].

Note that if Y is smooth over S then cm(f) = 0. Note also that the invariant cm(Y → S)

makes sense for any scheme Y , which is separated and of finite type over S. The integer
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cm(f) is bounded by the Castelnuovo-Mumford regularity of the Rees Algebra ⊕k≥0I
k
∆. See

section 5 below.

Write s(l, j) for the Stirling numbers of the first kind and Ej for the j-th Euler number. By

definition

t(t− 1) . . . (t− l + 1) =
∑
j

s(l, j)tj

(where it is understood that t(t− 1) · · · (t− k + 1) = 1 if k = 0) and

2

et + 1
=
∞∑
j=0

Ej
tj

j!
.

Note that for j ≥ 1 we have

Ej = 2(−1)j+1(21+j − 1)ζQ(−j) = 2(−1)j(21+j − 1)
Bj+1

(j + 1)

where the Bj+1 are Bernoulli numbers and ζQ(·) is the Riemann zêta function (see [34, chap.

IV]).

We will show below that for any line bundle L on a noetherian scheme W , the element L−1

is nilpotent in rK0(W )Q (in fact even in rK0(W )) and we shall write δ0(L) for the smallest

natural number n such that (L − 1)⊗(n+1) = 0 in rK0(W )Q. This simple fact is what will

allow us to circumvent the projectivity hypothesis on f . Now let

δ0(f) := δ0(NE/X̃)

and for any δ, λ ≥ 0 let

GTI(f, δ, λ) :=
(−1)λ

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Iu+λ

∆ /Iu+λ+1
∆ +

λ−1∑
k=0

(−1)kIk∆/I
k+1
∆ ∈ K0(Y )Q.

We will show in section 6 below that GTI(f, δ, λ) is constant in the range δ ≥ δ0(f) and

λ ≥ cm(f). We shall write GTI(f) for this constant.

We will show that if Y has an ample line bundle and is of finite dimension, then δ0(f) ≤ dim(E)

(see Lemma 2.2 (c) (3)). In particular, we then have

δ0(f) ≤ max{dim(Ys) | s ∈ S}+ dim(Y )

(use eg [18, 4.3.12] and [19, Th. 15.17]) and if S is the spectrum of a field and Y is integral

and projective over S, we even have δ0(f) ≤ 2 dim(Y )− 1.
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Theorem 1.1. Suppose that V is a vector bundle on Y and that Rif∗(V ) is locally free for

all i ≥ 0. Then the equality∑
i

(−1)i[Sym2(Rif∗(V )− Λ2(Rif∗(V ))] = R•f∗(GTI(f)⊗ (Sym2(V )− Λ2(V ))) (2)

holds in K0(S)Q.

We will show in Corollary 2.5 below that for any vector bundle V on a noetherian scheme

W with an ample family of line bundles, we have

Θ2(V )−1 =
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu(V ) (3)

in K0(W )Q for any δ such that (O(1)− 1)⊗(δ+1) = 0 in K0(P )Q. Here P := Proj(Sym•(V ))

and O(1) is the tautological line bundle on P. The proof of this purely combinatorial state-

ment is surprisingly difficult and requires some tools from analytic number theory. As a

consequence of (3), we see that formula (2) naturally reduces to formula (1) when f is

smooth and projective (but even then, the two formulae do not have the same range, in

particular because we work with coherent and not locally free sheaves).

Corollary 1.2. Suppose that S is the spectrum of a field and that Y is integral and projective

over S. Let V be a vector bundle on Y .

(a) If dim(Y ) ≤ 1 we have

(−1)λχ(Y, V )

= χ(Y,
[3
4
Iλ∆/I

1+λ
∆ − 1

4
I1+λ

∆ /I2+λ
∆ + (−1)λ

λ−1∑
k=0

(−1)kIk∆/I
k+1
∆

]
⊗
(
Sym2(V )− Λ2(V )

)
);

(b) if dim(Y ) ≤ 2 we have

(−1)λχ(Y, V )

= χ(Y,
[15

16
Iλ∆/I

1+λ
∆ − 11

16
I1+λ

∆ /I2+λ
∆ +

5

16
I2+λ

∆ /I3+λ
∆ − 1

16
I3+λ

∆ /I4+λ
∆ + (−1)λ

λ−1∑
k=0

(−1)kIk∆/I
k+1
∆

]
⊗

(
Sym2(V )− Λ2(V )

)
);

(c) if dim(Y ) ≤ 3 we have

(−1)λχ(Y, V )

= χ(Y,
[63

64
Iλ∆/I

1+λ
∆ − 57

64
I1+λ

∆ /I2+λ
∆ +

21

32
I2+λ

∆ /I3+λ
∆ − 11

32
I3+λ

∆ /I4+λ
∆ +

7

64
I4+λ

∆ /I5+λ
∆

− 1

64
I5+λ

∆ /I6+λ
∆ + (−1)λ

λ−1∑
k=0

(−1)kIk∆/I
k+1
∆

]
⊗
(
Sym2(V )− Λ2(V )

)
)
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for all λ ≥ cm(f).

Here χ(Y, ·) takes the Euler characteristic of a coherent sheaf.

Remark 1.3. We note the following conceptual consequence of Theorem 1.1. The correction

factor GTI(f) depends only on the thickening of order cm(f)+δ0(f) of the relative diagonal

of Y → S (this thickening is the algebra of differential operators of order cm(f) + δ0(f) of

Y → S; see [9, IV.4, 16.7]). As we have seen, the invariant δ0(f) is usually easy to estimate

but by contrast cm(f) depends on the singularities of the fibres of the morphism f and is in

general difficult to compute (although it is in principle effectively computable in any given

case). One expects cm(f) to be large if the fibres of Y are ’very’ singular. In particular,

one expects a Riemann-Roch theorem for a variety with ’complicated’ singularities to have

a correction factor which depends on a big infinitesimal neighbourhood of the diagonal.

Remark 1.4. It is instructive to carry out the comparison between formula (b) in Corollary

1.2 and the output of the classical Riemann-Roch theorem for smooth projective surfaces

(to convince the reader that formula (b) really does generalise that theorem to the singular

setting. . . ).

So suppose for the time of the present paragraph that Y is a smooth projective surface.

Let D be a divisor on Y . Then formula (b) applied to V = O(D) and V = OY separately

implies that we have

χ(Y,O(D)−OY )

= χ(Y,
(15

16
OY −

11

16
ΩY +

5

16
Sym2(ΩY )− 1

16
Sym3(ΩY )

)
⊗ (O(D)⊗2 −OY )).

Now for any divisors H and J on Y , write 〈H, J〉 for the intersection number of H and J .

From the definition of this pairing (see [10, V.1]), we see that we have

χ(Y, (O(H)−OY )⊗ (O(J)−OY )) = 〈H, J〉.

We will also use the fact that for any two vector bundles V1 and V2 on Y , we have

χ(Y, (V1 − V2)⊗ (O(H)−O(J)) = 0

if rk(V1) = rk(V2) and det(V1) ' det(V2). This follows from the fact that the Chern character

of (V1−V2)⊗ (O(H)−O(J)) in the (Chow) intersection ring of Y vanishes in this situation.

Now using the splitting principle and the theorem on symmetric functions, we may compute
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that

15

16
OY −

11

16
ΩY +

5

16
Sym2(ΩY )− 1

16
Sym3(ΩY )

=
1

4
− 1

8
(ΩY − 2OY )− 1

16
(det(ΩY )− ΩY +OY )

+
1

8
((det(ΩY )− ΩY +OY )⊗ (ΩY − 2OY )) +

1

16
(ΩY − 2OY )⊗2 − 1

16
(ΩY − 2OY )⊗3

in K0(Y )Q (this follows from the polynomial identity

15

16
− 11

16
(x+ y) +

5

16
(x2 + xy + y2)− 1

16
(x3 + x2y + y2x+ y3)

=
1

4
− 1

8
(x+ y − 2)− 1

16
(x− 1)(y − 1)

+
1

8
((x− 1)(y − 1)(x+ y − 2)) +

1

16
(x+ y − 2)2 − 1

16
(x+ y − 2)3 ).

and thus, using the just mentioned computational rules, we have

χ(Y,O(D)−OY )

= χ(Y,
(15

16
OY −

11

16
ΩY +

5

16
Sym2(ΩY )− 1

16
Sym3(ΩY )

)
⊗ (O(D)⊗2 −OY ))

= χ(Y, (
1

4
− 1

8
(ΩY − 2OY ))⊗ (O(D)⊗2 −OY ))) =

1

4
χ(Y,O(D)⊗2 −OY )

− 1

8
χ(Y,

[
ΩY − 2OY + det(ΩY )− ΩY +OY

]
⊗ (O(D)⊗2 −OY )))

=
1

4
χ(Y,O(D)⊗2 −OY )− 1

8
χ(Y, (det(ΩY )−OY )⊗ (O(D)⊗2 −OY )))

=
1

4
〈D,D〉+

2

4
χ(Y,O(D))− 2

4
χ(Y,OY )− 1

8
〈K, 2D〉

=
1

2
〈D,D〉 − 1

2
〈K,D〉

where K is a divisor representing the line bundle det(ΩY ). This is the classical Riemann-

Roch formula for surfaces [10, V.1, Th. 1.6].

We shall now consider some examples. Remember the running assumptions on Y → S: the

morphism Y → S is flat and proper, S is separated and noetherian, and 2 is invertible on S.

The properties of Y → S considered in the examples are all in addition to these properties.

Example 1.5. When f is smooth then cm(f) = 0 and we have

GTI(f) =
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu(V )
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for any δ ≥ δ0(f). Note however that in this situation, the element Θ2(Ωf ) is not necessarily

invertible in K0(Y )Q and GTI(f) cannot a priori be compared with Θ2(Ωf ) (an ample family

of line bundles is needed for this).

Example 1.6. We will show in Proposition 7.4 below that if S is an integral Cohen-

Macaulay scheme whose regular locus contains an open set and whose local rings have

infinite residue fields and if Y → S has geometrically integral Cohen-Macaulay fibres with

at most hypersurface singularities (see before 7.4 for the definition), then cm(f) = 0. In

addition, we will show that in the situation of the last sentence, we have

Ik∆/I
k+1
∆ ' Symk(Ωf )

although Ωf might not be locally free. These conditions are met in particular in the situation

where S is an integral Cohen-Macaulay scheme whose local rings have infinite residue fields

and Y can be embedded locally on Y (as a S-scheme) as a Cartier divisor into a smooth

scheme over S. If there is a (global) embedding of Y as a Cartier divisor into a smooth

scheme over S, then the GRR theorem for lci morphisms can be applied, and again one can

show that Theorem 1.1 reduces to GRR in that case, although the argument for showing

this is quite indirect (see Proposition 7.1 below). See [28] for an example of a scheme, which

satisfies the just described conditions but does not afford a global embedding into a smooth

scheme.

Example 1.7. At the other end of the spectrum, one might consider finite, flat and purely

inseparable morphisms. Here is a simple example. Suppose that Y is a smooth curve over a

noetherian separated scheme T . Suppose that T is a scheme of characteristic p > 0, where p

is an odd prime. Let FY/T : Y → Y (p) be the relative Frobenius morphism and set f := FY/S

and S := Y (p). The ideal I∆ is then nilpotent, E is empty and f is finite (and flat). Suppose

for simplicity that V = OY . Theorem 1.1 then states that

Sym2(f∗(OY ))− Λ2(f∗(OY )) =
λ−1∑
k=0

(−1)kf∗(I
k
∆/I

k+1
∆ )

in K0(S)Q if λ ≥ cm(f). From the definitions, we see that the integer cm(f) is the smallest

natural number λ such that Iλ∆ = 0. It is shown in [23, §2] that cm(f) = p and that

Ik∆/I
k+1
∆ ' Ω⊗kY/T . We thus have an equality

Sym2(f∗(OY ))− Λ2(f∗(OY )) =

p−1∑
k=0

(−1)kf∗(Ω
⊗k
Y/T )

in K0(S)Q. On the other hand, the morphism f is lci because it is a T -morphism between

two smooth schemes over T . The Adams-Riemann-Roch for the operation ψ2 thus applies
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and gives the identity

Sym2(f∗(OY ))− Λ2(f∗(OY )) = f∗(f
∗(1 + ΩS/T )⊗ (1 + ΩY/T )−1) = f∗((1 + Ω⊗pY/T )⊗ (1 + ΩY/T )−1)

in K0(S)Q (in fact the equality holds in K0(S)[1
2
]). Now, since ΩY/T is a line bundle, we

have

(1 + Ω⊗pY/T )⊗ (1 + ΩY/T )−1 =

p−1∑
k=0

(−1)kΩ⊗kY/T

so Theorem 1.1 gives the same formula as ARR in this situation (but Theorem 1.1 only

provides an identity in the Grothendieck group of coherent sheaves). We will see that the

proof of Theorem 1.1 is completely elementary in this situation, because it does not involve

any blow-up construction and only relies on the nilpotence of I∆ and its equivariance under

the natural involution of X ×S X. It is curious that this elementary argument was never

discovered before. The argument above can be generalised to higher relative dimension (over

T ). We leave the details as an exercise for the interested reader.

Example 1.8. Here is a numerical example in a situation where cm(f) 6= 0 and f is

not finite or lci. We consider the plane projective curve Y over S = Spec(F5) defined

by the equations zx, z3. This is a non-reduced curve whose underlying reduced scheme

is a copy of the projective line. It carries a ”thickening” of order 3 of the origin and it

is not lci (this can be shown directly but it also follows from the numerical calculations

below together with Proposition 7.4). In this case, the blow-up morphism of the diagonal

of Y ×S Y is finite over Y ×S Y and we thus have δ0(f) ≤ 1. We would like to compute

χ(Y,GTI(f, 1, λ)) for λ ≥ 0. For this it is sufficient to be able to compute the quantity

χ(Y ×S Y,OY×SY /In∆) for 1 ≤ n ≤ λ+ 2 (by the formula in Corollary 1.2 (a), which is valid

because δ0(f) ≤ 1). We made use of the computer package Magma (see [20]) to do this for

small values of n. This computer package has a routine, which computes the dimension of

the cohomology groups of the structure sheaf of a projective scheme over a field described by

homogenous equations; the underlying algorithm is based on the Beilinson-Gelfand-Gelfand

combinatorial description of the derived category of projective space (see [2]). We first embed

P2
S×S P2

S into P8
S via the Segre embedding and we find explicit homogenous equations in P8

S

for the diagonal of P2
S ×S P2

S and for Y ×S Y ⊆ P2
S ×S P2

S . We can then work entirely in P8
S

and we can use the command CohomologyDimension of Magma to compute that

χ(Y ×S Y,OY×SY /In∆) = 3, 5, 7, 7, 5, 0,−7,−16,−27,−40

for n running from 1 to 10 (the computation took about two hours on the computer main-

frame of the Oxford Mathematical Institute). From this, we can compute

χ(Y,GTI(f, 1, λ)) =
7

4
, 2,

5

2
,
5

2
,
11

4
, 3, 3, 3, 3
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for λ running from 0 to 8. So χ(Y,GTI(f, 1, λ)) has the value χ(Y,OY ) = 3 required by

Corollary 1.2 (a) for 5 ≤ λ ≤ 8. This suggests (but does not prove) that cm(f) ≤ 8 in the

present situation. In particular, it suggests that χ(Y,GTI(f, 1, λ)) = χ(Y,GTI(f)) = 3 for

all λ ≥ 5.

Example 1.9. Theorem 1.1 implies that the Euler characteristic of certain linear combi-

nations of the sheaves Ir∆/I
r+1
∆ are divisible by certain integers. Eg when Y is integral of

dimension ≤ 2 and S is a field, Corollary 1.2 implies that

15χ(Y, Iλ∆/I
1+λ
∆ )− 11χ(Y, I1+λ

∆ /I2+λ
∆ ) + 5χ(Y, I2+λ

∆ /I3+λ
∆ )− χ(Y, I3+λ

∆ /I4+λ
∆ ) (4)

is divisible by 16 if λ ≥ cm(f). In particular, this gives an obstruction for cm(f) to vanish

in that situation. Similar divisibility properties can be worked out in any dimension. It

would be interesting to have a general formula. Note that a direct proof of the fact that (4)

is divisible by 16 when Y is a smooth surface over S (so that Ir∆/I
r+1
∆ ' Symr(ΩY )) involves

long winded computations with symmetric functions.

Outline of the proof. Our method of proof is based on a fundamental remark of Nori,

who noticed in [21] that the Adams-Riemann-Roch for a smooth variety over a field can

be understood as a special case of the geometric fixed point formula of Atiyah-Bott. More

precisely, he showed that the Adams-Riemann-Roch theorem (for ψ2) for a smooth and

projective variety Y over a field of odd characteristic can be obtained by applying the fixed

point formula of Atiyah-Bott to the involution of Y ×S Y , which swaps the factors. We

generalise this method to the singular and relative setting, using instead a more general

fixed point formula proven by Thomason. We show that the local term of Thomason’s fixed

point formula for a diagonalisable group of order 2 can be explicitly computed by blowing-up

the fixed point set and analysing the asymptotic behaviour of the local terms associated with

increasing powers of the ideal of the exceptional divisor. As mentioned above, an essential

point here is that the action of a line bundle minus the unit on the Grothendieck group of

coherent sheaves of a noetherian scheme is nilpotent. This is easy to prove but it allows us

to forego any projectivity assumptions. Once the local term of a sufficiently high power n of

the ideal of the exceptional divisor is computed, we can push back down to Y ×S Y . The size

of n is controlled by the Castelnuovo-Mumford regularity of the Rees algebra of the ideal of

the diagonal on Y ×S Y and this leads to the integer cm(f), which is in essence a measure

of the singularity of the fibres of Y → S. Note that our computations are greatly simplified

by the fact that the group action is of order 2. It is presumably also possible to provide

explicit formulae for the local term of group actions of higher order but for that one would

probably have to consider several successive blow-ups (about this, see [6, p. 278]), leading
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to combinatorial problems that do not arise for group actions of order 2. The restriction to

odd characteristic in Theorem 1.1 comes from the fact that to apply Thomason’s formula,

one needs to know that the group Z/2Z is diagonalisable, and this fails in characteristic

2. It seems unlikely that a singular generalisation of the GRR exists, which is sufficiently

explicit and avoids any restriction on the characteristic. For explanations about this, see

remark 1.14 below.

Structure of the article. The structure of the article is a follows. In section 2, we prove

equation (3). This does not involve the fixed point formula and involves a limiting process

and some complex analysis. In section 3, we review Thomason’s fixed point formula and we

give an explicit formula for the local term, by blowing-up the fixed point scheme. In section

4, we provide a different computation of the local term, in the situation where the scheme

under scrutiny can be equivariantly embedded by a closed immersion of finite tor-dimension

into a scheme, whose fixed point scheme is regularly embedded. This was in essence already

done by Thomason in [31, Th. 3.5] but his result is not general enough for our purposes. The

results of this section are used in section 7 to show that the ARR formula and the formula

of Theorem 1.1 coincide when the morphism is lci. In section 5, we review the definition

of the Castelnuovo-Mumford regularity of a graded ring and we collect some results on the

Castelnuovo-Mumford regularity of Rees algebras, which are available in the literature. The

computation of the Castelnuovo-Mumford regularity of a Rees algebra is a problem studied

by several people since the late 1970s, in particular Vasconcelos and his school. In section

6, we prove Theorem 1.1 by applying the results of section 3 to the involution of Y ×S Y
swapping the factors. In section 7, we consider Theorem 1.1 in the situation where Y → S is

lci, and also in the situation where the fibres of Y → S have Cohen-Macaulay hypersurface

singularities and are geometrically integral. In the latter situation, Theorem 1.1 formally

looks very much like the ARR theorem in the smooth case. The crucial point here is that

the diagonal immersion of a geometrically integral scheme of finite type over a field with

Cohen-Macaulay hypersurface singularities is an almost complete intersection in the sense

of [12], and the sheaf of ideals of the diagonal is then locally generated by a d-sequence

in the sense of Huneke (see [13]); this allows us to show that cm(f) = 0 using the results

collected in section 5.

Remark 1.10. Note that there is already a singular form of the GRR theorem in the

literature, namely the singular Riemann-Roch theorem of Baum-Fulton-MacPherson (see [1]

- note that this article only treats varieties over fields, but the method could presumably be

generalised). This theorem is formulated in terms of Chow homology but it could presumably

be translated into a formula involving only Euler characteristics. The conceptual difference

between the theorem of Baum-Fulton-MacPherson and Theorem 1.1 is that the right-hand
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side of the formula proven by these authors is computed using immersions into smooth

schemes, whereas in Theorem 1.1 the right-hand side is computed directly on Y . There is

a similar state of affairs in the theory of Grothendieck duality. The dualising complex of a

projective scheme can be computed using an ambient projective space (as in [10, III.7]) or it

can be described intrinsically using residual complexes (see [11], or [11, II.7, Th. 7.14.2] for

the case of curves). In this sense, Theorem 1.1 provides the analogue for the Riemann-Roch

theorem of the intrinsic description of the dualising complex in Grothendieck duality. Note

that we also provide in section 4 a computation of the right-hand side of the Riemann-Roch

formula in the situation where an embedding into a smooth scheme is available.

Remark 1.11. The attentive reader might have noticed that we have outlined two different

proofs of the equivalence between the ARR formula and the formula of Theorem 1.1. The

first one, given in section 2, does not involve any reference to the fixed point formula, and

works only when Y → S is smooth. The second one, given in section 7, works for all lci

morphisms. However, this second proof relies on the unicity of the local term of the fixed

point formula, which implies that the local terms computed in section 4 and in section 3

coincide when Y → S is lci. It is desirable to find a way to compare the two formulae

directly when Y → S is lci, without resorting to this unicity. In other words, one would

like to have a direct combinatorial proof of the equivalence of the formulae. The results of

[26, Th. 6.3 and Prop. 10.3] should be relevant here but we don’t how to apply them. A

related question is: is there a simple upper bound for cm(Y → S) when Y → S is lci? Also,

is it true that, when Y is lci over S, the ideal of the diagonal can be locally generated by

a sequence of regular type r (in the sense of [33, before Th. 1.3]) for some r? Note that in

section 7 we answer all these questions in the situation where Y → S factors locally through

a smooth scheme as a Cartier divisor (but our answer does not rely on [26]).

Remark 1.12. Suppose S is a field. It would be interesting to compute cm(Y → S) in

terms of the structure of the singular points of Y when Y has isolated singularities. Can any

bounds for cm(Y → S) be given for certain classes of singularities (eg rational singularities)?

Remark 1.13. Each Adams operation ψk (k ≥ 2) has an associated Adams-Riemann-

Roch theorem (see [7, V.7]). These Riemann-Roch theorems are all equivalent to the GRR

formula, at least if one works with coefficients in Q. So at first sight it does not seem very

interesting to model a singular generalisation of the GRR formula on Adams operations ψk

for natural numbers k > 2. However, by doing so, one could presumably avoid the restriction

to odd characteristic (excluding the characteristics prime to k instead). To carry this out,

one would probably have to consider the fixed point formula for cyclic permutations of the

k-fold product Y ×S Y ×S · · · ×S Y (this is done in [21] in the smooth case and when S is

12



the spectrum of field). As explained above, this would lead to combinatorial problems that

we can forego in the case ψk = ψ2.

Remark 1.14. If one wanted to drop the restriction on the characteristic, one would have

to consider the derived functors (in the sense of Quillen) of the non additive functor Sym2(·).
One can forego having to consider these derived functors when one deals only with locally

free sheaves (because the higher derived functors of Sym2 of a free module vanish). This

is why no restriction on the characteristic is made in the classical ARR theorem, where

all the sheaves in sight are locally free, including in the cotangent complex, which can be

locally represented by a complex of locally free sheaves when the morphism is lci. When

one considers non lci morphisms, coherent sheaves appear and without any restriction on

the characteristic, consideration of the derived functors of Sym2(·) is inevitable. It would be

interesting to see such calculations (which would in particular involve revisiting Thomason’s

fixed point formula) but the resulting formula would likely be very complicated. About the

ARR theorem and the derived functors of Sym2(·), see also [16].

2 Comparison between old and new

The aim of this section is mainly to prove equality (3).

We need a few preliminary results. We will use the terminology described in the introduction.

We define

TT(x, t) :=
∑
k

x(x− 1) · · · (x− k + 1)

k!
tk ∈ Q[[x, t]]

where by convention x(x− 1) · · · (x− k + 1) = 1 if k = 0. If R is a Q-algebra and n ∈ R is

a nilpotent element, then the expression∑
k

x(x− 1) · · · (x− k + 1)

k!
nk

defines a polynomial with coefficients in R and we shall write TT(x, n) ∈ R[x] for this

polynomial.

We record the following elementary lemma, which will be used a number of times.

Lemma 2.1. Let H be a vector space over an infinite field K. Let b0, . . . , bl ∈ H. Suppose

that
∑l

i=0 t
ibi = 0 for infinitely many t ∈ K. Then b0 = b1 = · · · = bl = 0.

Proof. (of Lemma 2.1). Let {hc}c∈B be a basis of H. Write bi =
∑

c∈B bichc. By construc-

tion, we have
∑l

i=0 bict
i = 0 for all c ∈ B and infinitely many t ∈ K. Since K is an infinite

field, we thus have bic = 0 for all c ∈ B. Hence b0 = b1 = · · · = bl = 0.

13



For the definition of a family of ample line bundles, which is used in the next lemma, see

[8, I 2.2.3]. We recall that if a scheme is noetherian, separated, and quasi-projective over an

affine scheme, then it carries a family of ample line bundles. Also, a separated, noetherian

and regular scheme carries an ample family of line bundles.

If V is a vector bundle, we shall write rk(V ) for its rank.

Lemma 2.2. (a) Suppose that R is a Q-algebra and that r−1 ∈ R is nilpotent. Then the

identity

r⊗n = TT(n, r − 1)

holds in R for all n ≥ 0 and we have

TT(x, r − 1) =
δ∑
j=0

[ δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
ru
]
xj

in R for any δ ≥ 0 such that (r − 1)δ+1 = 0 in R.

(b) Let R be a commutative ring and let r ∈ R. Let r0 ≥ 1. Suppose that r − r0 is

nilpotent. Then r is invertible in R[ 1
r0

].

(c) Let W be a scheme. Let V be a vector bundle on W .

(1) Suppose that W is noetherian. Then rk(V )− V is nilpotent in rK0(W ).

(2) Suppose that W is noetherian and carries an ample family of line bundles. Then

rk(V )−V is nilpotent in K0(W ). In particular, there is an isomorphism of rings

K0(W )/nilradical(K0(W )) ' Z.

(3) If W is noetherian, has an ample line bundle and dim(W ) < ∞ then we have

(rk(V )− V )⊗(dim(W )+1) = 0 in K0(W ).

Proof. (a) We compute

rn = (1 + (r − 1))n =
n∑
k=0

(
n

k

)
(r − 1)k =

∑
k

n(n− 1) · · · (n− k + 1)

k!
(r − 1)k

=
δ∑

k=0

n(n− 1) · · · (n− k + 1)

k!
(r − 1)k = TT(n, r − 1)

and from the definition of the Stirling numbers of the first kind, we have

TT(x, r − 1) =
δ∑
j=0

[ δ∑
k=0

1

k!
s(k, j)(r − 1)k]xj =

δ∑
j=0

[ δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
ru
]
xj.
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which establishes (a).

(b) We have the identities

1

x
=

1

r0 − (r0 − x)
=

r−1
0

1− r0−x
r0

= r−1
0

∑
k

(r0 − x)k

rk0

and setting x = r we get (b).

(c) (1) By noetherian induction. We may thus assume that the claim holds for any proper

closed subscheme of W instead of W . Let j : U ↪→ W be an open subset such that

V |U ' O⊕rk(V )
U . Let i : Z ↪→ W be the complement of U (viewed as a reduced closed

subscheme). If Z = ∅, there is nothing to prove so we may assume that Z 6= ∅. Recall that

there is an exact sequence

K0(Z)
i∗→ K0(W )

j∗→ K0(U)→ 0

(see [25, Prop. 3.2]). Here i∗ sends a coherent sheaf on Z to its direct image on W and j∗

sends a coherent sheaf on W to its restriction to U .

Let y ∈ K0(W ). By construction, we have j∗((V − rk(V ))⊗ y) = 0 and hence

(V − rk(V ))⊗ y = i∗(y1)

for some y1 ∈ K0(Z). So if n > 0 we have

(V − rk(V ))n ⊗ y = i∗((V |Z − rk(V ))⊗(n−1) ⊗ y1) (5)

by the projection formula. By the inductive hypothesis, there is an n0 ≥ 1, which is

independent of y1 and which is such that (V |Z − rk(V ))⊗n0 ⊗ y1 = 0. We conclude from (5)

that (V − rk(V ))n0+1 ⊗ y = 0. Since y ∈ K0(W ) was arbitrary, we see that V − rk(V ) is

nilpotent in rK0(W ).

(c) (2) For this, see [31, Lemme 1.6, proof].

(c) (3) For this, see [8, VI, Prop. 6.1].

Equality (3) will now be deduced from the following proposition.

If H is a complex vector space, we shall say that a topology on H is a vector space topology

if it is induced by a norm (note that every complex vector space can be endowed with a

norm, so this always exists).

Proposition 2.3. Let T be a C-algebra such that T 6= 0. Suppose that the natural homo-

morphism of C-algebras C→ T/nilradical(T) is surjective (and hence bijective).
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Let φ(t) =
∑

k hkt
k ∈ T [[t]] ( resp. ψ(t) =

∑
k gkt

k ∈ T [[t]] ). Suppose that there is a

polynomial

P (x) =
∑
j

djx
j ∈ T [x]

( resp.

Q(x) =
∑
j

ejx
j ∈ T [x] )

such that hk = P (k) (resp. gk = Q(k)). Then

(a) For any y ∈ C such that |y| < 1 and any vector space topology on T , the series φ(y) :=∑
k hky

k ( resp. ψ(y) :=
∑

k gky
k ) ( resp. (φ ·ψ)(y) :=

∑
k (
∑

s+r=k hsgr)y
k ) converges and

we have

(φ · ψ)(y) = φ(y) · ψ(y). (6)

and

lim
y→−1+

φ(y) =
1

2

∑
j

Ejdj. (7)

(b) Let X be a noetherian scheme with an ample family of line bundles. Let V be a vector

bundle on X.

(1) There is a polynomial PV (x) ∈ K0(X)Q[x] such that PV (k) = Symk(V ) in K0(X)Q

for all k ≥ 0.

(2) For any vector space topology on K0(X)C we have

lim
y→−1+

∑
k

Symk(V )yk = Θ2(V )−1.

in K0(X)C.

Note that by Lemma 2.1, the polynomials P (x) and Q(x) are the unique polynomials such

that hk = P (k) and gk = Q(k) for all k ≥ 0.

Proof. Write ρ : T → C for the homomorphism of C-algebras, which is the quotient

map T → T/nilradical(T) composed with the inverse of the isomorphism of C-algebras

C→ T/nilradical(T).

(a) Let T0 ⊆ T be the C-subalgebra generated by all the dj and all the ej. We contend

that T0 is a finite dimensional vector space. For this, note that for each j, there exists by

construction rj ≥ 1 such that (dj − ρ(dj))
rj = (ej − ρ(gj))

rj = 0. Hence T0 is spanned as

C-vector space by a finite number of monomials in the dj and ej.
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Now equip T0 with a vector space norm, which makes T0 into a Banach algebra. This can be

achieved as follows. Consider T0 as a subalgebra of its algebra of linear operators EndC(T0)

by sending an element e ∈ T0 to the operator (·)⊗ e. If we choose an arbitrary vector space

norm on T0, we have a corresponding operator norm on End(T0). The norm on T0, which is

inherited from such an operator norm then makes T0 into a Banach algebra. Note that the

topology of T0 does not depend on the norm, since T0 is finite-dimensional.

Let T0 ⊆ T0[[t]] be the vector subspace of power series
∑

k ckt
k such that the sum

∑
k cky

k

converges absolutely in T0 (for the Banach algebra norm) for all y ∈ C in the open unit disk.

A straightforward generalisation of Mertens’s theorem for Cauchy products of absolutely

convergent series implies that the subspace T0 is a subring of T0[[t]]. Mertens’s theorem also

implies the following. For any y ∈ C in the open unit disk, let

Evy : T0 → T0

be the map defined by the formula Evy(
∑

k ckt
k) =

∑
k cky

k. Then Evy is a homomorphism

of C-algebras.

We will now make use of the following facts from complex analysis.

For any j ≥ 0 we have an identity of power series

[t
d

dt
]⊗j(

t

1− t
) =

∑
k

kjtk

where [t d
dt

]⊗j is the operator t d
dt

composed j-times with itself (this can be proved by induction

on j). Here by convention we have kj = 0 if k = j = 0. Since the Taylor series of t/(1− t)
has radius convergence 1 around 0, we conclude from this that φ(t), ψ(t) ∈ T0. In view of

the multiplicativity of Evy(·), this already proves equation (6).

Now we also have

([t
d

dt
]⊗j(

t

1− t
))|t=−1 = Li−1(−j)

where

Li−1(z) =
∑
k≥1

(−1)k

zk

is an instance of a polylogarithmic function and also of a Lerch zêta function (see [35, chap.

XIII]). In particular, we have

Li−1(−j) = ζQ(−j)(21+j − 1) =
(−1)j+1

2
Ej (8)

and so Li−1(−j) =
Ej
2

if j > 0 (recall that Ej = 0 if j is odd and > 0).
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Hence we may compute

Evy(φ(t)) =
∑
k

hky
k =

∑
k

(
∑
j

djk
j)yk = d0 +

∑
j

dj[t
d

dt
]⊗j(

t

1− t
)|t=y

for any y ∈ C in the open unit disk. Using (8), we may then calculate

lim
y→−1+

Evy(φ(t)) =
1

2

∑
j

Ejdj

establishing equation (7).

We now establish (b) (1). Let π : P := Proj(⊕kSymk(V ))→ X. Let O(1) be the canonical

line bundle on P (corresponding to the trivial line bundle of weight one on the graded

sheaf of algebras ⊕kSymk(V )). Recall that we have Symk(V ) = π∗(O(k)) = R•π∗(O(k)).

Note also that P also carries a family of ample line bundles, because O(1) is relatively

ample (see [32, 2.12 (f)]). Hence, by Lemma 2.2 (a) and (c) (2), there is a polynomial

PO(1)(x) =
∑

j ajx
j ∈ K0(P )Q[x] such that for all n ≥ 0 we have PO(1)(n) = O(n) in

K0(P )Q. Hence we have

R•π∗(O(n)) =
∑
j

R•π∗(aj)n
j = Symn(V )

in K0(X)Q.

We now turn to (b) (2). Note first that by Lemma 2.2 (c) (2), the nilradical of K0(X) is

the kernel of the rank function. In particular, we have an exact sequence

0→ nilradical(K0(X))C → K0(X)C → C→ 0.

A simple calculation shows that nilradical(K0(X))C ⊆ nilradical(K0(X)C). Since C is a

field, this implies that nilradical(K0(X))C = nilradical(K0(X)C) and so we may apply (a)

and set T := K0(X)C. Let now Symt(V ) :=
∑

k Symk(V )tk and Λt(V ) :=
∑

k Λk(V )tk. Note

that Λt(V ) is polynomial in t. By standard properties of symmetric and exterior powers,

we have

Symt(V )Λ−t(V ) = 1

and in particular

Symt(V ) = (Λ−t(V ))−1

in K0(X)Q[[t]]. Applying (a), we compute

lim
y→−1+

(Symy(V )Λ−y(V ))) = ( lim
y→−1+

Symy(V ))( lim
y→−1+

Λ−y(V ))

= ( lim
y→−1+

Symy(V ))(1 + V + Λ2(V ) + · · ·+ Λrk(V )(V )) = 1

in T = K0(X)C, which establishes (b) (2).
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Remark 2.4. In the situation of Proposition 2.3 (b), suppose that V is a line bundle

and that X is noetherian and has an ample line bundle. There is then a Chern character

homomorphism ch : K0(X)Q → GrK0(X)Q, where GrK0(X)Q is the graded ring associated

with the γ-filtration on K0(X) (we refer to [8, Exp. V & VIII] for details). The map ch(·)
is an isomorphism and has the same formal properties as the Chern character with values in

the Chow intersection ring (which is only defined under more restrictive conditions on X).

Now let PV (x) =:
∑

j ajx
j ∈ K0(X)Q. We may compute

ch(V ⊗k) = ch(Symk(V )) =
∑
j

kj

j!
ch1(V )j

In particular, we have ch(aj) = 1
j!

ch1(V )j. Hence

ch((1 + V )−1) = (1 + ech1(V ))−1 =
1

2

∑
j

Ej
j!

ch1(V )j =
1

2

∑
j

Ejch(aj)

and since the Chern character K0(X)Q → GrK0(X)Q is an isomorphism, we get

(1 + V )−1 =
1

2

∑
j

Ejaj

which in combination with (a) proves the formula in (b) (2) (under the just described

supplementary assumptions). It seems difficult to generalise this method proof to the case

where rk(V ) > 1 however, because there are no explicit formulae for the Chern character of

symmetric powers.

The next corollary contains in particular a proof of equality (3).

Corollary 2.5. Let X be a noetherian scheme which carries an ample family of line bundles.

Let V be a vector bundle. Let π : P := Proj(
⊕

k Symk(V ))→ X. Let O(1) be the canonical

line bundle on P (corresponding to the trivial line bundle of weight one on the graded sheaf

of algebras
⊕

k Symk(V )). Then we have the equality

R•π∗((1 +O(1))−1) = Θ2(V )−1 (9)

in K0(X)Q. Furthermore, we have

Θ2(V )−1 =
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu(V ) (10)

in K0(X)Q for any δ such that (O(1)− 1)⊗(δ+1) = 0 in K0(P )Q.
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Proof. The argument for proving (9) already appears in the proof of Proposition 2.3 (b).

Let

PO(1)(x) =
∑
j

djx
j ∈ K0(P )Q[x]

be a polynomial such that O(n) = PO(1)(n) in K0(P )Q for all n ≥ 0. Then we have

Symn(V ) = R•π∗(O(n)) =
∑
j

(R•π∗(dj))n
j

in K0(X)Q. On the other hand, by Proposition 2.3 (a) & (b), we have

1

2

∑
j

Ejdj = (1 +O(1))−1

in K0(P )Q and
1

2

∑
j

EjR
•π∗(dj) = Θ2(V )−1 (11)

in K0(X)Q. This proves equality (9). For equality (10), note that by Lemma 2.2, we have

PO(1)(x) =
δ∑
j=0

[ δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
O(u)

]
xj.

Hence

Θ2(V )−1 =
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu(V )

by (11).

Remark 2.6. The first part of Corollary 2.5 looks like a consequence of the Grothendieck-

Riemann-Roch theorem (for the morphism π). We were not able to deduce Corollary 2.5

from this theorem however. We propose this to the reader as a challenge.

3 The geometric fixed point formula for an involution

In this section, we review Thomason’s geometric fixed point formula and we compute its

local term in the situation where the group action is of order 2. For more details, see

Thomason’s articles [31] and [30].

Let S be a scheme. Let X/S be a S-scheme. Let G be a flat group scheme over S.

Suppose that X is endowed with a G-action over S. We shall call such a S-scheme an
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equivariant S-scheme. We shall write K0(X,G) (resp. K0(X,G)) for the Grothendieck

group of the abelian category of G-equivariant coherent sheaves (resp. the additive category

of G-equivariant locally free coherent sheaves) on X. As usual, the tensor product endows

K0(X,G) with a natural structure of commutative ring. There is a natural ”forgetful” map

of groups K0(X,G) → K0(X,G), which sends a G-equivariant locally free coherent sheaf

on its class in K0(X,G). Furthermore, the tensor product by equivariant coherent locally

free sheaves endows K0(X,G) with a structure of K0(X,G)-module.

If G is the trivial group scheme, we shall drop the reference to G in the above (so K0(X,G)

will be written K0(X) etc.). Note that if X has a trivial G-equivariant structure, then

there is a natural morphism of abelian groups (resp. of rings) K0(X) → K0(X,G) (resp.

K0(X) → K0(X,G)) which sends a coherent sheaf (resp. a locally free coherent sheaf) to

the corresponding sheaf endowed with its trivial equivariant structure.

Suppose from now on that 2 is invertible on S. Let µ2 = Z[T ]/(T 2−1) be the group scheme

of square roots of unity. We set G := µ2,S (so that G ' (Z/2Z)S).

If the action on X is trivial and F is an equivariant coherent sheaf on X, we shall write F− for

the weight one part of F and F+ for the weight 0-part (in particular, we have F = F+⊕F−).

If Y is a noetherian G-equivariant S-scheme and f : X → Y is an equivariant and proper

S-morphism then there is a natural morphism R•f∗ : K0(X,G)→ K0(Y,G), which sends a

coherent G-equivariant sheaf F to the element
∑

k≥0(−1)kRkf∗(F ) of K0(Y,G). Here the

functors Rkf∗ are the right derived functors of the functor f∗ and the sheaves Rkf∗(F ) are

endowed with their natural equivariant structure. If f is a finite morphism, we shall often

write f∗ for R•f∗.

If f : X → Y is an equivariant S-morphism of equivariant S-schemes, the operation of pull-

back of locally free sheaves induces a natural map of commutative rings f ∗ : K0(Y,G) →
K0(X,G).

If f is of finite tor-dimension, there is a map of groups L•f ∗ : K0(Y,G)→ K0(X,G) which

sends a coherentG-equivariant sheaf F on Y to the element
∑

k≥0(−1)kLkf ∗(F ) ofK0(X,G).

Here the functors Lkf ∗ are the left derived functors of the functor f ∗ and the sheaves Lkf ∗(F )

are endowed with their natural equivariant structure. The map L•f ∗ : K0(Y,G)→ K0(X,G)

is naturally compatible with the map f ∗ : K0(Y,G)→ K0(X,G) via the forgetful map.

If f is proper and Y is noetherian, there is a projection formula

Rf∗(x⊗ f ∗(e)) = Rf∗(x)⊗ e

for any element x ∈ K0(X,G) and any element e ∈ K0(Y,G).
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We shall write XG ↪→ X for the fixed point scheme of X (when it exists), which is a closed

equivariant subscheme of X. The scheme XG has a trivial equivariant structure and it

represents the functor on S-schemes T 7→ X(T )G(T ), where X(T ) is the subset of X(T ),

which is fixed under the action of G(T ). In our situation, XG exists if X is separated over

S and it is then given by the intersection between the diagonal of X ×S X and the graph of

the automorphism of X induced by 1 ∈ Z/2Z.

We shall write R(G) := Z[Z/2Z] ' Z[x]/(x2 − 1) for the group algebra of Z/2Z. There is

a unique morphism of rings R(G) → Q, which sends x to −1, and we shall often view Q
as a R(G)-algebra via this morphism. The ring K0(S,G) also has a natural R(G)-algebra

structure, which arises from the morphism of rings R(G) → K0(X,G) which sends x to

the structure sheaf OS endowed with a weight one equivariant structure. Via the natural

pull-back maps K0(S,G) → K0(X,G), this endows K0(X,G) with a natural structure of

R(G)-algebra and K0(X,G) with a structure of R(G)-module. This structure is compatible

with the push-forward and pull-back maps R•f∗, f
∗ and L•f ∗.

If E is an equivariant coherent sheaf on X, we shall write E{1} for the tensor product of

E with the trivial sheaf endowed with its equivariant structure of weight 1. Note that by

construction, we have the equality E{1} = −E in the group K0(X,G)⊗R(G)Q. If the action

of G on X is trivial and E is an coherent equivariant sheaf on X, we shall write [E]triv for

the coherent sheaf E endowed with its trivial equivariant structure.

Suppose for the time of the next paragraph that the action of G on X is trivial. There is

then natural map of Q-vector spaces Tr : K0(X,G)⊗R(G) Q→ K0(X)Q, which sends E ⊗ r
to (E+−E−)⊗ r. To check this, we only have to check that this map is R(G)-bilinear. This

follows from the equalities

((E{1})+ − (E{1})−)⊗ r = (E− − E+)⊗ r = (−(E+ − E−))⊗ r = (E+ − E−)⊗ (−r).

Note that that the map Tr splits the natural map K0(X)Q → K0(X,G)⊗R(G) Q. In partic-

ular, the natural map K0(X)Q → K0(X,G) ⊗R(G) Q is injective. Also, from the definition

we see that Tr(·) is a map of K0(X)Q-modules.

Theorem 3.1. Suppose that S is a separated noetherian scheme. Suppose that X is a

G-equivariant S-scheme, which is separated and of finite type over S.

(a) The fixed point scheme ι : XG ↪→ X exists. Write NXG/X for the conormal bundle of

XG in X. If every point of XG has a G-invariant affine open neighbourhood which lies over

an open affine subscheme of S, then NXG/X = NXG/X,−.

(b) [Thomason] The map ι∗ ⊗ IdQ : K0(XG, G)⊗R(G) Q→ K0(X,G)⊗R(G) Q is an isomor-

phism of R(G)-modules.
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The (unique) element e ∈ K0(XG, G)⊗R(G) Q such that (ι∗ ⊗ IdQ)(e) = 1 will be called the

local term of the equivariant S-scheme X.

Proof. (a) The existence of the fixed point scheme in our situation has already been

discussed. For the second statement, note that by assumption, we may assume that X and

S are affine. So suppose that X = Spec(B) and S = Spec(A). The action of G on X is given

by a Z/2Z ring grading B = B+⊕B−. The ideal of XG is the intersection of the diagonal of

X ×S X with the graph of 1 ∈ Z/2Z. The ideal of the diagonal of X ×S X = Spec(B⊗AB)

is generated by the elements b ⊗ 1 − 1 ⊗ b, where b ∈ B. This ideal is the kernel of the

morphism ∇ : B ⊗A B → B of A-algebras sending b ⊗ c to bc (this morphism corresponds

to the diagonal immersion). Thus the ideal of the graph of 1 ∈ Z/2Z is generated by the

elements

(b+ + b−)⊗ 1− 1⊗ (b+ − b−) = (b+ ⊗ 1− 1⊗ b+) + (b− ⊗ 1 + 1⊗ b−).

The image of this last ideal under ∇ is the set of element 2b−, with b− ∈ B−. Since 2 is

a unit, this is exactly the ideal (B−) generated by B−. We thus see that the ideal of XG

in X is (B−). In particular, (B−)/(B−)2 (which corresponds to NXG/X) is generated by

homogenous elements of weight one. This proves the claim.

(b) This is a special case of [31, Th. 2.2].

Theorem 3.2. Suppose that S is a separated noetherian scheme and that X is a G-

equivariant S-scheme, which is separated and of finite type over S. Suppose that ι : XG ↪→ X

is a Cartier divisor in X. Suppose furthermore that every point of XG has an open affine

G-invariant neighbourhood, which lies over an open affine subscheme of S.

Then NXG/X − 1 ∈ rK0(X)Q is nilpotent. Furthermore, if we let∑
j

ajx
j := TT(x,NXG/X − 1) ∈ rK0(XG)Q[x]

Then we have

(ι∗ ⊗ IdQ)
[1
2

∑
j

Ejaj
]

= 1 (12)

in K0(X,G)⊗R(G) Q. In other words, the local term of X is 1
2

∑
j Ejaj.

Note that the element 1
2

∑
j ajEj lives in rK0(XG)Q but we take its image inK0(XG, G)⊗R(G) Q

in the last equality.

Proof. (of Theorem 3.2). The fact that NXG/X−1 ∈ rK0(X)Q is nilpotent is a consequence

of Lemma 2.2.
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By Theorem 3.1 (b), there is a unique element e ∈ K0(XG, G)⊗R(G) Q such that (ι∗ ⊗
IdQ)(e) = 1. By the projection formula, we have

(ι∗ ⊗ IdQ)(e⊗O(−nXG)|XG) = O(−nXG)

in K0(X,G)⊗R(G) Q. We have

O(−nXG)|XG = (−1)n(O(−XG)|XG{1})⊗n

in K0(XG, G)⊗R(G) Q and thus the adjunction formula implies that we have

(−1)n(ι∗⊗IdQ)(e⊗(O(−XG)|XG{1})⊗n) = (−1)n(ι∗⊗IdQ)(e⊗(NXG/X{1})⊗n) = O(−nXG)

in K0(X,G) ⊗R(G) Q. Note that by Theorem 3.1 (a), the sheaf NXG/X{1} has a trivial

equivariant structure.

On the other hand, we have an exact equivariant sequence

0→ O(−nXG)→ OX → OX(n−1)
G

→ 0

where X
(n−1)
G is the n− 1-th infinitesimal neighbourhood of XG in X. Since the immersion

of XG into X is regular, we have an equality

O
X

(n−1)
G

=
n−1∑
k=0

(ι⊗ IdQ)∗(N
⊗k
XG/X

) =
n−1∑
k=0

(−1)k(ι⊗ IdQ)∗((NXG/X{1})⊗k)

in K0(X,G)⊗R(G) Q. Thus we have

1 = (ι∗⊗ IdQ)(e) =
n−1∑
k=0

(−1)k(ι∗⊗ IdQ)((NXG/X{1})⊗k)+(−1)n(ι∗⊗ IdQ)(e⊗(NXG/X{1})⊗n)

and thus by Lemma 2.2 we have

1 = (ι∗ ⊗ IdQ)(e) =
n−1∑
k=0

(−1)k(ι∗ ⊗ IdQ)(
∑
j

ajk
j) + (−1)n(ι∗ ⊗ IdQ)(e⊗

∑
j

ajn
j))

=
∑
j

(ι∗ ⊗ IdQ)(aj

n−1∑
k=0

(−1)kkj) + (−1)n(ι∗ ⊗ IdQ)(e⊗
∑
j

ajn
j))

= (ι∗ ⊗ IdQ)
[ δ∑
j=0

( n−1∑
k=0

(−1)kkj) + (−1)nnje
)
⊗ aj)

We now use the following formula from [17, p. 2]. This formula states that

n−1∑
k=0

(−1)kkj =
(−1)n+1

2

j−1∑
l=0

(
j

l

)
Eln

j−l +
Ej
2

(1 + (−1)n+1).

24



In view of the injectivity of ι∗ ⊗ IdQ, this formula implies that

(−1)ne = −1

2

∑
j

[ j−1∑
l=0

(
j

l

)
Eln

j−l +
Ej
2

(1 + (−1)n+1)
]
aj +

∑
j

nj(e⊗ aj)

for all n ≥ 0 and hence

(−1)n
[
e− 1

2

∑
j

Ejaj

]
= −1

2

∑
j

[ j−l∑
l=0

(
j

l

)
Eln

j−l +
Ej
2

]
aj +

∑
j

nj(e⊗ aj)

Since the left hand side of the last equality takes the same value for infinitely many n, we

deduce from the Lemma 2.1 that its right hand side vanishes. Hence

e =
1

2

∑
j

Ejaj

whence the Theorem.

Remark 3.3. We keep the assumptions of Theorem 3.2. Suppose in addition thatXG carries

an ample family of line bundles. Then it follows from Lemma 2.2 (a) and Proposition 2.3 (a)

& (b) that 1
2

∑
j Ejaj is the image in K0(XG, G)⊗R(G) Q of Θ2([NXG/X ]triv)−1 ∈ K0(XG)Q.

Corollary 3.4. Suppose that S is a separated noetherian scheme and that X is a G-

equivariant S-scheme, which is separated and of finite type over S. Suppose furthermore

that every point of XG has an open affine G-invariant neighbourhood, which lies over an

open affine subscheme of S. Let I be the ideal sheaf of XG in X. Let ι : XG → X be the

immersion of XG into X.

Let π : X̃ → X be the blow-up of X along I and let φ : E → XG be the corresponding

exceptional divisor.

Let λ ≥ 0 be such that

- for all r ≥ λ and a > 0 we have Raπ∗(O(−E)⊗r) = 0;

- for all r ≥ λ, the morphism of sheaves Ir → π∗(O(−E)⊗r) is an isomorphism.

Then for all δ ≥ δ0(NE/X̃) we have

(ι∗ ⊗ IdQ)(
(−1)λ

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
[Iu+λ/Iu+1+λ]triv (13)

+
λ−1∑
k=0

(−1)k[Ik/Ik+1]triv) = 1

in K0(X,G)⊗R(G) Q.
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In other words, the local term of X is given by the formula

(−1)λ

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
[Iu+λ/Iu+1+λ]triv +

λ−1∑
k=0

(−1)k[Ik/Ik+1]triv.

Note that we have R•φ(O(−E)|⊗rE ) = (Ir/Ir+1)r (in the derived category) for all r ≥ λ. To

see this, apply R•π∗(·) to the exact sequence

0→ O(−(r + 1)E)→ O(−rE)→ O(−E)|⊗rE → 0.

Finally, note that if XG is regularly embedded in X, then we may take λ = 0.

Proof. The existence of λ follows from [29, Cohomology of Schemes, Lemmas 14.2 and

14.3]. By functoriality, the action of G extends to X̃ and E, making π and φ into equivariant

morphisms.

We claim that every point of X̃G has an open affine G-invariant neighbourhood, which lies

over an open affine subscheme of S. From the hypothesies, we see that to prove this we may

assume (for the time of the proof of the claim) that X = Spec(B) and S = Spec(A). We

saw in the proof of Theorem 3.1 (a) that in this situation we have I = (B−). Now we have

X̃ = Proj(⊕k≥0I
k) and X̃ is covered by the open affine subschemes, which are the spectra

of the rings (⊕k≥0I
k)

(0)
f , where f ∈ B−. Here (⊕k≥0I

k)
(0)
f are the homogenous elements of

degree 0 (for the Z-grading of ⊕k≥0I
k) of the localisation of the ring ⊕k≥0I

k at f . Now

Spec((⊕k≥0I
k)

(0)
f ) is G-invariant, since f is of of weight one. Hence X̃ has an open covering

by affine G-invariant subschemes and so this proves the claim.

We also claim that E = X̃G. Indeed, we have E = Proj(⊕k≥0I
k/Ik+1) and Proj(⊕k≥0I

k/Ik+1)

is covered locally by the open affine subschemes, which are the spectra of the rings (⊕k≥0I
k/Ik+1)

(0)
f ,

where f ∈ I/I2. Here, as before, the ring (⊕k≥0I
k/Ik+1)

(0)
f consists of the homogenous

elements of degree 0 (for the Z-grading of ⊕k≥0I
k/Ik+1) of the localisation of the ring

⊕k≥0I
k/Ik+1 at f . The elements of degree 0 are all sums of elements of the form g/fk,

where g ∈ Ik/Ik+1. Such elements have weight (−1)k/(−1)k = 1 according to Theorem 3.1

(a). Hence E is fixed under the action of G. On the other hand, X̃G ⊆ E since E lies over

XG, and hence E = X̃G.

We now apply Theorem 3.2 to X̃. Let δ ≥ δ0(NE/X̃) and let

δ∑
j=0

ajt
j = TT(ρ(NE/X̃)− 1, t) ∈ rK0(E)Q[t].

26



From Lemma 2.2, we have

aj =
δ∑

k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
N⊗u
E/X̃

. (14)

Let e : E → X be the immersion of E into X.

We deduce from Theorem 3.2 and the adjunction formula that

(e∗ ⊗ IdQ)
[1

2

δ∑
j=0

Ej(aj ⊗N⊗λE/X̃)] = O(−E)⊗λ (15)

(remember the all sheaves in this equation carry their natural equivariant structure). On

the other hand, we have an equivariant exact sequence

0→ Iλ → OX → OX(λ−1)
G

→ 0

where X
(λ−1)
G is the infinitesimal neighbourhood of order λ− 1 of XG. Thus

Iλ = 1− (ι∗ ⊗ IdQ)[
λ−1∑
k=0

(−1)k[Ik/Ik+1]triv]

and putting this together with (15) and using the definition of λ we have

(ι∗ ⊗ IdQ)(R•φ∗ ⊗ IdQ)
[(−1)λ

2

δ∑
j=0

Ej(aj ⊗ [NE/X̃ ]⊗λtriv)
]

+ (ι∗ ⊗ IdQ)[
λ−1∑
k=0

(−1)k[Ik/Ik+1]triv] = 1

from which (13) follows.

Remark 3.5. Keep the assumptions of Corollary 3.4 and assume that XG has an ample

family of line bundles and that XG is regularly embedded in X. It then follows from remark

3.3 and Corollary 2.5 that the local term (13) is equal to the image of Θ2([NXG/X ]triv)−1 in

K0(X,G)⊗R(G) Q.

4 The local term for smoothly embeddable schemes

We keep the notation of the last section. In the present section, we shall compute the local

term in the situation where the equivariant scheme under consideration can be equivariantly
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embedded by a closed immersion of finite tor-dimension into a G-equivariant S-scheme,

whose fixed point scheme is regularly embedded.

Throughout this section, S will be a noetherian and separated scheme (with 2 invertible on

S as before).

Suppose that X and Z are G-equivariant S-scheme which is separated and of finite type

over S. We suppose that the fixed point scheme ZG of Z is regularly embedded in Z. We

also suppose given a G-equivariant closed immersion α : X ↪→ Z, which is of finite tor-

dimension. In other words, the coherent sheaf α∗(OX) has a finite resolution by locally free

OZ-modules locally on Z.

We let ι : XG → X (resp. β : ZG ↪→ Z) be the canonical closed immersion. We let Z̃ be the

blow-up of Z along ZG and let E be the exceptional divisor of Z̃.

Proposition 4.1. Let δ ≥ δ0(NE/Z̃). Then the local term of X is

1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!

(∑
i≥0

(−1)iT oriOZ (OZG ,OX)⊗OZG [Symu(NZG/Z)]triv

)
Here T oriOZ (OZG ,OX) ⊗OZG [Symu(NZG/Z)]triv is viewed as a OXG-module. Note that

T oriOZ (OZG ,OX) is a OXG-module because it is annihilated by the ideal sheaves of ZG

and of X, and hence by the ideal sheaf of ZG ∩X = XG.

Proof. Since α is of finite tor-dimension, we have a homomorphism L•α∗ : K0(Z,G) →
K0(X,G). Note also that the local term of Z is given by

1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu([NZG/Z ]triv)

by Corollary 3.4. We now compute

(L•α∗ ⊗ IdQ)(1) = 1

=
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
(L•α∗ ⊗ IdQ)((β∗ ⊗ IdQ)([Symu(NZG/Z)]triv))

=
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!

(∑
i≥0

(−1)iT oriOZ ([Symu(NZG/Z)]triv,OX)
)

On the other hand, by [8, VII, Lemme 2.4], we have a functorial isomorphism

T oriOZ ([Symu(NZG/Z)]triv,OX) ' T oriOZ (OZG ,OX)⊗OZG [Symu(NZG/Z)]triv

and the formula for the local term follows.

28



Corollary 4.2 (see [31, Th. 3.5] and [24]). Suppose in addition that XG carries an ample

family of line bundles. Then the local term of X is equal to(∑
i≥0

(−1)iT oriOZ (OZG ,OX)
)
⊗XG Θ2([NZG/Z ]triv|XG)−1

Here the inverse of Θ2([NZG/Z ]triv) is taken in the ring K0(XG)Q.

Proof. This follows from the proposition and Corollary 2.5.

5 The Castelnuovo-Mumford regularity of Rees alge-

bras

We will now explain the link between the integer λ considered in Corollary 3.4 and the

Castelnuovo-Mumford regularity of the Rees algebra of the sheaf of ideals of the fixed point

scheme. The results of this section will be used to show that we can take λ = 0 is certain

circumstances and can be skipped by a reader not interested in estimating λ.

We need some preparation. Let T = ⊕k≥0Tk be a graded ring. We view T as a Z-graded

ring. For any a ≥ 0, we shall write T>a := ⊕k>aTk (note that this is a graded ideal). Let

M = ⊕k∈ZMk be a graded T -module. For any i, we shall write

H i
T>0

(M) := lim−→nExti(T/(T>0)n,M)

for the i-th local cohomology group of M with respect to T>0. This is a T -module and it

inherits a natural Z-grading from T and M by functoriality. For any j ∈ Z, we shall write

H i
T>0

(M)j for the set of elements of H i
T>0

(M), which are homogenous of degree j.

Assume now that M is finitely generated and that T1 generates T as a T0-algebra. Suppose

also that T0 is noetherian.

The Castelnuovo-Mumford regularity (or simply regularity) of M is then the integer

reg(M) := max{i+ j |H i
T>0

(M)j 6= 0}.

It can be shown (see [22, Th. 8]) that reg(M) ≥ 0.

We also recall the following geometrical interpretation of local cohomology in this situation.

Let M̃ be the coherent sheaf on Proj(T ) associated with M . We then have a canonical

isomorphism of T0-modules

H i+1
T>0

(M)j ' H i(Proj(T ), M̃(j))
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for all i ≥ 1 and j ∈ Z, and an exact sequence of T0-modules

0→ H0
T>0

(M)j →Mj → H0(Proj(T ), M̃(j))→ H1
T>0

(M)j → 0

for all j ∈ Z (see [3, 20.4]).

Now consider the following special case. Let R be a noetherian ring and let J ⊆ R be an

ideal. Let Rees(J) := ⊕k≥0J
k be the Rees algebra of J , which we view as a Z-graded ring.

Let

H(J) := inf{h ∈ Z |H i
Rees(J)>0

(Rees(J))q = 0 ∀i ≥ 0 and∀q ≥ h}

Clearly, we have H(J) ≤ reg(Rees(J))+1 and if R is a domain (so that Rees(J) is also a do-

main) then we even haveH(J) ≤ reg(Rees(J)) (because then we haveH0
Rees(J)>0

(Rees(J)) = 0).

The above definitions tie in with Corollary 3.4 in the following way.

Lemma 5.1. Assumptions as in Corollary 3.4. Suppose that h ≥ supx∈XG H(Rees(IOx)).

Then

- for all r ≥ h and a > 0 we have Raπ∗(O(−E)⊗r) = 0;

- for all r ≥ h, the morphism of sheaves Ir → π∗(O(−E)⊗r) is an isomorphism.

In particular, any λ ≥ supx∈XG H(Rees(IOx)) satisfies the condition required by Corollary

3.4.

Proof. The proof immediately follows from the definition of the blow-up and from the

discussion above.

We shall now collect a few results from commutative algebra.

We recall the notion of d-sequence (see [13]). Ideals generated by d-sequences will turn out to

have Rees algebras with vanishing Castelnuovo-Mumford regularity in certain circumstances.

See below.

Let R be a commutative ring. A sequence x1, . . . , xn ∈ R is said to be a d-sequence if

(a) for all i = 1, . . . , n we have xi 6∈ (x1, . . . , xi−1, xi+1, . . . , xn);

(b) if i = 1, . . . , n and k ∈ {i, . . . , n}, then the image of xi in R/((x0, . . . , xi−1) : (xk)) is not

a zero divisor.

Here we set x0 := 0. Condition (b) can also be written as

((x0, . . . , xi−1) : (xkxi)) = ((x0, . . . , xi−1) : (xk)).

Note that if x1, . . . , xn is a R-regular sequence, then it is a d-sequence in R.
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Write I := (x1, . . . , xn). We say that the sequence x1, . . . , xn ∈ R is a Cohen-Macaulay d-

sequence (see [14, Def. before Th. 2.3]) if the ringsR/((x0, . . . , xi) : I) andR/(((x0, . . . , xi) : I) + I)

are Cohen-Macaulay rings for all i = 0, . . . , n− 1.

The following lemma (which is probably well-known, but for which we could find no proof

in the literature) is needed in the proof of the subsequent proposition.

Lemma 5.2. Let T be a Cohen-Macaulay local noetherian ring with maximal ideal mT . Let

J ⊆ T be an ideal. Let j := grade(J) and let c = dimT/mT (J/mTJ). Then j ≤ c and there

exists a set of generators t1, . . . , tc of J such that t1, . . . , tj is a T -regular sequence.

Recall that grade(J) = gradeT (J) = depthT (J, T ) is the length of a regular T -sequence of

maximal length contained in J .

Proof. 2 By induction on grade(J). If grade(J) = 0 there is nothing to prove. So suppose

that grade(J) > 0. Let {pi} be the set of associated primes of the the 0-ideal in T . We have

J 6⊆ pi for all i since J contains a non zero divisor by assumption. We also have J 6⊆ mTJ ,

for otherwise J = 0 by Nakayama’s lemma. Hence, by prime avoidance, we have

J 6⊆ (∪ipi) ∪mTJ.

Hence there exists t1 ∈ J , such that t1 6∈ (∪ipi) ∪ mTJ . In particular t1 is not a zero

divisor and t1 (modmTJ) 6= 0. Now consider the ideal J ′ := J/(t1) in T ′ := T/(t1). We

have gradeT ′(J
′) < gradeT (J), for otherwise the element t1 together with a lifting to T

of a regular sequence of maximal length in J ′ would give a regular sequence of length

> grade(J) in J . Thus, by induction, there is a minimal set of generators t′2, . . . , t
′
c of J ′

such that t′2, . . . , tj′+1 is a regular T/(t1)-sequence, where j′ = gradeT ′(J
′). Let t2, . . . , tc

be liftings of t′2, . . . , t
′
c to J . The sequence t1, . . . , tc is by construction a minimal set

of generators of J and the sequence t1, . . . , tj′+1 is a regular T -sequence. Furthermore,

height((t1, . . . , tj′+1)) ≤ j′ + 1 by Krull’s principal ideal theorem and since t1, . . . , tj′+1 is a

T -regular sequence, we have height((t1, . . . , tj′+1)) ≥ j′+1 (see [19, before Th.16.9]) and thus

height((t1, . . . , tj′+1)) = j′ + 1. Now by construction J is contained in the union of associated

prime ideals of (t1, . . . , tj′+1). Also, since T is Cohen-Macaulay, [5, Cor. 18.14] implies that

the associated prime ideals of (t1, . . . , tj′+1) are all minimal prime ideals of (t1, . . . , tj′+1) and

thus by prime avoidance J is contained in a minimal prime ideal of (t1, . . . , tj′+1). Hence

height(J) = j′ + 1 and by [19, Th. 17.4] we have grade(J) = j = j′ + 1. Hence t1, . . . , tc is

the required minimal set of generators of J .

2I am grateful to the anonymous user ’metalspringpro’ on the website math stackoverflow for a comment

which suggested this proof.
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Proposition 5.3 (Huneke). Let T be a noetherian local Cohen-Macaulay ring with maximal

ideal mT and let p ∈ Spec(T ) be a prime ideal of T . Suppose that

dimT/mT (p/mTp) ≤ height(p) + 1.

Suppose also that the ring Tp is regular. Then p is generated by a d-sequence.

This is [15, Intro. (5)] and it is also a special case of [14, Prop. 2.4 (1)], although neither

references provide an explicit proof. We include a proof for the sake of completeness and to

show d-sequences at work.

Proof. (of Proposition 5.3). Let n := height(p). Note that we have n = grade(p) because

T is Cohen-Macaulay (see [19, Th. 17.4] ). Let c := dimT/mT (p/mTp). Let t1, . . . , tc be a

minimal set of generators of p such that t1, . . . , tn is a T -regular sequence of maximal length

in p (this exists by the previous lemma). By assumption, we have n ≥ c− 1. If n = c then

p is generated by a regular T -sequence, and hence by a d-sequence, so there is nothing to

prove. So we suppose that n = c− 1. We will show that

((t1, . . . , tn) : (tc)) = ((t1, . . . , tn) : (t2c))

thus showing that t1, . . . , tc is a d-sequence and proving the proposition.

Note first that p is a minimal prime of (t1, . . . , tn) because height((t1, . . . , tn)) = n (for this

last equality see [19, Th. 17.4]). Note also that the associated primes of (t1, . . . , tn) are all

minimal because T is Cohen-Macaulay (for this see [5, Cor. 18.4]).

Now let q1, . . . , ql be a minimal primary decomposition of (t1, . . . , tn). We may suppose

that radical(q1) = p by the above. We have tc 6∈ radical(qi) for i > 1 (and hence t2c 6∈
radical(qi)) for otherwise p ⊆ radical(qi) and then p = radical(q1) = radical(qi) (because

the associated primes of (t1, . . . , tn) are all minimal), which would contradict the minimality

of the decomposition.

We also claim that q1 = p. To see this, note that since q1 is p-primary and T is noetherian,

the ring T/q1 has only one associated prime ideal, namely the ideal p/q1. Also, note that

the image of t1, . . . , tn in Tp is a regular system of parameters of Tp since Tp is regular

and of dimension n. In particular, q1,p = (t1, . . . , tn)p is the maximal ideal pp of Tp. Now

the localisation of T/q1 at p/q1 is the ring Tp/q1,p, and by the above this is a field and in

particular a regular ring. We conclude from [5, Exercise 11.10, p. 270] that T/q1 is reduced,

in other words that q1 = radical(q1) = p.

We may now compute

((t1, . . . , tn) : (tc)) = ∩i(qi : (tc)) = (q1 : (tc))∩ (∩i>1qi) = (p : (tc))∩ (∩i>1qi) = T ∩ (∩i>1qi)
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and

((t1, . . . , tn) : (t2c)) = ∩i(qi : (t2c)) = (q1 : (t2c))∩ (∩i>1qi) = (p : (t2c))∩ (∩i>1qi) = T ∩ (∩i>1qi)

proving the proposition.

We now come to the relationship between d-sequences and the Rees algebra.

Theorem 5.4. Suppose that T is a local noetherian ring with infinite residue field and

maximal ideal mT . Let I ⊆ T be an ideal in T . Suppose that I can be generated by a

d-sequence. Then:

(a)[Herzog-Simis-Vasconcelos, Kühl, Ngô] We have reg(Rees(I)) = 0.

(b)[Huneke] The natural surjection of T -algebras ⊕k≥0Symk(I) → Rees(p) is an isomor-

phism.

(c)[Huneke] If I can be generated by a Cohen-Macaulay d-sequence then the natural surjec-

tion of T -algebras ⊕k≥0Symk(I/I2)→ ⊕k≥0I
k/Ik+1 is an isomorphism.

(d)[Huneke] In the situation of Proposition 5.3, the ideal p is generated by a Cohen-Macaulay

d-sequence iff T/p is a Cohen-Macaulay ring.

Proof. See [33, Cor. 1.2] for (a) (and for more references - this is a deep result). See

[15, Th. 3.1] for (b). See [14, Theorem C] for (c) and [14, Prop. 2.4] for (d).

We now have

Proposition 5.5. Assumptions as in Corollary 3.4. Suppose also that X is integral and

that XG is a disjoint union of integral schemes. Suppose that X is regular at the generic

points of the irreducible components of XG. Suppose furthermore that for each x ∈ XG, the

local ring OX,x of x in X is Cohen-Macaulay with infinite residue field. Finally, suppose the

for any x ∈ XG, the OX,x-module (NXG/X)OX,x can be generated by height(I · OX,x) + 1 (or

less) elements.

Then the conclusion of Corollary 3.4 holds for λ = 0.

Furthermore, if XG is also Cohen-Macaulay, we have Iu/Iu+1 ' Symu(I/I2) for all u ≥ 0.

Note the following. Let C be an irreducible component of XG and let ηC be its generic

point. Then height(I · OX,x) is constant on C, with value dim(OX,ηC ) = codim(C,X).

Proof. Nakayama’s lemma implies that I · OX,x can be generated by height(I · OX,x) + 1

elements. Hence the conclusion of the proposition follows from Proposition 5.3 and Theorem

5.4 (a), (c), (d).
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Example 5.6. Here is a simple example. Suppose that S is the spectrum of an infinite

perfect field and that Y is a geometrically integral plane projective curve. Then ΩY/S is

generated locally by two elements, since we have an epimorphism of sheaves ΩP2/S|Y → ΩY/S.

Now set X := Y ×S Y and let G act on X by swapping the factors. Then Y ' XG and so

XG is integral and has codimension one in X. Furthermore, NXG/X ' ΩY/S can be locally

generated by cod(XG, X) + 1 = 2 elements. The local rings of Y are Cohen-Macaulay

with infinite residue fields since Y is lci over S and so the local rings of X are also Cohen-

Macaulay with infinite residue fields. Furthermore, X is regular at the generic point of Y ,

since Y is geometrically integral over S. Hence X satisfies the assumptions of Proposition

5.5. This example will be generalised in Proposition 7.4 below, to whose proof we refer for

more details.

6 The Riemann-Roch theorem

We use the notation of the introduction. We recall some of it for the convenience of the

reader.

Let S be a separated noetherian scheme on which 2 is invertible and let f : Y → S be

a proper and flat scheme over S. Let V be a vector bundle on Y and suppose that the

coherent sheaves Rif∗(V ) are all locally free. Let X := Y ×S Y and let π : X̃ → Y ×S Y be

the blow-up of Y ×S Y along the diagonal ∆ of Y ×S Y . Let φ : E → ∆ be the corresponding

exceptional divisor. Let I∆ be the ideal sheaf of ∆.

Let cm(f) ≥ 0 be the minimal natural number λ such that Raπ∗(O(−E)⊗r) = 0 for all a > 0

and such that the natural morphism of sheaves Ir∆ → π∗(O(−E)⊗r) is an isomorphism for

all r ≥ λ. As already mentioned, this exists by [29, Cohomology of Schemes, Lemmas 14.2

and 14.3]. Note that we then have R•φ(O(−E)|⊗rE ) = (Ir∆/I
r+1
∆ )r (in the derived category)

for all r ≥ λ. To see this, apply R•π∗(·) to the exact sequence

0→ O(−(r + 1)E)→ O(−rE)→ O(−E)|⊗rE → 0.

Note that if Y is smooth over S (so that the diagonal immersion is a regular immersion)

then cm(f) = 0.

Let δ0(f) := δ0(NE/X̃) be the smallest natural number n such that (NE/X̃ − 1)⊗(n+1) = 0 in

rK0(E)Q. Here rK0(E)Q is the quotient of K0(E)Q by the annihilator of K0(E)Q.

Finally, for any λ, δ ≥ 0 let

GTI(f, δ, λ) :=
(−1)λ

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Iu+λ

∆ /Iu+λ+1
∆ +

λ−1∑
k=0

(−1)kIk∆/I
k+1
∆ ∈ K0(Y )Q.
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We now consider X = Y ×S Y as a G-equivariant scheme, with the action of G = (Z/2Z)S

which swaps the two factors. We then have a natural identification XG = ∆ ' Y .

Theorem 6.1. The local term of X is given by the image of GTI(f, δ, λ) in K0(XG, G)⊗R(G) Q
for any δ ≥ δ0(f) and any λ ≥ cm(f).

Proof. Note that any point of ∆ has an open affine G-invariant neighbourhood, which lies

over an open affine subscheme of S. To see this, let x ∈ ∆ and view x as a point of Y . Then

this point has an open affine neighbourhood U which lies over an open affine subscheme of

S. Hence x ∈ U ×S U in X and U ×S U is affine, G-invariant and lies over an open affine

subscheme of S. So the assumption of Corollary 3.4 are satisfied and the conclusion follows

from the conclusion of Corollary 3.4.

In particular, GTI(f, δ, λ) is constant in the range δ ≥ δ0(f), λ ≥ cm(f). We write GTI(f)

for this constant value.

Corollary 6.2 (Theorem 1.1). Suppose that V is a vector bundle on Y and that Rif∗(V )

is locally free for all i ≥ 0. Then the equality∑
i

(−1)i[Sym2(Rif∗(V )− Λ2(Rif∗(V ))] = R•f∗(GTI(f)⊗ (Sym2(V )− Λ2(V )))(16)

holds in K0(S)Q.

Proof. (of Corollary 6.2). We let W := π∗1(V )⊗ π∗2(V ), where π1,2 : Y ×S Y → Y are the

natural projections. The bundle W is naturally endowed with the G-action which swaps

the factors of the tensor product. Hence we deduce from Theorem 6.1 and the projection

formula that

Tr(R•(f × f)∗(W )) = Tr(R•f∗(GTI(f, δ, λ)⊗W |Y )

= Tr(R•f∗(
[(−1)λ

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
[Iu+λ

∆ /Iu+λ+1
∆ ]triv

+
λ−1∑
k=0

(−1)k[Ik∆/I
k+1
∆ ]triv

]
⊗W |Y ))

in K0(S)Q for any δ ≥ δ0(f) and any λ ≥ cm(f). Now note that by definition (W |G)+ =
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Sym2(V ) and (W |G)− = Λ2(V ). Hence we get the equality

Tr(R•(f × f)∗(W )) = R•f∗(GTI(f, δ, λ)⊗ (Sym2(V )− Λ(V ))

= R•f∗(
[(−1)λ

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Iu+λ

∆ /Iu+λ+1
∆

+
λ−1∑
k=0

(−1)kIk∆/I
k+1
∆

]
⊗ (Sym2(V )− Λ(V ))) (17)

in K0(S)Q. Here the two expressions on the right are computed in K0(X)Q without reference

to any equivariant structure.

The corollary now follows from (17) and the next

sub-lemma 6.3. We have

Tr(R•(f × f)∗(W )) =
∑
i

(−1)i[Sym2(Rif∗(V )− Λ2(Rif∗(V ))]

in K0(S)Q.

Proof. (of sublemma 6.3). By the Künneth formula (see [9, III, par. 6, Th. 6.7.3]), we

have a canonical isomorphism

Ri(f × f)∗(W ) = Ri(f × f)∗(π
∗
1(V )⊗ π∗2(V )) ∼=

⊕
t

Rtf∗(V )⊗ Ri−tf∗(V ). (18)

The vector bundle ⊕
t

Rtf∗(V )⊗ Ri−tf∗(V )

carries a natural G-action by permutation, namely the action such that the 1 ∈ Z/2Z sends⊕
twt ⊗ wi−t to

⊕
t(−1)t(i−t)wi−t ⊗ wt. By the Koszul rule of signs, the isomorphism (18)

becomes G-equivariant with this choice of G-action on the righthand side.

Now let us first suppose that i is odd. We then have an equivariant isomorphism

Ri(f × f)∗(π
∗
1(V )⊗ π∗2(V )) ∼=

⊕
0≤t≤bi/2c

Rtf∗(V )⊗ Ri−tf∗(V )⊕ Ri−tf∗(V )⊗ Rtf∗(V ). (19)

where (by the above) the element 1 ∈ Z/2Z acts on Rtf∗(V ) ⊗ Ri−tf∗(V ) ⊕ Ri−tf∗(V ) ⊗
Rtf∗(V ) by the automorphism which swaps the two factors of the direct sum. We thus have

non equivariant isomorphisms(
Rtf∗(V )⊗ Ri−tf∗(V )⊕ Ri−tf∗(V )⊗ Rtf∗(V )

)
+

' Rtf∗(V )⊗ Ri−tf∗(V ) '
(
Rtf∗(V )⊗ Ri−tf∗(V )⊕ Ri−tf∗(V )⊗ Rtf∗(V )

)
−
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and hence Tr(Ri(f × f)∗(π
∗
1(V )⊗ π∗2(V )) = 0.

Now suppose that i is even. We then have an equivariant isomorphism

Ri(f × f)∗(π
∗
1(V )⊗ π∗2(V ))

∼= Ri/2f∗(V )⊗ Ri/2f∗(V )⊕
⊕

0≤t<i/2

(
Rtf∗(V )⊗ Ri−tf∗(V )⊕ Ri−tf∗(V )⊗ Rtf∗(V )

)
.

Here the element 1 ∈ Z/2Z acts on Rtf∗(V )⊗Ri−tf∗(V )⊕Ri−tf∗(V )⊗Rtf∗(V ) by multipli-

cation by (−1)t followed by the automorphism which swaps the two factors of the direct sum.

On the other hand, the element 1 ∈ Z/2Z acts on Ri/2f∗(V )⊗ Ri/2f∗(V ) by multiplication

by (−1)i/2.

So we conclude that

Tr(Ri(f × f)∗(π
∗
1(V )⊗ π∗2(V )))

= (−1)i/2
(
(Ri/2f∗(V )⊗ Ri/2f∗(V ))+ − (Ri/2f∗(V )⊗ Ri/2f∗(V ))−

)
= (−1)i/2

(
Sym2(Ri/2f∗(V ))− Λ2(Ri/2f∗(V ))

)
Summing over all i ≥ 0 we get the equality of the sublemma.

7 Special cases

7.1 local complete intersections

We shall now consider Corollary 6.2 in the situation where the morphism f is an lci mor-

phism. The following Proposition in particular proves the ARR theorem for any flat, lci and

projective scheme over a noetherian separated scheme, which carries an ample line bundle

and over which 2 is invertible.

Proposition 7.1. Assumption as in Corollary 6.2. Suppose that there exists a regular closed

S-immersion Y ↪→ W , where W is smooth over S. Suppose also that Y carries an ample

family of line bundles. Then we have

GTI(f) = Θ2(NY/W )⊗Θ2(ΩW/S|Y )−1

in K0(Y )Q.

Proof. We again consider Y ×S Y and W ×S W as G-equivariant schemes. The natural

embedding Y ×SY ↪→ W×SW is then G-equivariant and the scheme W×SW is smooth over

S. As before, we have W ' (W ×S W )G and Y ' (Y ×S Y )G via the diagonal immersions.
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From Theorem 6.1 and Corollary 4.2 we get

GTI(f) =
(∑
i≥0

(−1)iTr(T oriOW×SW (OW ,OY×SY ))
)
⊗OY Θ2(NW/W×SW |Y )−1 (20)

in K0(Y )Q (here NW/W×SW is not considered as an equivariant sheaf, but T oriOZ (OZG ,OX)

carries its natural equivariant structure). Note that NW/W×SW ' ΩW/S by definition.

We shall now compute T oriOW×SW (OW ,OY×SY ). Let

V • : · · · → Vl → Vl−1 → . . . V0 → OY → 0

be a (possibly infinite) resolution of OY in W by flat quasi-coherent sheaves. This exists by

[4, Appendix A.1]. Let π1, π2 : Z → W be the two natural projections. Since W is flat over

S, the sequence π∗1(V •)⊗π∗1(V •) is a resolution of Y ×S Y in W ×SW . By construction, this

resolution carries a G-equivariant structure (the G-action permuting the factors according

to the Koszul rule of signs) making it into an equivariant resolution of Y ×SY . By definition,

we have an equivariant isomorphism of sheaves

H−i((π∗1(V •)⊗ π∗1(V •))|W ) ' T oriOW×SW (OW ,OY×SY )

Furthermore, from the definitions we see that we have

π∗1(V •)|W = π∗2(V •)|W = V •

and thus

H−i((π∗1(V •)⊗ π∗1(V •))|W ) ' H−i(V • ⊗ V •) ' T oriOW (OY ,OY ).

Since Y is regularly immersed in W , we have a functorial isomorphism

T oriOW (OY ,OY ) ' Λi(NY/W )

(see [8, VII, Prop 2.5 i’)]). Finally, since 1 ∈ Z/2Z acts by (−1)i on Λi(NY/W ), we get from

(20) that

GTI(f) = Θ2(NY/W )⊗Θ2(ΩW/S|Y )−1

as required.

Remark 7.2. Notice that if S is regular then W carries an ample family of line bundles and

then so does Y (see [8, II 2.2.7.1]). In that case, we have K0(S) ' K0(S) and Proposition

7.1 is stronger than the classical GRR theorem, because no projectivity assumptions are

made.
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7.2 Cohen-Macaulay schemes with hypersurface singularities

If W is a noetherian scheme, we shall say that W has at most hypersurface singularities if

for any w ∈ W , the embedding dimension of OW,w is at most one more than the dimension

of OW,w.

For the proof of the next proposition, we shall need the

Lemma 7.3. Let K be field and let Z be a scheme of finite type over K. Suppose that the

geometric fibre of Z over K is integral with at most hypersurface singularities. Then for

every point z ∈ Z, the OZ,z-module ΩZ,OZ,z is generated by dim(Z) + 1 (or less) elements.

Proof. Let n ≥ 0 and let

Zn := {z ∈ Z | rkκ(z)(ΩZ,κ(z)) ≥ n}

where κ(z) is the residue field at z. This set is closed by [10, II.5, Exercise 5.8 a)] and

we view it as a reduced closed subscheme. By Nakayama’s lemma, the conclusion of the

lemma is equivalent to saying that Zn = ∅ if n > dim(Z) + 1. So suppose for contradiction

that we are given n > dim(Z) + 1 and that Zn 6= ∅. Suppose that n is maximal with that

property. Let ι : Zn → Z be the inclusion morphism. By [10, II.5, Exercise 5.8 c)], the

sheaf ι∗(ΩZ/K) is then locally free of rank n. In particular, for any closed point z̄ of YK̄
lying over a point of Zn, a minimal set of generators of ΩZK̄ ,OZK̄,z̄

has cardinality n. On the

other hand, dim(ZK̄) = dim(Z) and dim(OZK̄ ,z̄) = dim(ZK̄) since z̄ is closed. Finally, we

have mz̄/m
2
z̄ ' ΩZK̄ ,κ(z̄), again because z̄ is closed. So n = rkκ(z̄)(mz̄/m

2
z̄) > dim(OZK̄ ,z̄) + 1,

which contradicts the fact that ZK̄ has only hypersurface singularities.

Proposition 7.4. Assumptions as in Corollary 6.2. Suppose that S is Cohen-Macaulay,

integral with infinite residue fields, and that the regular locus reg(S) of S contains a non-

empty open set. Suppose that the geometric fibres of Y over S are integral, Cohen-Macaulay

and have at most hypersurface singularities. Then for all δ ≥ δ0(f) we have

GTI(f) =
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

(k − u)!u!
Symu(ΩY/S).

Furthermore, we have Symu(ΩY/S) ' Iu∆/I
u+1
∆ for all u ≥ 0.

Note that ΩY/S might not be locally free. We also note that the assumptions imply that Y

is integral. See the proof below.
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Proof. By [18, Prop. 4.3.8], the schemes Y and Y ×S Y are integral. By [29, tag045J,

Lemma 10.163.3], Y is also Cohen-Macaulay and so is Y ×S Y . Furthermore, from the

assumptions we see that Y ×S Y is regular at the generic point of Y .

Let now y ∈ Y . By Lemma 7.3 and Nakayama’s lemma the OYf(y),y
-module ΩY/S,OYf(y),y

is

generated by dy + 1 elements, where dy = dim(Yf(y)). Now note that dy does not depend on

y by [29, tag02NI, Lemma 29.29.4] (because f is flat with Cohen-Macaulay fibres). Let η

(resp. ρ) be the generic point of Y (resp. S). Since f is flat and S is integral, the point

η lies over ρ. Therefore, by [18, 4.3.12], we have dim(OY×SY,η) = dim(OYρ×ρYρ,η) and since

Yρ ×ρ Yρ is an integral scheme of finite type over a field, we have

dim(OYρ×ρYρ,η) = codim(Yρ, Yρ ×ρ Yρ) = dim(Yρ) = dy.

We conclude that the OYf(y),y
-module ΩY/S,OYf(y),y

is generated by dim(OY×SY,η)+1 elements.

Hence by Proposition 5.5 we have cm(f) = 0 and Symu(ΩY/S) ' Iu∆/I
u+1
∆ . The formula of

the proposition now follows from Corollary 6.2.

Remark 7.5. We keep the assumptions of Proposition 7.4. Suppose in addition that Y is

a Cartier divisor in an S-scheme H, which is smooth over S, and that Y carries an ample

family of line bundles. Then Proposition 7.4 applies but so does Proposition 7.1. So suppose

for the time of this remark that we are in that situation. We then have a resolution

0→ NY/H → ΩH/S|Y → ΩY/S → 0

In particular ΩY/S represents a strictly perfect complex in the derived category of OY -

modules, namely the cotangent complex of Y over S. Also, since NY/S is a line bundle and

Y is smooth over S at its generic point, we have an exact sequence

0→ NY/H ⊗ Symn−1(ΩH/S|Y )→ Symn(ΩH/S|Y )→ Symn(ΩY/S)→ 0

for all n ≥ 0 (see [29, tag01CF, Lemma 17.21.4]) so that the coherent sheaf Symu(ΩY/S)

represents the u-th symmetric power of the cotangent complex of Y over S. We will give a

direct proof (not involving the fixed point formula) of the fact that the right-hand side of

Propositions 7.4 and 7.1 coincide (note that we know a priori that they coincide since they

are both equal to GTI(f)). This will show that under the given assumptions Proposition

7.4 is a natural generalisation of the ARR theorem to a non-projective situation.

We need to show that

Θ2(ΩH/S|Y )−1 ⊗Θ2(NY/H)

=
1

2

δ∑
j=0

Ej

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

(k − u)!u!

(
Symu(ΩH/S|Y )−NY/H ⊗ Symu−1(ΩH/S|Y )

)
(21)

40



in K0(Y )Q for any δ ≥ δ0(f). Here the inverse of Θ2(ΩH/S|Y ) is taken in K0(Y )Q and we

take the image of this inverse in K0(Y )Q.

Let P (x) =
∑

j ajx
j ∈ K0(X)Q[x] be a polynomial such that P (k) = Symk(ΩH/S|Y ) in

K0(Y )Q. This exists by Proposition 2.3 (b) (1). We then have

Symn(ΩH/S|Y )−NY/H ⊗ Symn−1(ΩH/S|Y ) = P (n)−NY/H ⊗ P (n− 1)

(note that one can show that P (−1) = 0 [we skip the proof] so this makes sense) and we let

Q(x) := P (x)−NY/H ⊗ P (x− 1) =:
∑
j

bjx
j ∈ K0(Y )Q[x].

We have by construction an identity of power series

Λ−t(NY/H)Symt(ΩH/S|Y ) =
∑
k

Q(n)tn ∈ K0(Y )Q[[t]]

and applying Proposition 2.3 (a) & (b) (2) we get

Θ2(ΩH/S|Y )−1 ⊗Θ2(NY/H) =
1

2

∑
j

Ejbj (22)

in K0(Y )Q. On the other hand, for all n ≥ 0 we have

R•φ∗(O(n)) = Symn(ΩY/S) = Symn(ΩH/S|Y )−NY/H ⊗ Symn−1(ΩH/S|Y )

in K0(Y )Q and so by Lemma 2.2 (a) & (c) (1), we have

Symn(ΩY/S) =
δ∑
j=0

[ δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu(ΩY/S)

]
nj

in K0(Y )Q for δ ≥ δ0(f). In particular, we have

Q(n) =
δ∑
j=0

[ δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu(ΩY/S)

]
nj

in K0(Y )Q (not K0(Y )Q !) for all n ≥ 0. By Lemma 2.1, we see that the image of bj in

K0(Y )Q is

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!
Symu(ΩY/S) =

δ∑
k=0

k∑
u=0

(−1)k−us(k, j)

u!(k − u)!

(
Symu(ΩH/S|Y )−NY/H⊗Symu−1

)
.

Combining this with (22) we get (21).
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[2] A. A. Bĕılinson, The derived category of coherent sheaves on Pn, Selecta Math. Soviet. 3 (1983/84),

no. 3, 233–237. Selected translations.

[3] M. P. Brodmann and R. Y. Sharp, Local cohomology, 2nd ed., Cambridge Studies in Advanced Math-

ematics, vol. 136, Cambridge University Press, Cambridge, 2013. An algebraic introduction with geo-

metric applications.

[4] Alexander I. Efimov and Leonid Positselski, Coherent analogues of matrix factorizations and

relative singularity categories, Algebra Number Theory 9 (2015), no. 5, 1159–1292, DOI

10.2140/ant.2015.9.1159.

[5] David Eisenbud, Commutative algebra, Graduate Texts in Mathematics, vol. 150, Springer-Verlag, New

York, 1995. With a view toward algebraic geometry.

[6] Javier Fresán, Periods of Hodge structures and special values of the gamma function, Invent. Math. 208

(2017), no. 1, 247–282, DOI 10.1007/s00222-016-0690-4.

[7] William Fulton and Serge Lang, Riemann-Roch algebra, Grundlehren der mathematischen Wis-

senschaften [Fundamental Principles of Mathematical Sciences], vol. 277, Springer-Verlag, New York,

1985.
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