An augmented velocity–vorticity–pressure formulation for the Brinkman equations
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SUMMARY

This paper deals with the analysis of a new augmented mixed finite element method in terms of vorticity, velocity, and pressure, for the Brinkman problem with nonstandard boundary conditions. The approach is based on the introduction of Galerkin least-squares terms arising from the constitutive equation relating the aforementioned unknowns and from the incompressibility condition. We show that the resulting augmented bilinear form is continuous and elliptic, which, thanks to the Lax–Milgram theorem, and besides proving the well-posedness of the continuous formulation, ensures the solvability and stability of the Galerkin scheme with any finite element subspace of the continuous space. In particular, Raviart–Thomas elements of any order \( k \geq 0 \) for the velocity field, and piecewise continuous polynomials of degree \( k+1 \) for both the vorticity and the pressure, can be utilized. A priori error estimates and the corresponding rates of convergence are also given here. Next, we derive two reliable and efficient residual-based a posteriori error estimators for this problem. The ellipticity of the bilinear form together with the local approximation properties of the Clément interpolation operator are the main tools for showing the reliability. In turn, inverse inequalities and the localization technique based on triangle-bubble and edge-bubble functions are utilized to show the efficiency. Finally, several numerical results illustrating the good performance of the method, confirming the properties of the estimators and showing the behavior of the associated adaptive algorithms, are reported.
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1. INTRODUCTION

We are interested in the numerical approximation of the velocity–vorticity–pressure formulation of the linear Brinkman (or generalized Stokes) problem. These equations can be considered as an extension of Darcy’s law to describe the laminar flow behavior of a viscous fluid within a porous material with possibly heterogeneous permeability, so that the flow is dominated by Darcy regime in some regions and by Stokes elsewhere. Another instance where the Brinkman problem is encountered is after time discretizations of transient Stokes equations modelling the motion of an incompressible free fluid. In any case, the accurate and efficient approximation of viscous flow governed by Brinkman equations is of high practical importance and has been a main focus of research in several industrial and environmental applications, including the study of foams, filtering porous
layers, oil reservoirs, or heat pipes. Moreover, in addition to velocity and pressure, other intrinsic fields are typically required to examine flow patterns, such as vorticity or shear stresses.

The mathematical analysis and the numerical discretization of the Brinkman problem inherit all the well-known difficulties associated with both Darcy and Stokes equations. A number of robust solvers for general saddle-point problems and numerical methods have been introduced for the Brinkman system in the last few years, and most of them are based on mixed finite element formulations deriving from Stokes-based methods and making extensive use of diverse stabilization techniques introduced either to comply with or to circumvent the discrete inf-sup condition. In particular, a continuous penalty method has been proposed and analyzed in [1]. Also, a pressure gradient stabilization method for the generalized Stokes problem has been introduced in [2]. In the context of mixed finite elements, we cite [3], where a variational formulation that can be recast as a twofold saddle-point problem is constructed and analyzed. The approach in [3] is based on the introduction of the flux and the tensor gradient of the velocity as further unknowns, whereas the discrete method uses Raviart–Thomas spaces of order zero to approximate the flux and piecewise constant functions to approximate the velocity and the pressure. In that contribution, the authors prove that the continuous and discrete formulations are well posed and derive the associated a priori error analysis and a posteriori error estimates based on local problems. In [4], the pseudostress and the trace-free velocity gradient are introduced as auxiliary unknowns, and a pseudostress–velocity formulation is considered, for which existence, uniqueness, and error estimates are derived. More recently, dual-mixed methods based on the velocity–pseudostress and pseudostress have been introduced in [5] and [6], respectively, for the generalized Stokes problem. In the former, the approach from [3] (see also [8]) is adapted to propose an augmented mixed method in terms of velocity and pseudostress, for which optimal error estimates are proved. On the other hand, in [6], a formulation based only on the pseudostress is proposed for the Brinkman problem, thus simplifying and improving the analysis from [5]. The results in [6] include a priori and a posteriori error analyses of the resulting Galerkin scheme. With respect to the numerical study of Stokes and Navier–Stokes equations formulated in terms of vorticity–velocity–pressure fields, we mention the formulations based on least squares, stabilization techniques, mixed methods, spectral discretizations, and hybridizable discontinuous Galerkin, which can be found in [9–18] and the references in these papers. However, up to our knowledge, the Brinkman problem has been considered using mixed vorticity–velocity–pressure formulations only very recently [19], in where a dual-mixed formulation has been analyzed at the continuous and discrete levels using the Babuška–Brezzi theory and optimal error estimates are provided.

The so-called augmented mixed finite elements (also known as Galerkin least-squares methods [12, 20, 21]) can be regarded as a stabilization technique where some terms are added to the variational formulation so that, either the resulting augmented variational formulations are defined by strongly coercive bilinear forms (see, e.g., [22]), or they enable to bypass the kernel property, which is very difficult to obtain in practice, or they allow the fulfillment of the inf-sup condition at the continuous and discrete levels in mixed formulations ([23]). This approach has been considered in, for example, [5, 24–29] for Stokes, generalized Stokes (in velocity–pseudostress formulation), coupling of quasi-Newtonian fluids and porous media, and Navier–Stokes equations, and in [30] for an augmented mixed formulation applied to elliptic problems with mixed boundary conditions.

Here, we propose a new class of stabilized finite element approximations of the Brinkman equations, written in terms of the velocity, vorticity, and pressure fields. One of the main goals of the present approach is to build different families of finite elements to approximate the model problem with the liberty of choosing any combination of the finite element subspaces of the continuous spaces and extend recent results given in [24], where a new stabilized finite element approximation for the Stokes equations was analyzed using an extension of the Babuška–Brezzi theory (cf. [31, 32]). As compared with other approaches, in particular with the one from [6] that has been described previously, the proposed method also exhibits the advantage that the vorticity unknown (which is a sought quantity of practical interest) can be accessed directly, with the desired accuracy and without postprocessing. This property is difficult to obtain in methods written only in terms of vector potential and vorticity [15]. In addition, the approach of the present paper considers nonstandard boundary conditions, whereas the model in [6] is restricted to classical mixed boundary conditions.
On the other hand, differently from [6], where the resulting continuous formulation, being of saddle-point structure, falls into the framework of the Babuška–Brezzi theory, the present variational formulation is based on the introduction of suitable Galerkin least-squares terms, which let us analyze the problem by the classical Lax–Milgram theorem. Indeed, to ensure the existence and uniqueness of solution, at continuous and discrete levels, we prove that the corresponding resulting augmented bilinear form is continuous and elliptic. For the numerical approximation, we consider in particular the family of finite elements $RT_k = P_{k+1} - P_{k+1}$, $k \geq 0$, that is, Raviart–Thomas elements of order $k$ for the velocity field and piecewise continuous polynomials of degree $k + 1$ for the (scalar) vorticity and the pressure. We emphasize that the present approach extends for approximations of the pressure lying in any subspace of $H^1(\Omega)$, which differs from the mixed method in [19] where the inf-sup condition needed for the stability of the corresponding Galerkin scheme only holds for certain subspaces of $L^2(\Omega)$. Numerical experiments with the family of finite elements considered in this paper perform satisfactorily for a variety of boundary conditions. We also test the applicability of the present framework using the family of finite elements: $BDM_k - P_{k+1} - P_{k+1}$, $k \geq 0$ that is, classical Brezzi–Douglas–Marini finite elements for the velocity field and piecewise continuous polynomials of degree $k + 1$ for the vorticity and the pressure. Certainly, as supported by the theory, one could employ any triple of finite element subspaces of the corresponding continuous spaces.

**Outline.** We have organized the contents of this paper as follows. In the remainder of this section, we introduce some standard notation and needed functional spaces, describe the boundary value problem of interest, and present the associate dual-mixed variational formulation, which will be modified to write our method. In Section 2, we set the stabilized variational formulation and then show that it is well posed using the classical Lax–Milgram theorem. In Section 3, we present the discrete method, provide particular families of stable finite elements, and obtain error estimates for the proposed methods. Section 4 is devoted to the reliability and efficiency analysis of two a posteriori error estimators. Finally, several numerical results assessing the performance of the methods, illustrating the convergence rates predicted by the theory, confirming the properties of the a posteriori error estimators, and showing the behavior of the associated adaptive algorithms, are collected in Section 5.

**Preliminaries.** Let us assume that $\Omega \subset \mathbb{R}^2$ is a bounded and simply connected Lipschitz domain. We denote by $n = (n_1)_i \leq \leq 2$ the outward unit normal vector to the boundary $\Gamma := \partial \Omega$ and by $t = (t_i)_i \leq \leq 2$ the unit tangent vector to $\partial \Omega$ oriented such that $t_1 = -n_2$, $t_2 = n_1$. Moreover, we assume that $\partial \Omega$ is polygonal and admits a disjoint partition $\partial \Omega = \Gamma \cup \Sigma$. For the sake of simplicity, we also assume that both $\Gamma$ and $\Sigma$ have positive measure.

For $s \geq 0$, the symbol $\| \cdot \|_{s,\Omega}$ stands for the norm of the Hilbertian Sobolev spaces $H^s(\Omega)$ or $H^s(\Omega) = [H^s(\Omega)]^2$, with the convention $H^0(\Omega) := L^2(\Omega)$ and $H^0(\Omega) = L^2(\Omega)$. We also define the Hilbert space

$$H(\text{div}; \Omega) := \{ v \in L^2(\Omega) : \text{div} v \in L^2(\Omega) \},$$

whose norm is given by $\| v \|_{H(\text{div}; \Omega)}^2 := \| v \|_{0, \Omega}^2 + \| \text{div} v \|_{0, \Omega}^2$. Hereafter, we use the following notation for any vector field $v = (v_i)_i \leq 1, 2$ and any scalar field $\eta$:

$$\text{div} v := \partial_1 v_1 + \partial_2 v_2, \quad \text{rot} v := \partial_1 v_2 - \partial_2 v_1, \quad \nabla \eta := \begin{pmatrix} \partial_1 \eta \\ \partial_2 \eta \end{pmatrix}, \quad \text{curl} \eta := \begin{pmatrix} \partial_2 \eta \\ -\partial_1 \eta \end{pmatrix}.$$

In addition, we will denote with $c$ and $C$, with or without subscripts, tildes, or hats, a generic constant independent of the mesh parameter $h$, which may take different values in different occurrences.

**The model problem.** The Brinkman (or generalized Stokes) problem [1, 5, 6], formulated in terms of the velocity $u$, vorticity $\omega$, and pressure $p$ of an incompressible viscous fluid (see also [19]), reads as follows: given a force density $f$ and a vector field $a$, we seek a vector field $u$, a scalar field $\omega$, and a scalar field $p$ such that
The model, $\nu > 0$ is the kinematic viscosity of the fluid, and $\sigma > 0$ is a parameter representing the ratio between the fluid density and the permeability of the porous medium. In addition, we assume that a boundary compatibility condition holds, that is, there exists a velocity field $\mathbf{w} \in L^2(\Omega)^2$ satisfying $\text{div } \mathbf{w} = 0$ a.e. in $\Omega$, $\mathbf{w} \cdot \mathbf{t} = \mathbf{a} \cdot \mathbf{t}$ on $\Sigma$ and $\mathbf{w} \cdot \mathbf{n} = 0$ on $\Gamma$. For a detailed study on different types of standard and nonstandard boundary conditions for incompressible flows, we refer to [33, 34].

We remark that the following analysis to be developed can be easily extended to the case of nonhomogeneous boundary conditions for the pressure, normal velocity, and vorticity.

2. THE AUGMENTED VORTICITY–VELOCITY–PRESSURE FORMULATION

2.1. Variational formulations and preliminary results

In this section, we set the dual-mixed variational formulation of problem (1.1) and then propose a corresponding augmented approach. To this end, we first introduce the spaces

$$
\mathbf{H}_\Gamma(\text{div}; \Omega) := \{ \mathbf{v} \in \mathbf{H}(\text{div}; \Omega) : \mathbf{v} \cdot \mathbf{n} = 0 \text{ on } \Gamma \} \quad \text{and} \quad \mathbf{H}_\Gamma^1(\Omega) := \{ \eta \in \mathbf{H}^1(\Omega) : \eta = 0 \text{ on } \Gamma \},
$$

where $\mathbf{u} \cdot \mathbf{t}$ and $\mathbf{u} \cdot \mathbf{n}$ stand for the normal and tangential components of the velocity, respectively. In the model, $\nu > 0$ is the kinematic viscosity of the fluid, and $\sigma > 0$ is a parameter representing the ratio between the fluid density and the permeability of the porous medium. In addition, we assume that a boundary compatibility condition holds, that is, there exists a velocity field $\mathbf{w} \in L^2(\Omega)^2$ satisfying $\text{div } \mathbf{w} = 0$ a.e. in $\Omega$, $\mathbf{w} \cdot \mathbf{t} = \mathbf{a} \cdot \mathbf{t}$ on $\Sigma$ and $\mathbf{w} \cdot \mathbf{n} = 0$ on $\Gamma$. For a detailed study on different types of standard and nonstandard boundary conditions for incompressible flows, we refer to [33, 34].

We remark that the following analysis to be developed can be easily extended to the case of nonhomogeneous boundary conditions for the pressure, normal velocity, and vorticity.

$\mathbf{H}_\Gamma(\text{div}; \Omega) := \{ \mathbf{v} \in \mathbf{H}(\text{div}; \Omega) : \mathbf{v} \cdot \mathbf{n} = 0 \text{ on } \Gamma \} \quad \text{and} \quad \mathbf{H}_\Gamma^1(\Omega) := \{ \eta \in \mathbf{H}^1(\Omega) : \eta = 0 \text{ on } \Gamma \},$

which are endowed with the natural norms, and denote by $\langle \cdot, \cdot \rangle_\Sigma$ the duality pairing between $\mathbf{H}^{-1/2}(\Sigma)$ and $\mathbf{H}^{1/2}(\Sigma)$ with respect to the $L^2(\Sigma)$-inner product. Then, by testing system (1.1) with adequate functions and imposing the boundary conditions, we find that the dual-mixed variational formulation of (1.1) can be written as the twofold saddle-point problem (cf. [31, 32]): find $(\mathbf{u}, \omega, p) \in \mathbf{H}_\Gamma(\text{div}; \Omega) \times \mathbf{H}_\Gamma^1(\Omega) \times L^2(\Omega)$ such that

$$
a(\mathbf{u}, \mathbf{v}) + b_1(\mathbf{v}, \omega) + b_2(p, \mathbf{v}) = G(\mathbf{v}) \quad \forall \mathbf{v} \in \mathbf{H}_\Gamma(\text{div}; \Omega),
$$

$$
b_1(\mathbf{u}, \eta) - d(\omega, \eta) = F(\eta) \quad \forall \eta \in \mathbf{H}_\Gamma^1(\Omega),
$$

$$
b_2(q, \mathbf{u}) = 0 \quad \forall q \in L^2(\Omega),
$$

where the bilinear forms $a : \mathbf{H}_\Gamma(\text{div}; \Omega) \times \mathbf{H}_\Gamma^1(\Omega) \rightarrow \mathbb{R}$, $b_1 : \mathbf{H}_\Gamma(\text{div}; \Omega) \times \mathbf{H}_\Gamma^1(\Omega) \rightarrow \mathbb{R}$, $b_2 : L^2(\Omega) \times \mathbf{H}_\Gamma(\text{div}; \Omega) \rightarrow \mathbb{R}$, $d : \mathbf{H}_\Gamma^1(\Omega) \times \mathbf{H}_\Gamma^1(\Omega) \rightarrow \mathbb{R}$, and the linear functionals $G : \mathbf{H}_\Gamma(\text{div}; \Omega) \rightarrow \mathbb{R}$, and $F : \mathbf{H}_\Gamma^1(\Omega) \rightarrow \mathbb{R}$ are defined by

$$
a(\mathbf{u}, \mathbf{v}) := \sigma \int_\Omega \mathbf{u} \cdot \mathbf{v}, \quad b_1(\mathbf{v}, \eta) := \nu \int_\Omega \text{curl } \eta \cdot \mathbf{v}, \quad d(\omega, \eta) := \nu \int_\Omega \omega \eta, \quad b_2(q, \mathbf{v}) := -\int_\Omega q \text{div } \mathbf{v},
$$

and

$$
G(\mathbf{v}) := \int_\Omega \mathbf{f} \cdot \mathbf{v}, \quad F(\eta) := -\nu \langle \mathbf{a} \cdot \mathbf{t}, \eta \rangle_\Sigma.
$$

for all $\mathbf{u}, \mathbf{v} \in \mathbf{H}_\Gamma(\text{div}; \Omega)$, $\omega, \eta \in \mathbf{H}_\Gamma^1(\Omega)$, and $q \in L^2(\Omega)$.

The well-posedness of (2.1) has been recently proved in [19]. In turn, the converse of the derivation of (2.1) is provided next. More precisely, the following theorem establishes that the unique solution of (2.1) solves the original boundary value problem (1.1).
Theorem 2.1

Let \((u, \omega, p) \in H\Gamma(\text{div}; \Omega) \times H^1_T(\Omega) \times L^2(\Omega)\) be the unique solution of (2.1). Then \(\text{div} u = 0\) in \(\Omega\), \(\omega = \text{rot} u\) in \(\Omega\), \(u \cdot t = a \cdot t\) on \(\Sigma\), \(\sigma u + v \text{ curl} \omega + \nabla p = f\) in \(\Omega\) (which yields \(p \in H^1(\Omega)\)) and \(p = 0\) on \(\Sigma\).

Proof

It follows by integrating backwardly in (2.1) and employing suitable test functions. Further details are omitted. \(\square\)

Now, because \(p\) actually lives in the space \(H^1(\Omega)\), we suggest to enrich the aforementioned system (2.1) with residuals arising from the first and the third equations of system (1.1). This approach permits us to analyze the problem directly under the classical Lax–Milgram theorem. More precisely, we add to the system (2.1) the following Galerkin least-squares terms:

\[
\begin{align*}
\kappa_1 \int_\Omega (\sigma u + v \text{ curl} \omega + \nabla p - f) \cdot \text{curl} \eta &= 0 \quad \forall \eta \in H^1_T(\Omega), \\
\kappa_2 \int_\Omega (\sigma u + v \text{ curl} \omega + \nabla p - f) \cdot \nabla q &= 0 \quad \forall q \in H^1_T(\Omega), \\
\kappa_3 \int_\Omega \text{div} u \text{ div} v &= 0 \quad \forall v \in H\Gamma(\text{div}; \Omega),
\end{align*}
\]

where \(\kappa_1, \kappa_2, \text{and } \kappa_3\) are positive stabilization parameters to be specified later and

\[
H^1_T(\Omega) := \{ q \in H^1(\Omega): q = 0 \text{ on } \Sigma \}.
\]

Using an integration by parts, the fact that \(\text{div} \text{ curl} \) is the null operator, and the boundary conditions, we may rewrite the first two equations of (2.2) equivalently as follows:

\[
\begin{align*}
\kappa_1 \sigma \int_\Omega u \cdot \text{curl} \eta + \kappa_1 v \int_\Omega \text{curl} \omega \cdot \text{curl} \eta &= \kappa_1 \int_\Omega f \cdot \text{curl} \eta \quad \forall \eta \in H^1_T(\Omega), \\
\kappa_2 \sigma \int_\Omega u \cdot \nabla q + \kappa_2 \int_\Omega \nabla p \cdot \nabla q &= \kappa_2 \int_\Omega f \cdot \nabla q \quad \forall q \in H^1_T(\Omega).
\end{align*}
\]

In this way, we propose the following augmented variational formulation: find \(\tilde{u} := (u, \omega, p) \in \mathbb{H}\) such that

\[
A(\tilde{u}, \tilde{v}) = G(\tilde{v}) \quad \forall \tilde{v} := (v, \eta, q) \in \mathbb{H},
\]

where the space \(\mathbb{H} := H\Gamma(\text{div}; \Omega) \times H^1_T(\Omega) \times H^1_T(\Omega)\) is endowed with the corresponding product norm, and the bilinear form \(A: \mathbb{H} \times \mathbb{H} \to \mathbb{R}\) and the linear functional \(G: \mathbb{H} \to \mathbb{R}\) are defined by

\[
A(\tilde{u}, \tilde{v}) := \sigma \int_\Omega u \cdot v + v \int_\Omega \text{curl} \omega \cdot v - \int_\Omega p \text{ div} v - v \int_\Omega \text{curl} \eta \cdot u + v \int_\Omega \omega \eta + \int_\Omega q \text{ div} u + \kappa_1 \sigma \int_\Omega u \cdot \text{curl} \eta + \kappa_1 v \int_\Omega \text{curl} \omega \cdot \text{curl} \eta + \kappa_2 \sigma \int_\Omega u \cdot \nabla q + \kappa_2 \int_\Omega \nabla p \cdot \nabla q + \kappa_3 \int_\Omega \text{div} u \text{ div} v,
\]

and

\[
G(\tilde{v}) := \int_\Omega f \cdot v + v(a \cdot t, \eta) \int_\Sigma + \kappa_1 \int_\Omega f \cdot \text{curl} \eta + \kappa_2 \int_\Omega f \cdot \nabla q,
\]

for all \(\tilde{u} := (u, \omega, p), \tilde{v} := (v, \eta, q) \in \mathbb{H}\).
2.2. Unique solvability of the augmented formulation

Next, we will prove that our augmented variational formulation (2.3) satisfies the hypotheses of the Lax–Milgram theorem, that is, the idea is to choose $\kappa_1$, $\kappa_2$, and $\kappa_3$ so that the bilinear form $A$ becomes strongly coercive on $H$, which yields the unique solvability and continuous dependence on the data of this variational formulation. First, we observe that the bilinear form $A$ and the linear functional $G$ are bounded. More precisely, there exist $C_1$ and $C_2 > 0$ such that

$$|A(\bar{w}, \bar{v})| \leq C_1 \|\bar{w}\|_H \|\bar{v}\|_H$$

$$G(\bar{v}) \leq C_2 \left\{ \|a \cdot t\|_{-1/2, \Sigma} + \|f\|_{0, \Omega} \right\} \|\bar{v}\|_H \quad \forall \bar{v} \in H \quad \text{(2.6)}$$

The following lemma shows that the bilinear form $A$ is $H$-elliptic.

**Lemma 2.2**

Assume that $\kappa_1 \in (0, \frac{1}{\sigma})$, $\kappa_2 \in (0, \frac{1}{\sigma})$, and $\kappa_3 > 0$. Then, there exists $\alpha > 0$ such that

$$A(\bar{w}, \bar{v}) \geq \alpha \|\bar{v}\|_H^2 \quad \forall \bar{v} \in H.$$

**Proof**

According to the definition of $A$ in (2.4) and applying the Cauchy–Schwarz inequality, we obtain

$$A(\bar{w}, \bar{v}) = \sigma \|v\|_0^2 + \|\eta\|_0^2 + \kappa_1 \sigma \int_\Omega \text{curl} \eta \cdot v + \kappa_1 \sigma |\eta|_1^2 \Omega + \kappa_2 \int_\Omega v \cdot \nabla q$$

$$+ \kappa_2 |q|_1^2 \Omega + \kappa_3 \|\text{div} v\|_0^2 \Omega$$

$$\geq \sigma \|v\|_0^2 + \|\eta\|_0^2 - \kappa_1 \sigma |\eta|_1^2 \Omega + \kappa_1 \sigma |\eta|_1^2 \Omega - \kappa_2 \sigma \|\eta\|_1^2 \Omega$$

Next, employing the inequality $ab \leq a^2 + \frac{1}{4} b^2$, we find that

$$\kappa_1 \sigma |\eta|_1^2 \Omega \|v\|_0^2 \Omega \leq \kappa_2^2 |\eta|_1^2 \Omega + \frac{\sigma}{4} \|\eta\|_0^2 \Omega$$

$$\text{and} \quad \kappa_2 \sigma \|v\|_0^2 \Omega |q|_1 \Omega \leq \kappa_2^2 \sigma |q|_1^2 \Omega + \frac{\sigma}{4} \|v\|_0^2 \Omega,$$

which, together with the previous inequality, yields

$$A(\bar{w}, \bar{v}) \geq \frac{\sigma}{2} \|v\|_0^2 \Omega + \|\eta\|_0^2 \Omega - \kappa_1^2 \sigma |\eta|_1^2 \Omega + \kappa_1 \sigma |\eta|_1^2 \Omega - \kappa_2 \sigma |q|_1^2 \Omega + \kappa_2 |q|_1^2 \Omega + \kappa_3 \|\text{div} v\|_0^2 \Omega$$

$$\geq \min \left\{ \frac{\sigma}{2}, \kappa_2 \right\} \|v\|_0^2 \Omega + \|\eta\|_0^2 \Omega + \kappa_1 (v - \kappa_1 \sigma) |\eta|_1^2 \Omega + \kappa_2 (1 - \kappa_2 \sigma) |q|_1^2 \Omega.$$

Finally, the proof is completed by straightforward applications of the Poincaré inequality. \(\square\)

We are now in a position to state the main result of this section, which yields the solvability of the continuous formulation (2.3).

**Theorem 2.3**

Assume the same hypotheses of Lemma 2.2. Then, formulation (2.3) admits a unique solution $\tilde{u} := (u, \omega, p) \in H$. Moreover, there exists $C > 0$ such that

$$\|\tilde{u}\|_H \leq C \{ \|a \cdot t\|_{-1/2, \Sigma} + \|f\|_{0, \Omega} \}.$$

**Proof**

The bilinear form $A$ and the linear functional $G$ are continuous (cf. (2.6)). Hence, the proof is a simple consequence of Lemma 2.2 and the well-known Lax–Milgram theorem. \(\square\)

Notice that the unique solution of (2.1) is certainly the solution of (2.3), and hence, because the latter is also uniquely solvable, it is clear that the solutions of both problems coincide. This means,
in particular, that Theorem 2.1 is obviously valid for the solution \( \mathbf{u} := (u, \omega, p) \) of (2.3) as well. This fact is employed later on in Section 4 to prove the efficiency of the proposed a posteriori error estimators.

3. THE AUGMENTED FINITE ELEMENT SCHEME

Let \( \mathcal{T}_h \) be a regular family of triangulations of the polygonal region \( \Omega \) by triangles \( T \) of diameter \( h_T \) with mesh size \( h := \max\{h_T : T \in \mathcal{T}_h\} \) and such that there holds \( \Omega = \cup\{T : T \in \mathcal{T}_h\} \). In addition, given an integer \( k \geq 0 \) and a subset \( S \) of \( \mathbb{R}^2 \), we denote by \( P_k(S) \) the space of polynomials in two variables defined in \( S \) of total degree at most \( k \), and we write \( P_k(S) \) by \( |P_k(S)| \). By \( \mathbf{RT}_k(T) \), we will denote the local Raviart–Thomas space of order \( k \) defined as usual

\[
\mathbf{RT}_k(T) := P_k(T) \oplus P_k(T)x,
\]

with \( x \) being a generic vector of \( \mathbb{R}^2 \). In addition, we let \( \mathbf{RT}_k(\Omega) \) be the global Raviart–Thomas space of order \( k \), that is,

\[
\mathbf{RT}_k(\Omega) := \{v_h \in H(\text{div}; \Omega) : v_h|T \in \mathbf{RT}_k(T) \quad \forall \ T \in \mathcal{T}_h\}.
\]

Now, given finite element subspaces \( \mathbf{H}_h^u \subset H_\Gamma(\text{div}; \Omega) \), \( \mathbf{H}_h^0 \subset H^1_\Gamma(\Omega) \), and \( \mathbf{H}_h^p \subset H^1_\Gamma(\Omega) \), the Galerkin scheme associated with the continuous variational formulation (2.3) reads as follows: find \( \mathbf{u}_h := (u_h, \omega_h, p_h) \in \mathbb{H}_h \) such that

\[
A(\mathbf{u}_h, \mathbf{v}_h) = G(\mathbf{v}_h) \quad \forall \mathbf{v}_h := (v_h, \eta_h, q_h) \in \mathbb{H}_h,
\]

where the space \( \mathbb{H}_h := \mathbf{H}_h^u \times \mathbf{H}_h^o \times \mathbf{H}_h^p \) and \( \kappa_1, \kappa_2, \) and \( \kappa_3 \) are the same parameters employed in the continuous formulation (2.3).

Because the bilinear form \( A \) is bounded and strongly coercive on the whole space \( \mathbb{H} \) (Theorem 2.3), the well-posedness of (3.2) is guaranteed with any arbitrary choice of the subspace \( \mathbb{H}_h \). In particular, we define the following finite element subspaces for \( k \geq 0 \):

\[
\mathbf{H}_h^u := H_\Gamma(\text{div}; \Omega) \cap \mathbf{RT}_k(\Omega) = \{v_h \in H_\Gamma(\text{div}; \Omega) : v_h|T \in \mathbf{RT}_k(T) \quad \forall \ T \in \mathcal{T}_h\},
\]

\[
\mathbf{H}_h^o := \{v_h \in H^1_\Gamma(\Omega) : v_h|T \in P_{k+1}(T) \quad \forall \ T \in \mathcal{T}_h\},
\]

\[
\mathbf{H}_h^p := \{q_h \in H^1_\Gamma(\Omega) : q_h|T \in P_{k+1}(T) \quad \forall \ T \in \mathcal{T}_h\}.
\]

Notice that \( \mathbf{H}_h^u \) is the component of the Brezzi–Douglas–Marini finite element space approximating \( \mathbf{u} \). According to the aforementioned assertion, we may consider the following families of finite elements: \( \mathbb{H}_h := \mathbf{H}_h^u \times \mathbf{H}_h^o \times \mathbf{H}_h^p \) or \( \mathbb{H}_h := \mathbf{H}_h^u \times \mathbf{H}_h^o \times \mathbf{H}_h^p \).

In general, we have the following main result, which establishes the unique solvability, and some convergence properties of the discrete problem (3.2).

Theorem 3.1 Assume that \( \kappa_1 \in (0, \frac{1}{\sigma}), \kappa_2 \in (0, \frac{1}{\sigma}), \) and \( \kappa_3 > 0 \), and let \( \mathbb{H}_h \) be any finite element subspace of \( \mathbb{H} \). Then, the discrete formulation (3.2) admits a unique solution \( \mathbf{u}_h \in \mathbb{H}_h \). Moreover, there exist \( \bar{C} \) and \( \bar{C} \) such that

\[
\|\mathbf{u}_h\|_{\mathbb{H}} \leq \bar{C} \left\{ \|\mathbf{a} \cdot \mathbf{t}\|_{-1/2, \Sigma} + \|f\|_{0, \Omega} \right\},
\]

and

\[
\|\mathbf{u}_h - \mathbf{u}_h\|_{\mathbb{H}} \leq \bar{C} \inf_{\mathbf{v}_h \in \mathbb{H}_h} \|\mathbf{u}_h - \mathbf{v}_h\|_{\mathbb{H}}.
\]
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Proof
It follows straightforwardly from Lemma 2.2, Lax–Milgram theorem, and the Céa estimate. □

As usual, the estimate (3.7) and the approximation properties of the subspaces considered are the key ingredients to obtain the corresponding rate of convergence of the finite element scheme (3.2). In fact, let us consider the family \( \mathbb{H}_h^k := H_h^k \times H_h^{0,0} \times H_h^0 \), with \( H_h^k, H_h^{0,0}, \) and \( H_h^0 \), given in (3.3), (3.5), and (3.6), respectively. Hence, we have the following (cf. [20, 23, 35]):

\( \text{(AP}_h^m) \text{: there exists } C > 0 \text{, independent of } h, \text{ such that for each } s \in (0, k + 1) \text{ and for each } v \in H^s(\Omega) \cap H^1(\text{div}; \Omega) \text{ with } \text{div} v \in H^0(\Omega), \text{ there holds}
\[
\inf_{v_h \in H_h^m} \| v - v_h \|_{\text{div}, \Omega} \leq C h^s \left( \| v \|_{s, \Omega} + \| \text{div} v \|_{s, \Omega} \right).
\]

\( \text{(AP}_h^n) \text{: there exists } C > 0 \text{, independent of } h, \text{ such that for each } s \in (0, k + 1) \text{ and for each } \eta \in H^{s+1}(\Omega), \text{ there holds}
\[
\inf_{\eta_h \in H_h^n} \| \eta - \eta_h \|_{1, \Omega} \leq C h^s \| \eta \|_{s+1, \Omega}.
\]

\( \text{(AP}_h^p) \text{: there exists } C > 0 \text{, independent of } h, \text{ such that for each } s \in (0, k + 1) \text{ and for each } q \in H^{s+1}(\Omega), \text{ there holds}
\[
\inf_{q_h \in H_h^p} \| q - q_h \|_{1, \Omega} \leq C h^s \| q \|_{s+1, \Omega}.
\]

The following theorem provides the rate of convergence of our finite element scheme (3.2).

**Theorem 3.2**
Let \( k \) be a nonnegative integer, and let \( H_h^k, H_h^{0,0}, \) and \( H_h^0 \) be given by (3.3), (3.5), and (3.6). Let \( \tilde{u} := (u, \omega, p) \in \mathbb{H}_h^k \) and \( \tilde{u}_h := (u_h, \omega_h, p_h) \in \mathbb{H}_h^k := H_h^k \times H_h^{0,0} \times H_h^0 \) be the unique solutions to the continuous and discrete problems (2.3) and (3.2), respectively. Assume that \( u \in H^s(\Omega) \), \( \text{div} u \in H^1(\Omega), \omega \in H^{1+s}(\Omega) \), and \( p \in H^{1+s}(\Sigma) \), for some \( s \in (0, k + 1) \). Then, there exists \( C > 0 \) independent of \( h \) such that
\[
\| \tilde{u} - \tilde{u}_h \|_{\mathbb{H}} \leq C h^s \left( \| u \|_{s, \Omega} + \| \text{div} u \|_{s, \Omega} + \| \omega \|_{1+s, \Omega} + \| p \|_{1+s, \Omega} \right).
\]

Proof
The proof follows from (3.7) and the approximation properties \( \text{(AP}_h^m), \text{(AP}_h^n), \) and \( \text{(AP}_h^p) \). □

We remark here that if we consider \( \mathbb{H}_h := H_h^k \times H_h^{0,0} \times H_h^0 \), with \( H_h^k, H_h^{0,0}, \) and \( H_h^0 \), given in (3.4)–(3.6), respectively, to solve problem (3.2), then the analogue of Theorem 3.2 does hold as well.

On the other hand, concerning the practical choice of the stabilization parameters \( \kappa_i, i \in \{1, 2, 3\} \), particularly for the sake of the computational implementation of the augmented mixed finite element method, we first observe that the optimal values of \( \kappa_1 \) and \( \kappa_2 \), namely those yielding the largest ellipticity constant \( \alpha \) (cf. Lemma 2.2), are given by the midpoints of the corresponding feasible intervals, that is, \( \kappa_1 = \frac{\alpha}{4} \) and \( \kappa_2 = \frac{\alpha}{2\varepsilon} \). In addition, as suggested by the first term in the last inequality of the proof of Lemma 2.2, a suitable choice for \( \kappa_3 \) would be given by any value \( \geq \frac{\varepsilon}{2} \). The selections described here are employed later on in Section 5.

4. A POSTERIORI ERROR ANALYSIS

Let \( \mathcal{E}_h \) be the set of all edges of the triangulation \( \mathcal{T}_h \), and given \( T \in \mathcal{T}_h \), we let \( \mathcal{E}(T) \) be the set of its edges. Then we write \( \mathcal{E}_h = \mathcal{E}_h(\Omega) \cup \mathcal{E}_h(\Gamma) \cup \mathcal{E}_h(\Sigma) \), where \( \mathcal{E}_h(\Omega) := \{ e \in \mathcal{E}_h : e \subseteq \Omega \} \), \( \mathcal{E}_h(\Gamma) := \{ e \in \mathcal{E}_h : e \subseteq \Gamma \} \), and analogously for \( \mathcal{E}_h(\Sigma) \). In what follows, \( h^2 \) stands for the length of a given edge \( e \). Also, for each edge \( e \in \mathcal{E}_h \), we fix a unit normal vector \( n_e := (n_1, n_2)^T \) and let \( t_e := (n_2, n_1)^T \) be the corresponding fixed unit tangential vector along \( e \). However, when no confusion arises, we simply write \( n \) and \( t \) instead of \( n_e \) and \( t_e \), respectively. Now, let \( v \in L^2(\Omega) \)}
such that $v|_T \in C(T)$ on each $T \in T_h$. Then, given $T \in T_h$ and $e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)$, we denote by $[v \cdot t]$ and $[v \cdot n]$ the tangential and normal jumps of $v$ across $e$, that is, $[v \cdot t] := (v|_T - v'|_T)|_e \cdot t$ and $[v \cdot n] := (v|_T - v'|_T)|_e \cdot n$, where $T$ and $T'$ are the triangles of $T_h$ having $e$ as a common edge.

### 4.1. The main results

As in the previous sections, we consider $\mathbb{H}_h = \mathbb{H}_{u}^p \times \mathbb{H}_h^w \times \mathbb{H}_h^p$, where, given an integer $k \geq 0$, the component subspaces are defined by (3.3), (3.5), and (3.6), respectively. Next, letting $u_h := (u_h, \omega_h, p_h) \in \mathbb{H}_h$ be the unique solution of (3.2), we set the residuals

$$r(u_h, \omega_h) := f - \sigma u_h - \nabla \omega_h,$$

$$r(u_h, \omega_h, p_h) := f - \sigma u_h - \nabla p_h,$$

and define for each $T \in T_h$ the a posteriori error indicators

$$\theta^T_2 := \|r(u_h, \omega_h, p_h)\|^2_{0, T} + \|\text{div} u_h\|^2_{0, T} + h_T^2 \|\text{rot} u_h - \omega_h\|^2_{0, T} + h_T^2 \|\text{rot} r(u_h, \omega_h)\|^2_{0, T}$$

$$+ \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)} h_e \|a \cdot t - u_h \cdot t\|^2_{0, e} + \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)} h_e \|[u_h \cdot t]\|^2_{0, e},$$

and

$$\theta^2_T := \theta^2_T + h_T^2 \|\text{div} (r(u_h, p_h))\|^2_{0, T} + \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)} h_e \|[r(u_h, p_h) \cdot n]\|^2_{0, e},$$

so that the global a posteriori error estimators are given, respectively, by

$$\Theta := \left\{ \sum_{T \in T_h} \theta^2_T \right\}^{1/2}$$

and

$$\theta := \left\{ \sum_{T \in T_h} \theta^2_T \right\}^{1/2}.$$  

The following theorems constitute the main results of this section.

**Theorem 4.1**

Assume that $f$ is piecewise polynomial, and let $\tilde{u} := (u, \omega, p) \in \mathbb{H}$ and $\tilde{u}_h := (u_h, \omega_h, p_h) \in \mathbb{H}_h$ be the unique solutions of (2.3) and (3.2), respectively. Then, there exist constants $C_{eff} > 0$ and $C_{rel} > 0$, independent of $h$, such that

$$C_{eff} \theta \leq \|	ilde{u} - \tilde{u}_h\|_{\mathbb{H}} \leq C_{rel} \theta.$$  

**Theorem 4.2**

Assume that $f$ is piecewise polynomial, and let $\tilde{u} := (u, \omega, p) \in \mathbb{H}$ and $\tilde{u}_h := (u_h, \omega_h, p_h) \in \mathbb{H}_h$ be the unique solutions of (2.3) and (3.2), respectively. Then, there exist constants $c_{rel} > 0$ and $c_{eff} > 0$, independent of $h$, such that

$$c_{eff} \theta \leq \|	ilde{u} - \tilde{u}_h\|_{\mathbb{H}} \leq c_{rel} \theta.$$  

We remark that when $f$ is not piecewise polynomial, then high-order terms arising from suitable polynomial approximations of this function will appear in (4.4) and (4.5). The upper and lower bounds in these inequalities are known as the reliability and efficiency estimates, respectively, and they are derived later on in Sections 4.2 and 4.3. Note, however, that the inequalities (4.4) and (4.5), together with the fact that $\theta \leq \hat{\theta}$, imply that the sharper a posterior error estimate is actually given by
Throughout the rest of this section, we employ the Clément interpolation operator $I_h$, which maps $H^1(\Omega)$ onto $X_h$ (cf. [36]), where

$$X_h := \{ \varphi_h \in C(\bar{\Omega}) : \varphi_h|_T \in P_1(T) \quad \forall \ T \in T_h \} .$$

In addition, the local approximation properties of $I_h$ are summarized as follows.

**Lemma 4.3**
There exist $c_1$ and $c_2 > 0$, independent of $h$, such that for all $\varphi \in H^1(\Omega)$, there holds

$$\|\varphi - I_h(\varphi)\|_{0,T} \leq c_1 h_T \|\varphi\|_{1,\Delta(T)} \quad \forall \ T \in T_h$$

and

$$\|\varphi - I_h(\varphi)\|_{0,e} \leq c_2 h^{1/2}_e \|\varphi\|_{1,\Delta(e)} \quad \forall \ e \in \mathcal{E}_h(\Omega) \cup \mathcal{E}_h(\Gamma) ,$$

where $\Delta(T) := \bigcup\{T' \in T_h : \ T' \cap T \neq \emptyset \}$ and $\Delta(e) := \bigcup\{T' \in T_h : \ T' \cap e \neq \emptyset \}$.

**Proof**
See [36]. \hfill \Box

### 4.2. Reliability of the a posteriori error estimators

We first deduce from the $\mathbb{H}$-ellipticity of $A$ (cf. Lemma (2.2)) that there holds the global inf-sup condition

$$\alpha \|\tilde{w}\|_{\mathbb{H}} \leq \sup_{\tilde{v} \in \mathbb{H}, \tilde{v} \neq 0} \frac{A(\tilde{w}, \tilde{v})}{\|\tilde{v}\|_{\mathbb{H}}} \quad \forall \ \tilde{w} := (\mathbf{w}, \chi, r) \in \mathbb{H} . \quad (4.6)$$

Hence, we have the following preliminary estimate for the error.

**Lemma 4.4**
Let $\mathbf{u} := (u, \omega, p) \in \mathbb{H}$ and $\mathbf{u}_h := (u_h, \omega_h, p_h) \in \mathbb{H}_h$ be the unique solutions of (2.3) and (3.2), respectively. Then, there exists a constant $c > 0$, independent of $h$, such that

$$\|\mathbf{u} - \mathbf{u}_h\|_{\mathbb{H}} \leq C \|E\|_{\mathbb{H}'} ,$$

where

$$E(\tilde{v}) := E_1(v) + E_2(\eta) + E_3(q) \quad \forall \ \tilde{v} := (\mathbf{v}, \eta, q) \in \mathbb{H} ,$$

and $E_1 : H^1_{\Gamma}(\text{div}; \Omega) \to \mathbb{R}$, $E_2 : H^1_{\Sigma}(\Omega) \to \mathbb{R}$, and $E_3 : H^1_{\Sigma}(\Omega) \to \mathbb{R}$ are the linear and bounded functionals defined by

$$E_1(v) := \int_{\Omega} \mathbf{r}(u_h, \omega_h) \cdot \mathbf{v} + \int_{\Omega} p_h \text{div} \mathbf{v} - k_3 \int_{\Omega} \text{div} u_h \text{div} \mathbf{v} \quad \forall \ \mathbf{v} \in H^1_{\Gamma}(\text{div}; \Omega) , \quad (4.7)$$

$$E_2(\eta) := \mathbf{v} \cdot (a \cdot t, \eta)_{\Sigma} - \mathbf{v} \int_{\Omega} \omega_h \eta + \mathbf{v} \int_{\Omega} u_h \cdot \text{curl} \eta + k_1 \int_{\Omega} \mathbf{r}(u_h, \omega_h) \cdot \text{curl} \eta , \quad (4.8)$$

for all $\eta \in H^1_{\Sigma}(\Omega)$, and

$$E_3(q) := k_2 \int_{\Omega} \mathbf{r}(u_h, p_h) \cdot \nabla q - \int_{\Omega} q \text{div} u_h \quad \forall \ q \in H^1_{\Sigma}(\Omega) . \quad (4.9)$$

In addition, there holds

$$E(\tilde{v}_h) = 0 \quad \forall \ \tilde{v}_h := (v_h, \eta_h, q_h) \in \mathbb{H}_h . \quad (4.10)$$
Proof
Applying (4.6) to the error $\tilde{u} := \tilde{u} - \tilde{u}_h$ and then employing (2.3) and the definitions of $A$ and $G$ (cf. (2.4) and (2.5)), we arrive at

$$
\alpha \|\tilde{u} - \tilde{u}_h\|_{\mathcal{H}} \leq \sup_{\tilde{v} \in \mathcal{H}, \tilde{v} \neq 0} \frac{G(\tilde{v}) - A(\tilde{u}_h, \tilde{v})}{\|\tilde{v}\|_{\mathcal{H}}} := \|G - A(\tilde{u}_h, \cdot)\|_{\mathcal{H}^r},
$$

where, bearing in mind (4.7)–(4.9), there holds

$$
G(\tilde{v}) - A(\tilde{u}_h, \tilde{v}) = E_1(\tilde{v}) + E_2(\eta) + E_3(q) \quad \forall \tilde{v} := (v, \eta, q) \in \mathcal{H}. \tag{4.11}
$$

Moreover, it is straightforward from (3.2) that $G(\tilde{v}_h) - A(\tilde{u}_h, \tilde{v}_h) = 0 \quad \forall \tilde{v}_h := (v_h, \eta_h, q_h) \in \mathcal{H}_h$, which, denoting $E := G - A(\tilde{u}_h, \cdot)$, gives (4.10) and ends the proof.

In order to complete the derivation of the a posteriori error estimates, we need to obtain a suitable upper bound for $\|E\|_{\mathcal{H}^r}$. This is performed in the subsequent sections.

4.2.1. Reliability of $\theta$. We use once the Clément interpolation operator $I_h$. More precisely, given $\tilde{v} := (v, \eta, q) \in \mathcal{H}$, we let $\tilde{v}_h := (0, I_h(\eta), 0) \in \mathcal{H}_h$, so that, using (4.10), we find that

$$
E(\tilde{v}) = E_1(\tilde{v}) + E_2(\eta - I_h(\eta)) + E_3(q). \tag{4.11}
$$

Note here that the fact that $I_h$ preserves Dirichlet boundary conditions (cf. [36]) ensures that $I_h(\eta)$ also vanishes on $\Gamma$.

Furthermore, it is easy to see that

$$
E_2(\eta - I_h(\eta)) = E_2(\eta - I_h(\eta)) + E_2(\eta - I_h(\eta)), \tag{4.12}
$$

where $E_{21}$ and $E_{22}$ are defined as

$$
E_{21}(\eta - I_h(\eta)) := v \left< a \cdot t, \eta - \eta_h \right> - \nu \int_\Omega \omega_h(\eta - \eta_h) + v \int_\Omega u_h \cdot \text{curl}(\eta - \eta_h), \tag{4.13}
$$

and

$$
E_{22}(\eta - I_h(\eta)) := k_1 \int_\Omega r(u_h, \omega_h) \cdot \text{curl}(\eta - \eta_h). \tag{4.14}
$$

Consequently, in order to estimate $\|E(\tilde{v})\|$ in terms of residual terms and $\|\tilde{v}\|_{\mathcal{H}}$, thus deriving a suitable bound for $\|E\|_{\mathcal{H}^r}$, we now proceed to obtain upper bounds for each one of the aforementioned components.

Lemma 4.5
There exists $C > 0$, independent of $h$, such that

$$
|E_1(\tilde{v})| + |E_3(q)| \leq C \left( \sum_{T \in T_h} \tilde{\theta}_T^2 \right)^{1/2} \|\tilde{v}\|_{\mathcal{H}} \quad \forall \tilde{v} := (v, \eta, q) \in \mathcal{H},
$$

where

$$
\tilde{\theta}_T^2 := \|r(u_h, \omega_h, p_h)\|_{0,T}^2 + \|\text{div} u_h\|_{0,T}^2 \quad \forall T \in T_h.
$$

Proof
Let $\tilde{v} := (v, \eta, q) \in \mathcal{H}$. Integrating by parts in $\Omega$ and using that $p_h = 0$ on $\Sigma$ and that $v \cdot n = 0$ on $\Gamma$, we obtain

$$
\int_\Omega p_h \text{div} v = -\int_\Omega \nabla p_h \cdot v.
$$
which, according to (4.7), yields

$$E_1(v) = \int_\Omega r(u_h, \omega_h, p_h) \cdot v - k_3 \int_\Omega \text{div} u_h \text{div} v . \quad (4.15)$$

In turn, integrating by parts again in $\Omega$ and using now that $\nabla q \cdot t = 0$ on $\Sigma$ (because $q$ vanishes there), $\omega_h = 0$ on $\Gamma$, and certainly $\text{rot} \ \nabla q = 0$, we find that

$$\int_\Omega \text{curl} \omega_h \cdot \nabla q = 0 ,$$

which implies, together with (4.9), that

$$E_3(q) := k_2 \int_\Omega r(u_h, \omega_h, p_h) \cdot \nabla q - \int_\Omega q \text{div} u_h . \quad (4.16)$$

Hence, the proof follows from straightforward applications of the Cauchy–Schwarz inequality in (4.15) and (4.16).

**Lemma 4.6**

There exists $C > 0$, independent of $h$, such that

$$|E_2(\eta - I_h(\eta))| \leq C \left\{ \sum_{T \in T_h} \bar{\theta}_T^2 \right\}^{1/2} \| \tilde{v} \|_{\mathbb{H}} \quad \forall \tilde{v} := (v, \eta, q) \in \mathbb{H} ,$$

where

$$\bar{\theta}_T^2 := h_T^2 \| \text{rot} u_h - \omega_h \|_{0,T}^2 + \sum_{e \in E(T) \cap E_h(\Omega)} h_e \| [u_h \cdot t] \|_{0,e}^2 \sum_{e \in E(T) \cap E_h(\Sigma)} h_e \| a \cdot t - u_h \cdot t \|_{0,e}^2 .$$

**Proof**

We begin by looking at the third term defining $E_2$ (cf. (4.13)). In fact, integrating by parts in each $T \in T_h$, we obtain

$$\int_\Omega u_h \cdot \text{curl} (\eta - I_h(\eta)) = \sum_{T \in T_h} \left\{ \int_T \text{rot} u_h (\eta - I_h(\eta)) - \int_{\partial T} u_h \cdot t (\eta - I_h(\eta)) \right\} ,$$

which, using that $\eta = I_h(\eta) = 0$ on $\Gamma$, yields

$$\int_\Omega u_h \cdot \text{curl} (\eta - I_h(\eta)) = \sum_{T \in T_h} \int_T \text{rot} u_h (\eta - I_h(\eta)) - \sum_{e \in E_h(\Omega)} \int_e [u_h \cdot t] (\eta - I_h(\eta)) - \sum_{e \in E_h(\Sigma)} \int_e u_h \cdot t (\eta - I_h(\eta)) .$$

It follows from (4.13) and the foregoing equality that

$$E_2(\eta - I_h(\eta)) = v \sum_{T \in T_h} \int_T \{ \text{rot} u_h - \omega_h \} (\eta - I_h(\eta)) - v \sum_{e \in E_h(\Omega)} \int_e [u_h \cdot t] (\eta - I_h(\eta)) + v \sum_{e \in E_h(\Sigma)} \int_e \{ a \cdot t - u_h \cdot t \} (\eta - I_h(\eta)) ,$$

and hence, the proof is completed by applying Cauchy–Schwarz inequality, the approximation properties of the Clément interpolant $I_h$ (cf. Lemma 4.3), and the fact that the number of triangles of $\Delta(T)$ and $\Delta(e)$ is bounded independently of $T \in T_h$ and $e \in E_h$, respectively. 
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Lemma 4.7
There exists $C > 0$, independent of $h$, such that
\[
|E_{22}(\eta - I_h(\eta))| \leq C \left\{ \sum_{T \in \mathcal{T}_h} \beta_T^2 \right\}^{1/2} \| \mathbf{v} \|_{\mathcal{H}} \quad \forall \mathbf{v} := (v, \eta, q) \in \mathcal{H},
\]
where
\[
\beta_T^2 := h_T^2 \left\| \text{rot} \left\{ \mathbf{r}(\mathbf{u}_h, \omega_h) \right\} \right\|_{0,T}^2 + \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Omega)} h_e \left\| \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t \right\|_{0,e}^2 + \sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_h(\Sigma)} h_e \left\| \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t \right\|_{0,e}^2.
\]

Proof
It follows from (4.14), integrating by parts in each $T \in \mathcal{T}_h$, that
\[
E_{22}(\eta - I_h(\eta)) = k_1 \sum_{T \in \mathcal{T}_h} \left\{ \int_T (\eta - I_h(\eta)) \text{rot} \left\{ \mathbf{r}(\mathbf{u}_h, \omega_h) \right\} - \int_{\partial T} (\eta - I_h(\eta)) \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t \right\},
\]
which, using that $\eta = I_h(\eta) = 0$ on $\Gamma$, yields
\[
E_{22}(\eta - I_h(\eta)) = k_1 \sum_{T \in \mathcal{T}_h} \int_T (\eta - I_h(\eta)) \text{rot} \left\{ \mathbf{r}(\mathbf{u}_h, \omega_h) \right\}
\]
\[-k_1 \sum_{e \in \mathcal{E}(\Omega) \cap \mathcal{E}_h(\Omega)} \int_e (\eta - I_h(\eta)) \left[ \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t \right] - k_1 \sum_{e \in \mathcal{E}(\Sigma) \cap \mathcal{E}_h(\Sigma)} \int_e (\eta - I_h(\eta)) \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t.
\]
In this way, proceeding as in the previous proof, that is, applying Cauchy--Schwarz inequality, the approximation properties of $I_h$, and the uniform boundedness of the number of triangles of $\Delta(T)$ and $\Delta(e)$, the proof is concluded.

We end this section by remarking that the reliability estimate for $\theta$ (cf. upper estimate in (4.4), Theorem 4.1) follows from identities (4.11)–(4.14), together with Lemmata 4.4–4.7.

4.2.2. Reliability of $\vartheta$. This estimate follows by bounding $\| E \|_{\mathcal{H}'}$ (cf. Lemma 4.4) after using twice the Clément interpolant $I_h$. More precisely, given $\mathbf{v} := (v, \eta, q) \in \mathcal{H}$, we now let
\[
\mathbf{v}_h := (0, I_h(\eta), I_h(q)) \in \mathcal{H}_h,
\]
so that, using (4.10), we find that
\[
E(\mathbf{v}) = E_1(v) + E_2(\eta - I_h(\eta)) + E_3(q - I_h(q)),
\]
where $E_1(v)$ and $E_2(\eta - I_h(\eta))$ are given by (4.7) and (4.12)–(4.14), respectively, and
\[
E_3(q - I_h(q)) := k_2 \int_{\Omega} \mathbf{r}(\mathbf{u}_h, p_h) \cdot \nabla (q - I_h(q)) - \int_{\Omega} (q - I_h(q)) \text{div} \mathbf{u}_h.
\]
Note here that the fact that $I_h$ preserves Dirichlet boundary conditions (cf. [36]) ensures now that $I_h(\eta)$ and $I_h(q)$ also vanish on $\Gamma$ and $\Sigma$, respectively.

Next, similarly as in Section 4.2.1, and in order to estimate $|E(\mathbf{v})|$ in terms of residual terms and $\| \mathbf{v} \|_{\mathcal{H}}$, thus deriving an alternative bound for $\| E \|_{\mathcal{H}'}$, we should obtain upper bounds for each one of the components in (4.17). Actually, because the estimates for $E_1(v)$ and $E_2(\eta - I_h(\eta))$ are
already available from Lemmata 4.5–4.7 and (4.12), we would just need to estimate the remaining third term. Nevertheless, it is much simpler to recall here that $\theta \leq \vartheta$, whence the reliability of $\theta$ follows obviously from that of $\vartheta$.

4.3. Efficiency of the a posteriori error estimators

In this section, we show the efficiency of our a posteriori error estimators $\theta$ (cf. (4.1)) and $\vartheta$ (cf. (4.2)). Equivalently, we provide upper bounds depending on the actual errors for the eight terms defining the local indicator $\theta_T^2$ and for the remaining three terms that complete the definition of $\vartheta$. The easiest ones are the first two terms defining $\theta$, for which, using from Theorem 2.1 that $f = \sigma u + v \text{curl} \omega + \nabla p$ and $\text{div} u = 0$ in $\Omega$, we find that

$$
\|r(u_h, \omega_h, p_h)\|_{0,T}^2 = \|\{\sigma u + v \text{curl} \omega + \nabla p\} - \sigma u_h - v \text{curl} \omega_h - \nabla p_h\|_{0,T}^2
\leq C \left\{\|u - u_h\|_{0,T}^2 + |\omega - \omega_h|_{1,T}^2 + |p - p_h|_{2,T}^2\right\},
$$

(4.19)

where $C := \sigma^2 + v^2 + 1$, and

$$
\|\text{div} u_h\|_{0,T}^2 = \|\text{div} (u_h - u)\|_{0,T}^2 \leq \|u - u_h\|_{0,T}^2.
$$

(4.20)

The derivation of the corresponding upper bounds for the remaining terms in (4.1) and (4.2) is performed next. To this end, we proceed as in [37] and [6] and apply the localization technique based on triangle-bubble and edge-bubble functions, together with extension operators and inverse inequalities. Therefore, we now introduce further notations and preliminary results. Given $T \in \mathcal{T}_h$ and $e \in \mathcal{E}(T)$, we let $\psi_T$ and $\varphi_e$ be the usual triangle-bubble and edge-bubble functions, respectively ((38, Eqns (1.5) and (1.6))), which satisfy

i) $\psi_T \in P_3(T), \psi_T = 0$ on $\partial T$, supp($\psi_T$) $\subseteq T$, and $0 \leq \psi_T \leq 1$ in $T$.

ii) $\varphi_e|_T \in P_2(T), \varphi_e = 0$ on $\partial T \setminus e$, supp($\varphi_e$) $\subseteq w_e := \cup\{T' \cap T_h : e \in \mathcal{E}(T')\}$, and $0 \leq \varphi_e \leq 1$ in $w_e$.

We also know from [39] that, given $k \in \mathbb{N} \cup \{0\}$, there exists an extension operator $L : C(e) \to C(T)$ that satisfies $L(p) \in P_k(T)$ and $L(p)|_e = p$ for all $p \in P_k(e)$. Additional properties of $\psi_T$, $\varphi_e$, and $L$ are collected in the following lemma.

**Lemma 4.8**

Given $k \in \mathbb{N} \cup \{0\}$, there exist positive constants $c_1$, $c_2$, and $c_3$, depending only on $k$ and the shape regularity of the triangulations (minimum angle condition), such that for each $T \in \mathcal{T}_h$ and $e \in \mathcal{E}(T)$, there hold

$$
\|q\|_{0,T}^2 \leq c_1 \|\psi_T^{1/2} q\|_{0,T}^2 \quad \forall q \in P_k(T).
$$

(4.21)

$$
\|p\|_{0,e}^2 \leq c_2 \|\varphi_e^{1/2} p\|_{0,e}^2 \quad \forall p \in P_k(e).
$$

(4.22)

$$
\|\varphi_e^{1/2} L(p)\|_{0,T}^2 \leq c_3 h_e \|p\|_{0,e}^2 \quad \forall p \in P_k(e).
$$

(4.23)

**Proof**

See [39, Lemma 4.1].

The following inverse inequality is also employed.

**Lemma 4.9**

Let $k$, $l$, $m$ $\in \mathbb{N} \cup \{0\}$ such that $l \leq m$. Then there exists $c > 0$, depending only on $k$, $l$, $m$, and the shape regularity of the triangulations, such that for each $T \in \mathcal{T}_h$, there holds

$$
|q|_{l,T} \leq c h_T^{l-m} |q|_{l,T} \quad \forall q \in P_k(T).
$$

(4.24)
We continue our efficiency analysis with the estimate for the third term defining (4.1).

**Lemma 4.10**

There exists $C > 0$, independent of $h$, such that

$$h_T^2 \| \text{rot} \, \mathbf{u}_h - \omega_h \|_{0,T}^2 \leq C \left\{ \| \mathbf{u} - \mathbf{u}_h \|_{0,T}^2 + h_T^2 \| \omega - \omega_h \|_{0,T}^2 \right\} \quad \forall T \in \mathcal{T}_h. \tag{4.25}$$

**Proof**

It is similar to the proof of [6, Lemma 20]. Given $T \in \mathcal{T}_h$, we denote $\gamma_T := \text{rot} \, \mathbf{u}_h - \omega_h$ in $T$. Applying (4.21) to $\gamma_T$ and then using from Theorem 2.1 that $\text{rot} \, \mathbf{u} = \omega$ in $\Omega$, we find that

$$\| \gamma_T \|_{0,T}^2 \leq c_1 \| \psi_T^{1/2} \gamma_T \|_{0,T}^2 = c_1 \int_T \psi_T \gamma_T \{ \text{rot} \, \mathbf{u}_h - \omega_h \} \tag{4.26}$$

$$= -c_1 \int_T \psi_T \gamma_T \text{rot}(\mathbf{u} - \mathbf{u}_h) + c_1 \int_T \psi_T \gamma_T (\omega - \omega_h).$$

Next, integrating by parts in $T$ and recalling that $\psi_T$ vanishes on $\partial T$, we obtain

$$\int_T \psi_T \gamma_T \text{rot}(\mathbf{u} - \mathbf{u}_h) = \int_T (\mathbf{u} - \mathbf{u}_h) \cdot \text{curl}(\psi_T \gamma_T),$$

which replacing back into (4.26) leads to

$$\| \gamma_T \|_{0,T}^2 \leq -c_1 \int_T (\mathbf{u} - \mathbf{u}_h) \cdot \text{curl}(\psi_T \gamma_T) + c_1 \int_T \psi_T \gamma_T (\omega - \omega_h). \tag{4.27}$$

Hence, applying the Cauchy–Schwarz inequality and the inverse estimate (4.24), we easily deduce from (4.27) that

$$\| \gamma_T \|_{0,T}^2 \leq C \| \psi_T \gamma_T \|_{0,T} \left\{ h_T^{-1} \| \mathbf{u} - \mathbf{u}_h \|_{0,T} + \| \omega - \omega_h \|_{0,T} \right\},$$

which yields

$$h_T \| \gamma_T \|_{0,T} \leq C \left\{ \| \mathbf{u} - \mathbf{u}_h \|_{0,T} + h_T \| \omega - \omega_h \|_{0,T} \right\},$$

thus implying (4.25) and completing the proof. \(\square\)

We now aim to estimate the terms involving $r(u_h, \omega_h)$. The following lemma, whose proof makes use of Lemmas 4.8 and 4.9, will be employed for this purpose.

**Lemma 4.11**

Let $\rho_h \in \mathbf{L}^2(\Omega)$ be a piecewise polynomial of degree $k \geq 0$ on each $T \in \mathcal{T}_h$, and let $\rho \in \mathbf{L}^2(\Omega)$ be such that $\text{rot} \{ \rho \} = 0$ in $\Omega$. Then, there exist $c$ and $\bar{c} > 0$, independent of $h$, such that

$$h_T^2 \| \text{rot} \, \rho_h \|_{0,T}^2 \leq c \| \rho - \rho_h \|_{0,T}^2 \quad \forall T \in \mathcal{T}_h. \tag{4.28}$$

and

$$h_e \| [\rho_h \cdot \mathbf{t}] \|_{0,e}^2 \leq \bar{c} \| \rho - \rho_h \|_{0,w_e}^2 \quad \forall e \in \mathcal{E}_h(\Omega). \tag{4.29}$$

**Proof**

For the proof of (4.28), we refer to [40, Lemma 4.3], whereas (4.29) is a slight modification of the proof of [40, Lemma 4.4]. We omit further details. \(\square\)

As a straightforward consequence of the foregoing lemma, we have the following result.
Lemma 4.12
There exist $C_1$ and $C_2 > 0$, independent of $h$, such that
\[
\begin{align*}
    h_T^2 \| \text{rot} \{ \mathbf{r}(\mathbf{u}_h, \omega_h) \} \|_{0,T}^2 & \leq C_1 \left\{ \| \mathbf{u} - \mathbf{u}_h \|_{0,T}^2 + |\omega - \omega_h|^2_{1,T} \right\} \quad \forall T \in T_h, \quad (4.30) \\
    h_e \| \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t \|_{0,e}^2 & \leq C_2 \left\{ \| \mathbf{u} - \mathbf{u}_h \|_{0,w_e}^2 + |\omega - \omega_h|^2_{1,w_e} \right\} \quad \forall e \in E_h(\Omega). \quad (4.31)
\end{align*}
\]

Proof
Because $\text{rot} \nabla p = 0$ in $\Omega$ and, according to Theorem 2.1, $\nabla p = f - \sigma \mathbf{u} - \nu \text{curl} \omega$ in $\Omega$, it suffices to apply Lemma 4.11 to $\rho = \nabla p$ and $\rho_h = \mathbf{r}(\mathbf{u}_h, \omega_h)$ and then employ the triangle inequality.

The third term involving $\mathbf{r}(\mathbf{u}_h, \omega_h)$ is estimated next.

Lemma 4.13
There exists $C > 0$, independent of $h$, such that
\[
\begin{align*}
    h_e \| \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t \|_{0,e}^2 & \leq C \left\{ \| \mathbf{u} - \mathbf{u}_h \|_{0,T_e}^2 + |\omega - \omega_h|^2_{1,T_e} \right\} \quad \forall e \in E_h(\Sigma), \quad (4.32)
\end{align*}
\]
where $T_e$ is the triangle of $T_h$ having $e$ as an edge.

Proof
It follows as in the proof of [6, Lemma 21] (see also [41, Lemma 5.17]). In fact, given $e \in E_h(\Sigma)$, we set $\gamma_e := \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t$ on $e$. Because $p = 0$ on $\Sigma$ (cf. Theorem 2.1), there holds $\nabla p \cdot t = 0$ on $\Sigma$, and hence,
\[
\mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t = \{ \mathbf{r}(\mathbf{u}_h, \omega_h) - \nabla p \} \cdot t \quad \text{on} \quad e.
\]

Then, applying (4.22) and the extension operator $L : C(e) \rightarrow C(T)$, we obtain that
\[
\begin{align*}
    \| \gamma_e \|_{0,e}^2 & \leq c_2 \| \psi_e^{1/2} \gamma_e \|_{0,e}^2 = c_2 \int_{\partial T_e} \psi_e \gamma_e \{ \mathbf{r}(\mathbf{u}_h, \omega_h) \cdot t \} \\
    & = c_2 \int_{\partial T_e} \psi_e L(\gamma_e) \{ \mathbf{r}(\mathbf{u}_h, \omega_h) - \nabla p \} \cdot t.
\end{align*}
\]

Now, integrating by parts and using that $\text{rot} \{ \nabla p \} = 0$ in $\Omega$, we find that
\[
\int_{\partial T_e} \psi_e L(\gamma_e) \{ \mathbf{r}(\mathbf{u}_h, \omega_h) - \nabla p \} \cdot t
\]
\[
= - \int_{T_e} \text{curl}(\psi_e L(\gamma_e)) \cdot \{ \mathbf{r}(\mathbf{u}_h, \omega_h) - \nabla p \} + \int_{T_e} \psi_e L(\gamma_e) \text{rot} \{ \mathbf{r}(\mathbf{u}_h, \omega_h) \}.
\]

In turn, thanks to the fact that $0 \leq \psi_e \leq 1$ and (4.23), we have that
\[
\| \psi_e L(\gamma_e) \|_{0,T_e} \leq \| \psi_e^{1/2} L(\gamma_e) \|_{0,T_e} \leq c h_e^{1/2} \| \gamma_e \|_{0,e}.
\]

Hence, applying the Cauchy–Schwarz inequality and the inverse estimate (4.24) and recalling from Theorem 2.1 that $\nabla p = f - \sigma \mathbf{u} - \nu \text{curl} \omega$ in $\Omega$, we deduce from (4.33)–(4.35) that
\[
\| \gamma_e \|_{0,e}^2 \leq C \left\{ h_{T_e}^{-1} \{ \| \mathbf{u} - \mathbf{u}_h \|_{0,T_e} + |\omega - \omega_h|^2_{1,T_e} \} + \| \text{rot} \{ \mathbf{r}(\mathbf{u}_h, \omega_h) \} \|_{0,T_e} \right\} h_e^{1/2} \| \gamma_e \|_{0,e},
\]

which, using that $h_e \leq h_{T_e}$, yields
\[
\begin{align*}
    h_e \| \gamma_e \|_{0,e}^2 & \leq C \left\{ \| \mathbf{u} - \mathbf{u}_h \|_{0,T_e}^2 + |\omega - \omega_h|^2_{1,T_e} + h_{T_e}^2 \| \text{rot} \{ \mathbf{r}(\mathbf{u}_h, \omega_h) \} \|_{0,T_e}^2 \right\}.
\end{align*}
\]

This inequality and the upper bound for $h_{T_e}^2 \| \text{rot} \{ \mathbf{r}(\mathbf{u}_h, \omega_h) \} \|_{0,T_e}^2$ (cf. (4.30)) imply (4.32) and complete the proof. \qed
We continue our efficiency analysis with the estimates involving \(\mathbf{u}_h \cdot \mathbf{t}\), which are provided in the following two lemmata.

**Lemma 4.14**
There exists \(C > 0\), independent of \(h\), such that

\[
h_e \|\mathbf{u}_h \cdot \mathbf{t}\|_{0,e}^2 \leq C \sum_{T \subseteq w_e} \left\{ \|\mathbf{u} - \mathbf{u}_h\|_{0,T}^2 + h_T^2 \|\omega - \omega_h\|_{0,T}^2 \right\} \quad \forall e \in \mathcal{E}_h(\Omega). \quad (4.36)
\]

**Proof**

Given \(e \in \mathcal{E}_h(\Omega)\), we set \(\gamma_e := [\mathbf{u}_h \cdot \mathbf{t}]\) on \(e\). Hence, applying (4.22) and then employing the extension operator \(L : C(e) \to C(T)\) together with the integration by parts formula on each \(T \subseteq w_e\), we obtain that

\[
\|\gamma_e\|_{0,e}^2 \leq c_2 \|\psi_e^{1/2} \gamma_e\|_{0,e}^2 = c_2 \int_e \psi_e L(\gamma_e) [\mathbf{u}_h \cdot \mathbf{t}]
\]

\[
= c_2 \left\{ \int_{w_e} \mathbf{u}_h \psi_e L(\gamma_e) - \int_{w_e} \mathbf{u}_h \cdot \text{curl} \psi_e L(\gamma_e) \right\},
\]

where, after adding and subtracting both \(\omega_h\) and \(\omega\), we can write

\[
\int_{w_e} \mathbf{u}_h \psi_e L(\gamma_e) = \int_{w_e} \{ \mathbf{u}_h - \omega_h \} \psi_e L(\gamma_e) + \int_{w_e} (\omega_h - \omega) \psi_e L(\gamma_e) + \int_{w_e} \omega \psi_e L(\gamma_e).
\]

In turn, recalling from Theorem 2.1 that \(\omega = \text{rot} \mathbf{u}\) in \(\Omega\), which ensures that \(\mathbf{u} \cdot \mathbf{t}\) is continuous across the edges of \(\mathcal{E}_h(\Omega)\), we can integrate by parts in \(w_e\) so that, using that \(\psi_e\) vanishes on \(\partial w_e\), we find that

\[
\int_{w_e} \omega \psi_e L(\gamma_e) = \int_{w_e} \text{rot} \mathbf{u} \psi_e L(\gamma_e) = \int_{w_e} \mathbf{u} \cdot \text{curl} \psi_e L(\gamma_e).
\]

In this way, replacing the foregoing equality into (4.38) and then the resulting expression into (4.37), we arrive at

\[
\|\gamma_e\|_{0,e}^2 \leq c_2 \left\{ \int_{w_e} \{ \text{rot} \mathbf{u}_h - \omega_h \} \psi_e L(\gamma_e) + \int_{w_e} (\omega_h - \omega) \psi_e L(\gamma_e) + \int_{w_e} \mathbf{u} \cdot \text{curl} \psi_e L(\gamma_e) \right\}.
\]

Next, applying the Cauchy–Schwarz inequality, the inverse estimate (4.24), (4.23), and the fact that \(h_e \leq h_T\) for each \(T \subseteq w_e\), we deduce from (4.39) that

\[
\|\gamma_e\|_{0,e}^2 \leq C \sum_{T \subseteq w_e} \left\{ \|\text{rot} \mathbf{u}_h - \omega_h\|_{0,T} + \|\omega - \omega_h\|_{0,T} + h_T^{-1} \|\mathbf{u} - \mathbf{u}_h\|_{0,T} \right\} \|\psi_e L(\gamma_e)\|_{0,T}
\]

\[
\leq C \sum_{T \subseteq w_e} \left\{ h_e^{1/2} \|\text{rot} \mathbf{u}_h - \omega_h\|_{0,T} + h_e^{1/2} \|\omega - \omega_h\|_{0,T} + h_T^{-1/2} \|\mathbf{u} - \mathbf{u}_h\|_{0,T} \right\} \|\gamma_e\|_{0,e},
\]

which yields, after some simplifications,

\[
h_e \|\gamma_e\|_{0,e}^2 \leq C \sum_{T \subseteq w_e} \left\{ h_e^{2} \|\text{rot} \mathbf{u}_h - \omega_h\|_{0,T}^2 + h_T^{2} \|\omega - \omega_h\|_{0,T}^2 + \|\mathbf{u} - \mathbf{u}_h\|_{0,T}^2 \right\}.
\]

This inequality and the efficiency estimate for \(h_T^{2} \|\text{rot} \mathbf{u}_h - \omega_h\|_{0,T}^2\) (cf. Lemma 4.10) imply (4.36) and complete the proof. \(\square\)
Lemma 4.15
There exists $C > 0$, independent of $h$, such that
\[
h_e \|a \cdot t - u_h \cdot t\|_{0,e}^2 \leq C \left\{ \|u - u_h\|_{0,T_e}^2 + h_{T_e}^2 \|\omega - \omega_h\|_{0,T_e}^2 \right\} \quad \forall e \in \mathcal{E}_h(\Sigma),
\]
where $T_e$ is the triangle of $T_h$ having $e$ as an edge.

Proof
Given $e \in \mathcal{E}_h(\Sigma)$, we let $T_e$ be the triangle of $T_h$ having $e$ as an edge and set $\gamma_e := a \cdot t - u_h \cdot t$ on $e$. Then, applying (4.22), employing the extension operator $L : C(e) \to C(T_e)$, and using that $u \cdot t = a \cdot t$ on $\Sigma$, we obtain
\[
\|\gamma_e\|_{0,e}^2 \leq c_2 \|\psi_e^{1/2}\gamma_e\|_{0,e}^2 = c_2 \int_{T_e} \psi_e \gamma_e (a \cdot t - u_h \cdot t) = c_2 \int_{T_e} \psi_e L(\gamma_e)(u \cdot t - u_h \cdot t). \tag{4.41}
\]
Next, integrating by parts, employing from Theorem 2.1 that $\omega = \text{rot } u$, and adding and subtracting $\omega_h$, we find that
\[
\int_{T_e} \psi_e L(\gamma_e)(u \cdot t - u_h \cdot t) = -\int_{T_e} \text{curl } \{\psi_e L(\gamma_e)\} (u - u_h) + \int_{T_e} \psi_e L(\gamma_e) \{\text{rot } u - \text{rot } u_h\}
\]
\[
= -\int_{T_e} \text{curl } \{\psi_e L(\gamma_e)\} (u - u_h) + \int_{T_e} \psi_e L(\gamma_e) \{\omega - \omega_h\} - \int_{T_e} \psi_e L(\gamma_e) \{\text{rot } u_h - \omega_h\}.
\]
Thus, replacing the foregoing identity back into (4.41) and employing the Cauchy–Schwarz inequality, the inverse estimate (4.24), and (4.23), we deduce that
\[
\|\gamma_e\|_{0,e}^2 \leq C \left\{ h_{T_e}^{-1} \|u - u_h\|_{0,T_e}^2 + \|\omega - \omega_h\|_{0,T_e} + \|\text{rot } u_h - \omega_h\|_{0,T_e} \right\} h_e^{1/2} \|\gamma_e\|_{0,e},
\]
which, after minor manipulations, gives
\[
h_e \|\gamma_e\|_{0,e}^2 \leq C \left\{ \|u - u_h\|_{0,T_e}^2 + h_{T_e}^2 \|\omega - \omega_h\|_{0,T_e}^2 + h_{T_e}^2 \|\text{rot } u_h - \omega_h\|_{0,T_e}^2 \right\}. \tag{4.42}
\]
Finally, it is easy to see that (4.42) and the efficiency estimate for $h_T^2 \|\text{rot } u_h - \omega_h\|_{0,T}$ (cf. Lemma 4.10) imply (4.40), which ends the proof. \hfill \Box

Consequently, the efficiency of $\theta$ follows straightforwardly from the estimates (4.19) and (4.20) and Lemmata 4.10 and 4.12–4.15. Similarly, in order to complete the efficiency estimate for $\theta$, we just need to provide the corresponding upper bounds for the three remaining terms in (4.2). To this end, we now state the following preliminary result, which is the analogue of Lemma 4.11 when involving $\text{div}$ and normal jump instead of $\text{rot}$ and tangential jump, respectively.

Lemma 4.16
Let $\rho_h \in \mathbf{L}^2(\Omega)$ be a piecewise polynomial of degree $k \geq 0$ on each $T \in T_h$, and let $\rho \in \mathbf{L}^2(\Omega)$ be such that $\text{div } \{\rho\} = 0$ in $\Omega$. Then, there exist $c$ and $\bar{c} > 0$, independent of $h$, such that
\[
h_T^2 \|\text{div } \{\rho_h\}\|_{0,T}^2 \leq c \|\rho - \rho_h\|_{0,T}^2 \quad \forall T \in \mathcal{T}_h,
\]
and
\[
h_e \|\rho_h \cdot n\|_{0,e}^2 \leq \bar{c} \|\rho - \rho_h\|_{0,we}^2 \quad \forall e \in \mathcal{E}_h(\Omega). \tag{4.44}
\]

Proof
It follows from slight modifications of the proofs of [40, Lemmata 4.5 and 4.6]. We omit further details. \hfill \Box

The foregoing lemma allows us to establish the following efficiency estimates for $\theta$. 

Lemma 4.17
There exists $C_1$ and $C_2 > 0$, independent of $h$, such that
\[ \frac{1}{2} \| \text{curl} \{ r(u_h, p_h) \} \|_{0,T}^2 \leq C_1 \{ \| u - u_h \|_{0,T}^2 + |p - p_h|_{1,T}^2 \} \quad \forall T \in T_h, \] (4.45)
and
\[ h_e \| [r(u_h, p_h) \cdot n] \|_{0,e}^2 \leq C_2 \{ \| u - u_h \|_{0,w_e}^2 + |p - p_h|_{1,w_e}^2 \} \quad \forall e \in E_h(\Omega). \] (4.46)

Proof
Because $\text{div} \text{curl} \omega = 0$ in $\Omega$ and, according to Theorem 2.1, $v \text{curl} \omega = f - \sigma u - \nabla p$ in $\Omega$, it suffices to apply Lemma 4.16 to $\rho = v \text{curl} \omega$ and $\rho_h = r(u_h, p_h)$ and then employ the triangle inequality.

We conclude our efficiency analysis for $\theta$ with the following result.

Lemma 4.18
There exists $C > 0$, independent of $h$, such that
\[ h_e \| [r(u_h, p_h) \cdot n] \|_{0,e}^2 \leq C \{ \| u - u_h \|_{0,T_e}^2 + |p - p_h|_{1,T_e}^2 \} \quad \forall e \in E_h(\Gamma), \] (4.47)
where $T_e$ is the triangle of $T_h$ having $e$ as an edge.

Proof
It follows analogously to the proof of Lemma 4.13. In fact, given $e \in E_h(\Gamma)$, we let $T_e$ be the triangle of $T_h$ having $e$ as an edge and set $\gamma_e := r(u_h, p_h) \cdot n$ on $e$. Because $\omega = 0$ on $\Gamma$ (cf. Theorem 2.1), there holds $\text{curl} \omega \cdot n = \nabla \omega \cdot t = 0$ on $\Gamma$, and hence,
\[ r(u_h, p_h) \cdot n = \{ r(u_h, p_h) - v \text{curl} \omega \} \cdot n \quad \text{on} \quad e. \]

Then, applying (4.22) and the extension operator $L : C(e) \to C(T_e)$, we obtain that
\[ \| \gamma_e \|_{0,e}^2 \leq c_2 \| \psi_e^{1/2} \gamma_e \|_{0,e}^2 = c_2 \int_{T_e} \psi_e \gamma_e \{ r(u_h, p_h) \cdot n \} \]
\[ = c_2 \int_{\partial T_e} \psi_e L(\gamma_e) \{ \{ r(u_h, p_h) - v \text{curl} \omega \} \cdot n \}. \] (4.48)
Now, integrating by parts and using that $\text{div} \{ \text{curl} \omega \} = 0$ in $\Omega$, we find that
\[ \int_{\partial T_e} \psi_e L(\gamma_e) \{ \{ r(u_h, p_h) - v \text{curl} \omega \} \cdot n \}
\[ = \int_{T_e} \nabla (\psi_e L(\gamma_e)) \cdot \{ r(u_h, p_h) - v \text{curl} \omega \} + \int_{T_e} \psi_e L(\gamma_e) \text{div} \{ r(u_h, p_h) \}. \] (4.49)
On the other hand, using that $0 \leq \psi_e \leq 1$ and (4.23), we have that
\[ \| \psi_e L(\gamma_e) \|_{0,T_e} \leq \| \psi_e^{1/2} L(\gamma_e) \|_{0,T_e} \leq c h_e^{1/2} \| \psi_e \gamma_e \|_{0,e}. \] (4.50)
Hence, applying the Cauchy–Schwarz inequality and the inverse estimate (4.24) and recalling from Theorem 2.1 that $v \text{curl} \omega = f - \sigma u - \nabla p$ in $\Omega$, we deduce from (4.48)–(4.50) that
\[ \| \gamma_e \|_{0,e}^2 \leq C \{ h_e^{-1} \| u - u_h \|_{0,T_e} + |p - p_h|_{1,T_e} \} + \| \text{div} \{ r(u_h, p_h) \} \|_{0,T_e} \}
\[ \leq h_e^{1/2} \| \gamma_e \|_{0,e}, \]
which yields
\[ h_e \| \gamma_e \|_{0,e}^2 \leq C \{ \| u - u_h \|_{0,T_e}^2 + |p - p_h|_{1,T_e}^2 + h_e^2 \| \text{div} \{ r(u_h, p_h) \} \|_{0,T_e}^2 \}, \]
where we have also employed that $h_e \leq h_{T_e}$. The foregoing inequality and the upper bound for $h_{T_e}^2 \| \text{div} \{ r(u_h, p_h) \} \|_{0,T_e}^2$ (cf. Lemma 4.17) imply (4.47) and complete the proof. □
We end this section by remarking that the efficiency of \( \theta \) follows from the corresponding estimate of \( \bar{\theta} \) together with Lemmata 4.17 and 4.18. Alternatively, we could have first provided all the estimates yielding the efficiency of \( \theta \) and then conclude the one of \( \bar{\theta} \) from the fact that \( \theta \leq \bar{\theta} \).

5. NUMERICAL EXPERIMENTS

We now turn to the presentation of selected numerical examples confirming our theoretical findings. The solutions of the involved unsymmetric linear systems are computed with the multifrontal massively parallel sparse direct solver MUMPS. Given the solution \((u, \omega, p) \in H^1_\text{div}(\Omega) \times H^1_{\text{div}}(\Omega) \times H^1_{\text{div}}(\Omega)\) of our continuous augmented formulation (2.3), we measure the accuracy of the numerical scheme by the errors

\[
e(u) := \|u - u_h\|_{\text{div}, \Omega}, \ e(\omega) := \|\omega - \omega_h\|_{1, \Omega}, \ e(p) := \|p - p_h\|_{1, \Omega},
\]

where \((u_h, \omega_h, p_h) \in \mathbb{H}_h\) is the solution of the augmented Galerkin scheme (3.2). In turn, the associated observed convergence rates are computed as \(r(\cdot) := \frac{\log(e(\cdot)/\hat{e}(\cdot))}{\log(h/h)}\), where \(e\) and \(\hat{e}\) denote the errors associated with two consecutive meshes of sizes \(h\) and \(\hat{h}\). To this respect, in what follows, \(N\) denotes the number of degrees of freedom associated with a given triangulation. Bear in mind that the aforementioned notations are also employed later on in Section 5.2 for the case of a reference solution \((u_{\text{ref}}, \omega_{\text{ref}}, p_{\text{ref}})\) instead of \((u, \omega, p)\).

Furthermore, concerning the stabilization coefficients,
in Examples 1–3 as follows, we consider the optimal values described at the end of Section 3, that is, $\kappa_1 = \frac{1}{C^2}$, $\kappa_2 = \frac{1}{C^2}$, and $\kappa_3 = \frac{1}{C^2}$, where $\sigma$ and $\nu$ are the model parameters.

5.1. Example 1: convergence tests against analytical solutions

We consider $\Omega = (0, 1)^2$, and the boundary is split into $\Gamma$ (bottom and right sides of the square) and $\Sigma$ (top and left sides of the square). A sequence of uniformly refined meshes is used to compute these errors and rates with respect to the following exact solutions of (1.1):

$$u = \begin{pmatrix} -\sin(\pi x_1) \cos(\pi x_2) \\ \sin(\pi x_2) \cos(\pi x_1) \end{pmatrix}, \quad \omega = -2\pi \sin(\pi x_2) \sin(\pi x_1), \quad p = x_1^2(1-x_2^2),$$

satisfying the set of boundary data

$$\begin{cases} \omega = 0, & u \cdot n = 0 \quad \text{on } \Gamma, \\ p = 0, & u \cdot t = \sin(\pi x_1) \cos(\pi x_2)n_2 + \sin(\pi x_2) \cos(\pi x_1)n_1 \quad \text{on } \Sigma. \end{cases}$$

Model parameters assume the values $\sigma = 0.1$ and $\nu = 0.01$. The error history and the effectivity indexes for $\theta$ and $\tilde{\theta}$ are presented in Table I for two finite element families using $\text{RT}_0 - P_1 - P_1$ ($k = 0$) and $\text{RT}_1 - P_2 - P_2$ ($k = 1$) approximations for velocity, vorticity, and pressure. The table shows that the accuracy of the schemes approaches asymptotically an order $O(k^{k+1})$ for the

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(\omega)$</th>
<th>$r(\omega)$</th>
<th>$e(u)$</th>
<th>$r(u)$</th>
<th>$e(p)$</th>
<th>$r(p)$</th>
<th>$\text{eff}(\theta)$</th>
<th>$\text{eff}(\tilde{\theta})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>0.707107</td>
<td>8.663562</td>
<td>1.128531</td>
<td>0.566262</td>
<td>3.394480</td>
<td>2.489249</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>289</td>
<td>0.202031</td>
<td>3.042850</td>
<td>0.835291</td>
<td>0.165443</td>
<td>1.532650</td>
<td>0.134389</td>
<td>1.148111</td>
<td>2.916250</td>
<td>2.72894</td>
</tr>
<tr>
<td>1378</td>
<td>0.088388</td>
<td>1.361391</td>
<td>0.972808</td>
<td>0.069851</td>
<td>1.047711</td>
<td>0.057595</td>
<td>1.204953</td>
<td>2.773871</td>
<td>2.302962</td>
</tr>
<tr>
<td>4381</td>
<td>0.048766</td>
<td>0.754373</td>
<td>0.992713</td>
<td>0.038304</td>
<td>1.003762</td>
<td>0.031624</td>
<td>1.080949</td>
<td>2.741535</td>
<td>2.284435</td>
</tr>
<tr>
<td>10 858</td>
<td>0.030743</td>
<td>0.476180</td>
<td>0.999726</td>
<td>0.026334</td>
<td>1.000363</td>
<td>0.018908</td>
<td>1.003083</td>
<td>2.730383</td>
<td>2.277252</td>
</tr>
<tr>
<td>22 849</td>
<td>0.021107</td>
<td>0.327081</td>
<td>0.999753</td>
<td>0.016576</td>
<td>0.999982</td>
<td>0.013661</td>
<td>1.001377</td>
<td>2.721194</td>
<td>2.274079</td>
</tr>
<tr>
<td>42 874</td>
<td>0.015371</td>
<td>0.238253</td>
<td>0.999348</td>
<td>0.012072</td>
<td>0.999939</td>
<td>0.009947</td>
<td>1.000691</td>
<td>2.722743</td>
<td>2.271742</td>
</tr>
<tr>
<td>73 933</td>
<td>0.011687</td>
<td>0.181164</td>
<td>0.999625</td>
<td>0.009719</td>
<td>0.999947</td>
<td>0.007562</td>
<td>1.005380</td>
<td>2.721174</td>
<td>2.274079</td>
</tr>
<tr>
<td>119 506</td>
<td>0.009183</td>
<td>0.142352</td>
<td>0.999768</td>
<td>0.007212</td>
<td>0.999959</td>
<td>0.005941</td>
<td>1.002326</td>
<td>2.720171</td>
<td>2.269654</td>
</tr>
<tr>
<td>183 553</td>
<td>0.007404</td>
<td>0.114783</td>
<td>0.999849</td>
<td>0.005815</td>
<td>0.999969</td>
<td>0.004790</td>
<td>1.001466</td>
<td>2.719482</td>
<td>2.269063</td>
</tr>
<tr>
<td>270 514</td>
<td>0.006095</td>
<td>0.094499</td>
<td>0.999897</td>
<td>0.004787</td>
<td>0.999977</td>
<td>0.003943</td>
<td>1.000109</td>
<td>2.718919</td>
<td>2.268634</td>
</tr>
<tr>
<td>385 309</td>
<td>0.005105</td>
<td>0.079148</td>
<td>0.999928</td>
<td>0.004009</td>
<td>0.999982</td>
<td>0.003302</td>
<td>1.000070</td>
<td>2.719032</td>
<td>2.268943</td>
</tr>
<tr>
<td>533 338</td>
<td>0.004338</td>
<td>0.067252</td>
<td>0.999947</td>
<td>0.003407</td>
<td>0.999986</td>
<td>0.002806</td>
<td>1.000051</td>
<td>2.719193</td>
<td>2.269012</td>
</tr>
<tr>
<td>720 481</td>
<td>0.003731</td>
<td>0.057847</td>
<td>0.999966</td>
<td>0.002361</td>
<td>0.999991</td>
<td>0.002412</td>
<td>1.000030</td>
<td>2.719145</td>
<td>2.269160</td>
</tr>
</tbody>
</table>

$\text{RT}_0 - P_1 - P_1$ finite elements

$\text{RT}_1 - P_2 - P_2$ finite elements
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vorticity and pressure in the $H^1(\Omega)$-norm and for the velocity in the $H(\text{div}; \Omega)$-norm. In addition, the last two columns of Table I show that $\gamma_0$ and $\gamma_1$ remain always bounded, which confirms the reliability and efficiency of both a posteriori error estimators. Approximate solutions are portrayed in Figure 1.

5.2. Example 2: experimental convergence with respect to a reference solution

Our next test focuses on the mixed $\text{BDM}_1 - P_1 - P_1$ approximations of problem (1.1) defined on the nonconvex L-shaped domain $\Omega = (-1, 1)^2 \setminus (0, 1)^2$. The forcing term is $f = (x_2, 0)^T$, and the following boundary conditions are applied on $\Gamma = \partial \Omega$ (see, e.g., [10])

$$\omega = \omega_0 = 0 \quad \text{on} \quad \Gamma \quad \text{and} \quad u \cdot n = \begin{cases} \frac{x_2^2 - 1}{2} & \text{if } x_1 = -1, \ -1 \leq x_2 \leq 1, \\ -8x_2(1 + x_2) & \text{if } x_1 = 1, \ -1 \leq x_2 \leq 0, \\ 0 & \text{elsewhere on } \Gamma. \end{cases}$$

We set $\sigma = 10$ and $\nu = 0.1$, and notice that even for a smooth imposed normal velocity on the boundary, we expect the nonconvexity of the domain to yield high velocity gradients and degenerate convergence to the exact solution. This is verified in Figure 2 where approximate velocity components, vorticity, and pressure are displayed for a mesh of 57,898 elements and 28,950 vertices and from Table II, where experimental errors (computed with respect to a fine reference solution) are reported, exhibiting suboptimal convergence rates.

5.3. Example 3: a posteriori error estimation and mesh adaptation

Our third example illustrates the properties of the error estimators introduced and analyzed in Section 4. Again, the domain corresponds to the nonconvex L-shaped region $\Omega = (-1, 1)^2 \setminus (0, 1)^2$,
on which the following exact solutions of (1.1) can be considered:

\[ \mathbf{u} = \left( -\sin(x_1) \cos(x_2), \sin(x_2) \cos(x_1) \right), \quad \omega = -2 \sin(x_2) \sin(x_1), \quad p = \frac{1 - x_1}{(x_1 - x_a)^2 + (x_2 - x_b)^2}, \]

with \( x_a = x_b = 0.05 \), and forcing terms are constructed according to these functions. Model parameters are chosen as \( \sigma = 1 \) and \( \nu = 0.01 \). The boundary \( \Gamma \) is the inner corner of the domain \( (x_1 = 0 \text{ and } x_2 = 0) \) where we impose \( w = 0 \) and \( \mathbf{u} \cdot \mathbf{n} = 0 \), whereas \( \Sigma \) is formed by the remaining segments of \( \partial \Omega \) where we set \( p = 0 \) and \( \mathbf{u} \cdot \mathbf{t} = \sin(x_2) \cos(x_1) \mathbf{t}_2 - \sin(x_1) \cos(x_2) \mathbf{t}_1 \). We analyze the accuracy of the finite element approximation first on a sequence of uniformly refined grids and secondly, on meshes adaptively refined according to the global a posteriori error estimators (4.3). Mesh refinement was implemented according to the well-known blue–green strategy (see details in, e.g., [25, 39, 41]). For this example, we compute the individual convergence rates as

\[ r(\cdot) := -2 \log(e(\cdot)/\hat{e}(\cdot))[\log(N/\hat{N})]^{-1}, \]

where \( N \) and \( \hat{N} \) denote the corresponding degrees of freedom at each triangulation, and we also define the total error, its convergence rate, and the effectivity index associated with a given global estimator \( \xi \in \{ \theta, \vartheta \} \) as

\[ e := \{ [e(\omega)]^2 + [e(\mathbf{u})]^2 + [e(p)]^2 \}^{1/2}, \quad \varepsilon := -2 \log(e/\hat{e})[\log(N/\hat{N})]^{-1}, \quad \text{eff}(\xi) := e^{-1}. \]

These quantities are displayed in Table III, where we can observe that the total error converges sub-optimally under quasi-uniform refinement, whereas convergence rates slightly above the optimal and stable effectivity indexes are attained for both cases of adaptive mesh refinement. Approximate solutions computed with an augmented \( \text{RT}_0 - P_1 - P_1 \) family are depicted in Figure 3, and some adapted meshes are presented in Figure 4, showing a qualitative equivalence between the two different indicators in this particular example.

### 5.4. Example 4: flow in a contracting channel with a porous obstacle

We finally analyze the patterns of the flow within a channel with a sudden contraction and in the presence of a porous obstacle, as studied in, for example, [42]. For the boundary conditions, we put \( \Gamma = \Gamma_{\text{wall}} \cup \Gamma_{\text{in}} \cup \Gamma_{\text{out}} = \partial \Omega \) and \( \Sigma = \emptyset \) (see the sketch in Figure 5) and specify a normal Poiseuille velocity inflow and outflow on \( \Gamma_{\text{in}} \) and \( \Gamma_{\text{out}} \), respectively, (along with compatible vorticity in each case) and impose slip conditions elsewhere. That is,

\[ \mathbf{u} \cdot \mathbf{n} = \begin{cases} \alpha_{\text{in}} x_1 (x_1 - 3/2) & \text{on } \Gamma_{\text{in}}, \\ \alpha_{\text{out}} x_1 (x_1 - 3/5) & \text{on } \Gamma_{\text{out}}, \\ 0 & \text{on } \Gamma_{\text{wall}}, \end{cases} \quad \omega = \omega_0 = \begin{cases} \alpha_{\text{in}} (2x_1 - 3/2) & \text{on } \Gamma_{\text{in}}, \\ \alpha_{\text{out}} (2x_1 - 3/5) & \text{on } \Gamma_{\text{out}}, \\ 0 & \text{on } \Gamma_{\text{wall}}, \end{cases} \]
with $\alpha_{in} = 2/75$ and $\alpha_{out} = 5/12$, ensuring that the flow rates at the inflow and outflow boundaries coincide, and we take $\nu = 1$.

We further assume that the coefficient $\sigma$ (which is proportional to the inverse permeability of the medium) is possibly discontinuous

$$\sigma(x_1, x_2) = \begin{cases} 
\sigma_0 + \sigma_1 & \text{on the porous obstacle,} \\
\sigma_0 & \text{otherwise},
\end{cases}$$

where $\sigma_0 = 0.001$ and $\sigma_1 \in \{0.001, 0.1, 10, 1000\}$, and focus first on the case where the permeabilities inside and outside the obstacle differ by six orders of magnitude. There, we expect velocity patterns avoiding the obstacle and vanishing of the vorticity due to Darcy regime with constant permeability inside the obstacle. These phenomena can be indeed observed from Figure 6, where we plot contours of velocity components, vorticity, and pressure obtained with a BDM1 $- P_1 - P_1$ approximation. The unstructured mesh consists of 125 670 triangles and 62 696 nodes.

Next, using the same finite element family and the same mesh, we perform a qualitative comparison of the flow patterns depending on the value of the inverse permeability $\sigma_1$. The three panels in
Figure 3. Example 3: contour plots of the approximate solutions computed with an augmented \( \text{RT}_0 - P_1 - P_1 \) family for the Brinkman problem on an unstructured mesh.

Figure 4. Example 3: successively refined meshes according to the indicators \( \theta \) and \( \vartheta \) (top and bottom panels, respectively).
Figure 5. Example 4: Sketch of the domain and boundaries employed for the simulation of flow in a channel with sudden contraction.

Figure 6. Example 4: contour plots of the approximated velocity components, vorticity, and pressure, computed with an augmented BDM$_1 - P_1 - P_1$ family for the Brinkman problem.

Figure 7 indicates that if the difference between the permeability inside and outside the obstacle is small, the flow (velocity and vorticity) in the porous part is practically identical to that in the rest of the domain. However, as $\sigma_1$ increases, the zeroth-order term in the Brinkman problem is dominant, and the flow gradually avoids the porous obstacle. In all cases, the stabilization parameters were chosen as $\kappa_1 = 0.5\sigma_0\sigma_1^{-2}$, $\kappa_2 = 0.5\sigma_0\sigma_1^{-2}$, and $\kappa_3 = 0.5\sigma_0$. Actually, even though our analysis for the continuous and discrete augmented formulations was carried out for a constant $\sigma$, it can be straightforwardly adapted to cover Example 4, where a discontinuous coefficient accompanying the zeroth-order velocity term is employed (interpreted here as the inverse permeability of the porous medium). In this case (and in the light of the proof of Lemma 2.2), it suffices to require $\sigma = \sigma(x) \in L^\infty(\Omega)$ with $0 < \sigma_{\min} \leq \sigma(x) \leq \sigma_{\max}$ for $x \in \mathbb{R}^2$, and so the stabilization parameters...
Figure 7. Example 4: velocity magnitude with vector representation (top panels) and vorticity field (bottom panels) for different values of the inverse permeability $\sigma_1$ on the porous obstacle. Solutions were computed with an augmented $\text{BDM}_1 - P_1 - P_1$ family.

need to satisfy $0 < \kappa_1 < \frac{\sigma_{\text{min}} - \sigma_{\text{max}}}{\sigma_{\text{min}} - \sigma_{\text{max}}}$, $0 < \kappa_2 < \frac{\sigma_{\text{min}} - \sigma_{\text{max}}}{\sigma_{\text{min}} - \sigma_{\text{max}}}$ and $\kappa_3 > 0$. However, similar to the discussion at the end of Section 3, the optimal values are given by the midpoints of the intervals for $\kappa_1$ and $\kappa_2$, and $\kappa_3 \geq 0.5\sigma_{\text{min}}$.
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