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ABSTRACT

We review recent analytical and computational results for macroscopic-microscopic bead-
spring models that arise from the kinetic theory of dilute solutions of incompressible polymeric
fluids with noninteracting polymer chains, involving the coupling of the unsteady Navier—
Stokes system in a bounded domain Q C R%, d = 2 or 3, with an elastic extra-stress tensor
as right-hand side in the momentum equation, and a (possibly degenerate) Fokker—Planck
equation over the (2d + 1)-dimensional region Q x D x [0,T], where D C R? is the con-
figuration domain and [0,77] is the temporal domain. The Fokker-Planck equation arises
from a system of (It6) stochastic differential equations, which models the evolution of a 2d-
component vectorial stochastic process comprised by the d-component centre-of-mass vector
and the d-component orientation (or configuration) vector of the polymer chain. We show the
existence of global-in-time weak solutions to the coupled Navier—Stokes—Fokker—Planck sys-
tem for a general class of spring potentials including, in particular, the widely used finitely
extensible nonlinear elastic (FENE) potential. The numerical approximation of this high-
dimensional coupled system is a formidable computational challenge, complicated by the fact
that for practically relevant spring potentials, such as the FENE potential, the drift term in
the Fokker—Planck equation is unbounded on 9D. We present numerical simulations for this
coupled high-dimensional micro-macro model and we consider the analysis of the algorithms.
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Chapter 1

Introduction

The study of the dynamics of polymeric fluids has been an area of active research since the
1950’s and has undergone significant evolution since that time. In the early work in this field,
analytical techniques were developed with the goal of deriving exact solutions for idealised
flow problems. With the increasing availability of computational power in subsequent years,
it was natural for researchers to apply numerical methods to more complicated flow problems
for polymeric fluids (and non-Newtonian fluids in general) than were tractable with analytical
methods. This line of research, known as computational rheology, took root in the 1970’s and
it remains an exciting and challenging area of scientific computing today. Simultaneously,
there have been significant and exciting advances on the mathematical analysis of nonlinear
partial differential equations that arise as mathematical models of polymeric fluids.

In these lectures we investigate a particular class of problems from rheology: bead-spring
models for dilute polymeric fluids. We explore the existence of weak solutions, the approxima-
tion of bead-spring models using deterministic multiscale algorithms based on the Galerkin
method, the rigorous analysis of the numerical algorithms, and we also present computational
results, which demonstrate the effectiveness of the methods in practice.

The essence of the subject of modelling dilute polymeric fluids is encapsulated in the cou-
pled Navier—Stokes—Fokker—Planck system (discussed in detail in Section . This system
of equations is often referred to as the “micro-macro” model to emphasise that it is funda-
mentally multiscale in nature. It is worth highlighting at the outset that there is an extensive
literature on numerical methods for simulating polymeric fluids, but most of the previous
work uses either a fully macroscopic approach in order to circumvent the multiscale nature
of the Navier—Stokes-Fokker-Planck system (see the text [103] for an overview of this field)
or a stochastic approach in which the micro-macro system is treated using Monte Carlo type
methods (cf. [101] and [80]). The direction pursued in this work is rather different; our goal is
to solve the micro-macro system using deterministic methods (e.g. finite element or spectral
methods). This will subsequently be referred to as the deterministic multiscale approach.
The various advantages and disadvantages of fully macroscopic, stochastic and deterministic
multiscale methods will be discussed in detail later, but it should be noted at the outset
that the deterministic multiscale method has received far less attention in the literature than
the other approaches, probably because this approach can be highly computationally inten-
sive. The central goal of this work, therefore, is to develop multiscale numerical methods
for the micro-macro model of dilute polymeric fluids, to address some of the questions re-
lated to numerical analysis of such methods, which, up to now, have not been considered in

9



10 CHAPTER 1. INTRODUCTION

the literature, and to develop the mathematical theory of the underlying partial differential
equations.

In this introductory chapter, we discuss background material on the mathematical mod-
elling of polymer fluids. Newtonian fluids are briefly considered in Section [I.1] and then in
Section [1.2] some “coarse-grained” mechanical models for polymer molecules are introduced.
Next, in Section [1.3] we derive the Fokker—Planck equation and define the coupled Navier—
Stokes—Fokker—Planck system. Section[I.4]contains a literature review of the many and varied
numerical methods that have been used for simulating polymeric fluids (these methods fall
into the three categories mentioned in the previous paragraph), and the chapter concludes
with an overview of the outlook and goals of this work.

1.1 Overview of Newtonian fluid dynamics

The success of classical fluid dynamics in accurately describing the properties of a wide range
of fluids (typically with low molecular weight, e.g. water) using macroscopic continuum
models is well established. We begin with a very brief review of some basic principles of
classical fluid dynamics (for a full discussion see [15]) as this will be useful for elucidating
important ideas in the theory of polymeric fluids.

In the case of Newtonian fluids it has been experimentally established that in a shear flow,
i.e. up = uj(x2),us = 0 where u; and ug are the components of a two-dimensional velocity
field u = (u1, u2), the fluid stress can be related to shear rate by “Newton’s law of viscosity”:

duq

- 1.1.1
Wiy (1.1.1)

021

where 091 denotes the force per unit area acting in the zi-direction, on a surface normal
to the xo-direction. That is, stress is proportional to shear rate and the viscosity, u, is the
constant of proportionality. This relationship can be generalised to a tensor equation for the
stress tensor, g, and the strain tensor as follows:

g=—-pl+pn(Veu+ (Vo)) (1.1.2)

This equation provides a relationship between the stress and strain of a fluid (in this case, a
simple linear equation) and is known as a constitutive equation.
Combining the Newtonian constitutive equation with the equations of conservation
of mass:
Ve u=0, (1.1.3)

and momentum:

, (a“ T m) V..o, (1.1.4)

where p is the fluid density (assumed to be constant), gives rise to the Navier—Stokes equations
for an incompressible, viscous, isothermal fluid:

0
£+(%'Yx)%*VAxE+~VxP = 0, (1.1.5)

Ve-u = 0, (1.1.6)
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where the momentum equation has been divided through by p, the pressure in has
implicitly been rescaled by p and v := pu/p is the kinematic viscosity. These equations (which
involve only macroscopic quantities) form the cornerstone of classical fluid dynamics.

The situation with polymeric fluids, however, is quite different. In general the contribu-
tions to the stress tensor g from microscopic polymer molecules cannot be averaged out into
purely macroscopic quantities and therefore in order to faithfully simulate a polymeric fluid,
the microscopic and macroscopic length-scales must be coupled together. This coupling is
achieved by the Navier—Stokes—Fokker—Planck system alluded to above.

In the next section, mechanical models (i.e. systems containing masses, rigid rods and/or
springs) for microscopic polymer molecules are considered. From the perspective of polymer
fluid dynamics, the purpose of these models is to capture the most important characteristics
of polymer molecules in systems with many fewer degrees of freedom and in order to yield
mathematical models for polymeric fluids that are analytically and computationally tractable.

1.2 Modelling polymeric fluids

Polymer molecules consist of long chains of repeated basic structural units, or monomers.
Polymers of interest typically contain on the order of 103 to 10° monomers and the presence of
these long chain molecules in a fluid can dramatically affect the fluid’s macroscopic properties.
In particular, polymer molecules introduce elastic properties and, as a result, polymeric fluids
are often described as viscoelastic. Viscoelasticity gives rise to a range of exotic phenomena,
such as shear-thinning, rod-climbing, the “tubeless siphon”, and elastic recoil |22].

Most approaches to the mathematical modelling of polymeric fluids are based on kinetic
theory, in which the behaviour of the microscopic polymer molecules is characterised in a
statistical sense. The starting point in deriving kinetic-theory-based equations is to propose
a simple mechanical model that represents an individual polymer molecule. A mechanical
model that would faithfully capture the microscopic properties of an actual polymer would
be extremely complicated, with a very high number of degrees of freedom, and would be
prohibitively difficult to deal with and as a result, a range of simplifications and idealisations
have been proposed.

The following “coarse-grained” models for polymer molecules are discussed below: the
freely rotating chain model; the bead-rod chain model; the bead-spring chain model; and the
dumbbell model (see Chapter 10 of Bird et. al. |23] for more details on each of these). This
hierarchy of models is depicted in Figure a).

1.2.1 The freely rotating chain model

It was observed by Flory [49] that bond angles between monomers in a polymer chain are
restricted to quite narrow ranges about their average values (up to ~ 3% deviation). This
motivated the freely rotating chain model, which represents each monomer unit as a bead,
where adjacent beads are joined by a rigid, massless rod and where rods are set at a fixed
angle (the average bond angle) but are free to rotate. This model has been used in a number
of kinetic theory studies by Kirkwood [69]. For the purposes of multiscale computations,
though, this model is far too complex. It requires one degree of freedom for each monomer,
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so that the number of degrees of freedom in a single chain would be on the order of 103 to
106.

1.2.2 The bead-rod chain model

The bead-rod chain model is significantly simpler. It lumps a group of monomers into a single
bead and adjacent beads are connected by a massless rod. The restriction on the bond angle
(cf. Section is dropped so that this model is referred to as “freely jointed”. The number
of degrees of freedom for this model is typically around 100. The bead-rod chain was first
analysed in a seminal paper by Kramers in 1944 [76], and the model is often referred to as
a Kramers chain. While clearly a considerable simplification from the freely rotating chain,
this model still reflects a number of the important characteristics of a polymer molecule — in
particular the bead-rod chain has a large number of internal degrees of freedom, it can be
oriented and deformed by a flow and it has a constant contour length.

1.2.3 The bead-spring chain model

The bead-spring chain is a yet coarser model; a polymer is modelled by a chain of typically
around 10 beads joined by springs. The model is completed by specifying a force law for
the springs (see below). This model has been the basis of a number of kinetic-theory-based
investigations of polymer fluids, e.g. the seminal papers of Rouse and Zimm [107}/130].

1.2.4 The dumbbell model

The dumbbell model is the simplest in the hierarchy of coarse-grained mechanical models
for polymers; it consists of only two masses, which are connected by a spring (or sometimes
a rigid rod, although we only consider the spring case in this work). A dumbell is fully
specified by the position of its centre of mass, z, and its configuration (or end-to-end) vector,
q (see Figure (b)) Despite the simplicity of the dumbbell model, it is still very useful for
simulating polymeric fluids in many flow regimes because dumbbells can be stretched and
oriented by a flow, and these two actions determine the main contributions from polymer

molecules to the macroscopic properties of a viscoelastic fluid.

1.2.5 Spring force laws

As indicated above, a force law, F', must also be defined for the coarse-grained models that
contain one or more springs. In general, the elastic force is assumed to be defined by a
(sufficiently smooth) potential U : R>p — R via

Flg) = HU'(31g1%)q, (1.2.1)

where ¢ is the configuration vector (as illustrated in Figure (b)) of a given spring and
H € R+ is the spring constant. The simplest force law is that of a Hookean spring;:

U(s)=s and F(q) = Hg. (1.2.2)

Many interesting analytical results have been derived for dilute solutions of Hookean dumb-
bells; indeed the simple linear relationship in (|1.2.2]) makes this model attractive from the
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(a) (b)

Figure 1.1: (a) Diagram of the hierarchy of mechanical models for polymer molecules, descending
from a polymer molecule with on the order of 10% to 10° monomers to the dumbbell model, containing
only two masses connected by a spring. (b) A more detailed depiction of the dumbbell model. The
state of a dumbbell is defined by the position of its centre of mass, z, and its configuration (or
end-to-end) vector, ¢. The dumbbell shown in this schematic can move in R3, and therefore has six

degrees-of-freedom.

mathematical point of view. For example, it is well known that the Oldroyd-B macroscopic
model for dilute polymeric fluids (originally derived from continuum mechanics considera-
tions [100]) is equivalent to the Hookean dumbbell micro-macro model (e.g. see [10]). How-
ever, due to the physically unrealistic ability of Hookean springs to be infinitely stretched
these models can break down in certain cases, such as strong extensional flows. A remedy is
to use the Finitely Extensible Nonlinear Elastic (FENE) force law, suggested by Warner [124],
for which we have,

112 max |Q|2 Hg

As the name suggests, FENE springs can only be stretched a finite amount because the
spring potential is unbounded as |q| — Ilmax. Unlike with Hookean springs, there is no
equivalent macroscopic formulation for suspensions of FENE dumbbells; the FENE dumbbell
model requires a truly multiscale approach. Note also that for any q fixed in the open ball
{q : |q] < lmax}, the FENE force converges to the Hookean spring force as ljjax — 00.

" In'this work, the focus is on developing deterministic multiscale methods for simulating the
flow of a suspension of FENE-type dumbbellaﬂ in a Newtonian solvent. This is an imposing
challenge in itself because (as discussed in Section for a d-dimensional flow, the Fokker—
Planck equation is posed in 2d spatial dimensions, where we consider d = 2 or 3. Solving

'In Chapter [2| we consider a more general class of spring potentials that include the FENE potential as a
special case.
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this high-dimensional equation is a large-scale computational problem, which requires highly
specialised numerical methods. Replacing dumbbells with bead-spring chains would clearly
make the problem far more challenging still. The development of methods to treat the
bead-spring chain case efficiently using deterministic algorithms (as opposed to Monte Carlo
approaches) has received attention in the literature recently (see Section . The extension
of the work herein to the bead-spring case is the subject of ongoing research.

1.3 The micro-macro model

With the background material developed in the previous two sections it is now possible
to derive the Navier—Stokes—Fokker—Planck model for dilute polymeric fluids. As indicated
above, we consider a dilute solution of polymer chains suspended in a Newtonian solvent,
and we assume that individual polymer chains do not interact with one another, but can be
convected, stretched and oriented by the macroscopic velocity field, and are also subject to
thermal agitation due to the motion of the solvent molecules.

Suppose the fluid is confined to a physical domain 2, assumed to be a bounded open
set in R%, d = 2 or 3, and that appropriate boundary conditions are imposed on 9. The
conservation equations for polymeric fluids are the same as for the Newtonian case, but the
presence of polymer molecules contributes a polymeric extra-stress, represented by the tensor
7. That is, the total stress tensor g is given by

g=—pl+ps(Vou+ (Vau)") +1, (1.3.1)

where in this case the viscosity is labelled with a subscript s to indicate that it comes from the
solvent. Combining with the conservation of mass and momentum equations yields a
modified form of the Navier—Stokes equations in which the divergence of T arises as a source
term. Thus, the model problem takes the following form.

Find u: (z,t) € A x R u(z,t) € R and p: (z,t) € Q x R p(z,t) € R such that

0 1
Vo-u = 0 in Q x (0,7, (1.3.3)
u(z,0) = «(z) V€ 9, (1.3.4)

where v; is the kinematic solvent viscosity, vs := us/p. The system is completed by specifying
appropriate boundary conditions on 0f2.

The system f models the macroscopic flow of a polymeric fluid, and the con-
tributions of microscopic polymer molecules enter through the extra-stress tensor, 7. In the
case that the polymer molecules are represented by coarse-grained objects (e.g. dumbbells),
it turns out that 7 can be computed in terms of a statistical average of the probability density
function describing the distribution of configurations of polymer molecules within the ﬂuidﬂ
The probability density function for dumbbell configurations will henceforth be denoted ¢,
and the idea of the deterministic multiscale method is to compute v directly by solving a
partial differential equation (the high-dimensional Fokker—Planck equation alluded to above)
so that 7 can be computed and fed into the macroscopic system f.

2The precise equation for computing 7 is known as Kramers expression, and it is discussed below in

Section @
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1.3.1 Derivation of the Fokker—Planck equation

In this section the Fokker—Planck equation for polymeric fluids that governs 1) is derived from
first principles. For the purposes of the derivation, it suffices to consider the general spring
force law (L.2.1)). Similar derivations can be found in Bird et. al. [23], the Ph.D. thesis of
Lozinski [90] or the paper by Barrett & Sili [11].

First of all, consider an isolated dumbbell immersed in a Newtonian solvent with fluid
velocity given at point ¢ € Q and time ¢ € [0,7], where T' € R, by u(z,t). Denote by
r1(t),r2(t) € © C RY the position vectors of the two masses of the dumbbell at time ¢,
where 2 is referred to as physical space. For the purpose of this derivation we assume that
Q) = R%; this allows us to avoid complications associated with the behaviour of dumbbells
at the domain boundary. From Section [[.3.2) onwards, we shall assume that © is a bounded
subset of R?.

As in Figure (b), the centre of mass, z(t), and configuration vector, ¢(t), are defined
as:

o) = () +12(0) /2 and  g(t) = 1alt) - 11 (). (1.3.5)

Assuming that Q is convex, we then have that z(t) € Q. Also, let the configuration space
be the set of all admissible configuration vectors (which we assume to be a time-invariant
domain), i.e.,

D={qe€ RY q =12 — 11, for all admissible 11,72 € Q}.

For example, for Hookean dumbbells, the configuration space is all of R%, whereas for FENE
dumbbells we have D = B(0, lmayx), where B(0,s) C R? is the ball centered at the origin with
radius s. It is more natural to treat the Fokker—Planck equation in (g, ¢)-coordinates than
in (r1,r2)-coordinates because with the FENE model for example, for a given 11, we have
r2 € B(ri,lmax), i-e. in contrast to the vectors (z,q) € Q x D, the domains of r; and 12
cannot be decoupled in this case. h

Considering an isolated dumbbell, Newton’s Second Law can be applied to the i** bead
such that F¥% = m;q; where g; is the acceleration of bead i = 1,2 and F°%! the total
force on bead i, is the sum of the following components:

o E?rag : Drag force due to bead i moving through the viscous solvent;

e B;: Brownian force due to random collisions of solvent molecules with bead ¢;

e [;: The spring force on bead i, e.g. (1.2.3)).

Hence, we have the following force balance equations for beads 1 and 2:

mia(t) = F{8(t) + Bi(t) + F(ra(t) — ra(t)),

~

maaa(t) = F3 (1) + Ba(t) + F(r1(t) — r2(t)).

We model the hydrodynamic drag force, F4#8 using Stokes’ law for the viscous drag on a
sphere at low Reynolds number [1], i.e.

dri
P = ¢ (0 - w00
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where the term inside the brackets is the velocity of bead ¢ relative to the velocity of the
solvent, and ( is the friction/drag coefficient.

Following Schieber & Ottinger [109] we consider the zero-mass limit for the dumbbell
beads and therefore multiplying through by dt we obtain the following two equations:

C(dri(t) —u(ri(t),t)dt) = Ba(t)dt + F(r2(t) —ra(t)) dt, (1.3.6)
C(dra(t) —u(ra(t),t)dt) = DBa(t)dt + F(r1(t) —r2(t)) dt. (1.3.7)

Equations (|1.3.6) and (1.3.7)) are referred to as Langevin’s equations [36] for the dumbbell.
The Brownian force is defined as

Bi(t)dt == \/2kpT ¢ dW;(t), (1.3.8)

where W;(t) is a d-component Wiener process [104], kg = 1.38 x 10723 m?kg s 2K ! is Boltz-
mann’s constant and 7 is the absolute temperature measured in Kelvin, K. The coefficient
V2kgT (¢ in ([1.3.8)) is due to the Einstein-Smoluchowski relation, which determines the dif-
fusion coefficient in Brownian motion [98]. Therefore, (1.3.6)), can be rewritten as
follows:

d [ ra(t) } _ { w(ra(t),) + CHE (ea(t) — 1 (1)) } at + 25T g [ wa(t) } . (139

-
-

r2(t) w(ra(t),t) + ¢ E (i (t) — ra(t)) ¢ Wa(t)
Defining

| r@) _ [ @) _|2kpT

xo=[ 00 | wos | | 2=y "¢ b

£)

il

(t), (1.3.9) can be written

w(r(t),t) + ¢ E (ra(t) — 11
b(X (1)) :=
)= | O T e — o
and allowing, more generally, the possible dependence of g on
as the following stochastic differential equation:

—~~
~— —

=

dX(t) = b(X() + (X)) AW (D), X(0) = X. (1.3.10)

We can now use the forward Kolmogorov equation to obtain a partial differential equation
for the evolution of the probability density function of the stochastic process t — X (t) (see
Corollary 5.2.10 in [78]).

Theorem 1.3.1 (Forward Kolmogorov (Fokker—Planck) equation) Let the random
variable X (t) have a density function (z,t) — (z,t) of class C>1(R? x RY,[0,00)) (i.e.
twice continuously differentiable with respect to z € R? x R? and once with respect to t), and
let X(0) = X be a square-integrable random variable with density function ° € C?(R? x
R?). Also, suppose that b and g in (.3.10) are globally Lipschitz continuous, and a(z) =
a(z)g(2)". Then,

2d

0 1 0?
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Remark 1.3.2 The Hookean spring force satisfies the global Lipschitz continuity assumption
in Theorem whereas the FENE force does not. Indeed, the FENE force is only locally
Lipschitz on D, and it is not defined on all of R%. Nevertheless, we shall proceed on the basis
of the conjecture that Theorem applies in the case of the FENE model as well. ¢

Applying Theorem [1.3.1| to (1.3.10]) yields:

12
o Tn [0 00 LE - )] (13.12)
T Y O e <O s

where 1'? denotes the probability density function with respect to (r1,r2)-coordinates.
Changing to (z, q)-coordinates and letting v (z, q,t) := ¥'2(r1,72,1), we obtain

0 2
&+ e ([uer 20 - wte - gr20] v - 2r@0) (13.13)
wlg +q/2,t) +ulz —q/2,1) '\ kpT 2k5T
+ Ve ( 5 ¢> = TAM#‘F c Agih,
where we have used the fact that I'(¢) = —F'(—q) (cf. (1.2.1)).

In order to simplify further, we adopt the local homogeneity assumption, which
states that y and v are linear in g on the length-scale of a dumbbell. This is a plausible
assumption because the dumbbell length-scale is typically orders of magnitude smaller than
the macroscopic length-scale. Using, in (1.3.13)), Taylor series expansions of u(z + ¢/2) and
u(z — q/2) about the point z up the linear terms and ignoring quadratic and higﬁer—order
terms }Nlields:

oY kT 2]€BT
— . - = =—A 1.3.14
Ve w) + Vo (o= 200 ) = a0+ B )
where g := V.u is a standard short-hand notation for V,u. Note that by incompressibility
of u, tr(x) =

The next step is to put (1.3.14)) into nondimensional form by scaling as follows:

zi=1Lo, q:=lg w=Ud, t=(L/Uo)t, 1:=1/If, (1.3.15)

where [y := \/kp7T /H is the characteristic length-scale of a dumbbell and Ly, Uy are the char-
acteristic length and velocity of the macroscopic flow, respectively; we let f ((2) =0 (%|Q|2)Q,
where U(s) := 02U (35).

Applying (|1.3.15)) to (1.3.14)) and omitting the hat superscripts for notational convenience
yields:

Uy O UO

1 1 (I
PO+ T, )+ ¥y (Psav - 3P @) = x84 g (1) Aev (1319

27~ 2 8A

where A := (/4H is the characteristic relaxation time of a dumbbell.
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Note that for the FENE case |q| € [0, VD), where b := HI2, /kpT and therefore the

configuration space in nondimensional form is D = B(0, \/B) C R?, and (again, omitting the
hat superscripts,) (1.2.3]) becomes:

b lq/? q
U(%|g|2) — _’ln (1 _ ~b> , E(g) = m (1.3.17)

The dimensionless parameter b is typically in the range [10,100]. In [62], Jourdain, Lelievre
and Le Bris showed that for the stochastic differential equation modelling a suspension of
FENE dumbbells (which corresponds to the deterministic Fokker—Planck-based model con-
sidered here), the solution exists and has trajectorial uniqueness if, and only if, b > 2 (cf.
also Example 1.2 in [12]). Hence, throughout the rest of this work, we assume that b € (2, 00)
for the FENE potential.

Multiplying ([1.3.16|) through by Lo/Uy gives:

1 1 1 (Y
ME(Q)T/’) = owWi Ay + Wi <L0> Az, (1.3.18)

where Wi := A\Ujy/Lg is the nondimensional Weissenberg number, which is the ratio of the
microscopic to macroscopic time-scales, and is typically on the order of 1 or 10.

Equation contains an g-diffusion term, referred to as the center-of-mass diffu-
sion term. The standard approach in the literature has been to discard this term outright
because its coefficient, ¢ := (1/8Wi)(fy/Lo)?, is typically on the order of 1078 [19]. How-
ever, it has been recognised by Barrett & Siili [11] that, from the point of view of analysis,
this simplification is counterproductive because when the centre-of-mass diffusion term is ne-
glected becomes a degenerate parabolic equation that exhibits hyperbolic behaviour
in physical space. We shall return to this point in Chapters 5] and [6] Since in Chapters [2] to
[ at least the emphasis is on other, largely algorithmic, questions, due to its negligible size
the centre-of-mass diffusion coefficient is simply set to zero. Hence, in Chapters [2] to [4, we
consider the Fokker—Planck equation with no g-diffusion, i.e.,

%%—V (uwy)+ Vg (g P —

o 1

1
e + Vo (W) + VY, <§ Y — Mf(gw) = Wi Agtp. (1.3.19)

We shall re-introduce the g-diffusion term in Chapters |5 and @ Notice that (at least in
the case of FENE or Hookean dumbbells) the Fokker—Planck equation contains an
unbounded advection coefficient F'. This is inconvenient from the point of view of analysis.
Therefore we shall focus on the following Kolmogorov symmetrisation [73] of the Fokker—
Planck equation, in which the spring force, F', has been absorbed into a weighted diffusion
term,

o 1 ¥
E+V (wh) + Vg (£q9) = QWiyq-(Myq(M», (1.3.20)

where M is the (normalised) Mazwellian defined by

g — M(q) = %exp (—U(%\QP)) cLYD), Z:= /D exp (—U(%yg\‘z)) dg.  (1.3.21)
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The Maxwellian transformation used in allows us to circumvent analytical difficulties
introduced by the unbounded convection term, F'. In Section [2| we shall also consider an
alternative transformation of due to Chauviere & Lozinski [33] that allows us to deal
with the unbounded convection term in a different manner, and hence a range of theoretical
results can be proved for the Chauviere—Lozinski transformed equation also.

The function (z,q,t) — ¥ (z, q,t) represents the probability, at time ¢, of finding a dumb-
bell with center of mass in the volume element z + dz and orientation vector in the volume
element q+ dg. Recall that the above derivation of the Fokker—Planck equation assumed

that Q = R?, but we shall henceforth assume that Q is a bounded subset of R%. Also, it is
crucial to note that is posed in 2d spatial dimensions, plus time. Since the compu-
tational complexity of classical numerical methods grows exponentially with the dimension
of the spatial domain, the high-dimensionality of poses a significant computational
challenge. Developing a fully practical computational framework for this high-dimensional
equation is one of the central goals of this work.

1.3.2 Properties of the probability density function

Since 1) is a probability density function (pdf) for each z € Q, the initial condition should be
nonnegative:
¥(z,q,0) = O (z, q) >0, for a.e. (z,9) € 2 x D, (1.3.22)

and should also satisfy the following normalisation property:

/ YO(z,q)dg =1, for a.e. £ € Q. (1.3.23)
b 1) 59

Assuming that v is sufficiently smooth to ensure that the manipulations below are meaningful,
we now show that (|1.3.23)) is preserved for ¢ € (0, 7] for solutions of (1.3.20) provided that a
suitable boundary condition is imposed. Specifically, suppose that

1 P B
<2VViM~vq <M> - /gng) “ngp =0 on Q x 9D x (0,7, (1.3.24)

where ngp is the outward unit normal on dD. Then, integrating (1.3.20) in configuration
space and in time and applying the divergence theorem gives, for zz € Q and ¢ € (0,77:

| w0~ [ v, dq+/0tv -(y(w)( Dw@,gm)dq)) ar
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Then ([1.3.25) can be rewritten, for z € Q and t € (0,77, as

ol t) — oz, 0) + /0 V.- (u(e,7) oz, 7)) dr = 0.

Now, assuming that u-ngo = 0 on 9Q x (0, T], where ngq is the unit outward normal to 952,
it follows on integration over €2 and using the divergence theorem that

| ow = [ o0, te@T), (1.3.26)
Q Q
and hence the following result has been established.

Lemma 1.3.3 Fort € [0,T] and o°( = /5 PO(x dq, we have that

/ o(z,t) dz = / () dz (1.3.27)
Q Q
for all, sufficiently smooth, solutions of (1.3.20)) satisfying the boundary condition (1.3.24]).

An important consideration that will be returned to in subsequent sections is whether
results analogous to Lemma can be established for solutions (both continuous and
discrete) based on the weak formulatlon of @

It is also desirable to preserve the property @ for ¢t € (0,7]. This nonnegativity
property is considered for weak solutions of the Fokker—Planck equation (cf. Lemma as
well as for approximate solutions obtained via a Galerkin spectral approach (cf. Remark_
in Section 2

1.3.3 Polymeric extra-stress

As indicated above, in the context of the coupled Navier—Stokes—Fokker—Planck system, the
purpose of solving is so that the polymeric extra-stress tensor, 7, can be computed
and fed into the right-hand side of . The polymeric extra-stress tensor is determined
by the following equality, known as the Kramers expression:

IS

(z,t) =n, </D F(g) ® gy dg — £> , (z,t) € Qx (0,71, (1.3.28)

where n, is the polymer number density, i.e. the number of polymer molecules per unit
volume. For a derivation of (1.3.28), see, for example [82]. Note that it follows from
that 7 is symmetric. Since 7 enters into only via its divergence, the constant an
in m has no effect in the coupled system and therefore we ignore it from now on.
Nondimensionalising ((1.3.28) according to (and omitting the hat superscripts as
before) gives

(2.1) = nyhsT / Flg) @ qu(z,,t) dg. (1.3.20)
D

~

]

At this point we make the specific assumption that F' is the FENE force in order to derive
the full Navier—Stokes—Fokker—Planck system, in nondimensional form, for a suspension of
FENE dumbbells.
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It can be shown that for a dilute solution of FENE dumbbells in shear flow, the (1,2)-
component of T is approximated by

b
~ A kT | ————— 1.3.30

12 = AANpEB <b+d+2)’ (1.3.30)
where 7 is the shear rate (see [23]). Equation (1.3.30)) is an asymptotic expression for 712 that
is valid for small 4. Therefore, by analogy with Newtonian fluids, the polymeric viscosity, i,
for FENE dumbbell suspensions is defined as

b
Wy = AnykpT () , (1.3.31)

b+d+2
so that (1.3.29)) can be rewritten:

1 b+d+2
Doy = Tdt2 / Flq)® q(z, q.) dg. (1.3.32)
ok PR A e

where the equation has been divided through by the density p as in (1.3.2), and v, := p,/p.

Equation (|1.3.32)) provides a bridge between the Fokker—Planck equation and the Navier—
Stokes equation. The fully coupled form of the micro-macro system is discussed in the next
section.

1.3.4 The coupled Navier—Stokes—Fokker—Planck system

The Fokker—Planck equation and Kramers expression have been written in terms of nondimen-
sional variables in ([1.3.20)) and (1.3.32)), respectively. Thus, it remains to nondimensionalise
the Navier—Stokes equations, , , in the same manner. The mass conservation
equation, , contains only one nonzero term and therefore rescaling is trivial. Applying
(1.3.15) in the momentum equation, letting v = v, + v, rescaling the pressure as p = Ug D
and using yields (on omitting the hat superscripts):

Ju o b+d+21—7vy
g T W Va)ut Vop = prBau+ ———— o2V o T, (1.3.33)

where Re := LoUp/v (i.e. the Reynolds number) and + := vs/v are nondimensional parame-
tersﬂ Note that we have absorbed the coefficients on the right-hand side of into the
momentum equation in order to perform nondimensionalisation.

Combining the equations heretofore derived gives the following system:

u v b+d+21—~

Ve -u=0, (z,t) € Q% (0,T], (1.3.35)

8—1/}+V (uh) + Vg - ( w)—LV~ Mvi (z,q,t) € Qx D x (0,T], (1.3.36)

8t ~ T % ~q /;L(N] 2Wi~q NqM ) ‘zﬂga ) 9 .

7(z,t) = | F®qi(z,q,t)dg, (z,t) € Q% (0,T], (1.3.37)
. q q.t)dg

w(z,0)=u(z), z€Q,  ¥(x,q,0)=v(z,q), (z,9) €Q2x D. (1.3.38)

3Hat superscripts have again been dropped in (1.3.33) for notational simplicity; the variables are to be
understood as nondimensional.
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Equations (|1.3.34)—(1.3.38]), when supplemented with appropriate boundary conditions,
are the coupled Navier—Stokes—Fokker—Planck model for dilute polymeric fluids. Note that

the nondimensionalisation used above is the same as the one introduced on page 8 of [82]. In
Chapter (4 we also consider a Stokes—Fokker—Planck model in which is replaced by a
simpler linear equation (¢f. (4.2.4))) that is relevant for modelling creeping flows, i.e. in the
limit Re — 0.

In the discussion above, we have assumed that both Q and D are domains in R¢ so that
the Fokker—Planck equation is posed on © x D C R2?. However, it is not essential that this
is the case and, for example, in [32] the authors considered a micro-macro model in which
Q C R? and D C R3. No significant complications are introduced from the theoretical or
implementational point of view by allowing the dimensionality of D and 2 to be different,
but for the rest of this work we shall restrict our attention to the case when these domains
have the same dimensionality.

1.4 Literature review of numerics for polymeric fluids

As indicated in the opening of this section, the techniques for numerically simulating poly-
meric fluids can be grouped into three categories: fully macroscopic methods, stochastic
multiscale methods and deterministic multiscale methods. A survey of some of the key liter-
ature for each method is presented below.

1.4.1 Fully macroscopic methods

Continuum numerical simulations of polymeric fluids have been popular since the 1970’s.
In some sense, this is the most natural approach to simulating polymeric fluids because by
avoiding consideration of the microscopic length-scales, one can save an enormous amount of
computational effort. However, except in certain simple cases (e.g. a suspension of Hookean
dumbbells, see Section in order to derive a closed-form macroscopic model for a polymeric
fluid, it is necessary to resort to an ad hoc “closure approximation”, and the shortcomings
of such approximations are well documented [65,83,/128]. Nevertheless, in many situations,
macroscopic models are sufficiently accurate to capture the relevant characteristics of polymer
flows and in such cases these methods are preferable to using multiscale methods.

A macroscopic computation typically employs standard algorithms of computational fluid
dynamics, such as finite element, finite volume, finite difference or spectral methods, but spe-
cialised considerations are usually necessary in practice in order to ensure convergence. The
challenges of developing continuum numerical methods for polymeric fluids are epitomised
by the well-known “high Weissenberg number” problem, which refers to the difficulty of
developing numerical methods that remain stable as Wi is increased. The development of
macroscopic numerical methods for polymer fluids is clearly a very important field of research;
a vast literature has been developed and yet there remain many unresolved issues in this area
that are the focus of ongoing research. However, since the focus of this work is on multiscale
methods, we shall not consider fully macroscopic methods any further here (for a detailed
discussion, see the book by Owens & Phillips [103]).
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1.4.2 Stochastic multiscale methods

An alternative approach that has gained popularity since the early 1990’s is to treat the
micro-macro model directly by solving the stochastic differential equation using
Monte Carlo-type methods and coupling with deterministic numerical methods for solving
the Navier—Stokes equations , . The Monte Carlo method involves distribut-
ing a large number of model polymer molecules throughout the computational domain and
tracking their motion as they are convected along streamlines and stretched and oriented
by a flow. The stress field, 7, can then be determined by computing ensemble averages, so
that the Navier-Stokes equations can then be solved (with source term V, - 1) to determine
the macroscopic velocity field, typically using finite elements or some other standard CFD
method. In 1992 Ottinger & Laso [79] proposed the first scheme of this type, which is re-
ferred to by the acronym CONNFFESSIT for “Calculation of Non-Newtonian Flow: Finite
Elements and Stochastic Simulation Technique”. Many other flavours of stochastic multiscale
methods have subsequently been developed, such as the method of Brownian configuration
fields [58] and the Lagrangian particle method [54]. Note also that there has been a lot
of interest in the mathematical properties of multiscale stochastic methods. For example,
in certain simple flow regimes, existence and uniqueness of solutions have been established
for stochastic approximations of suspensions of Hookean and FENE dumbbells in papers by
Jourdain, Lelievre & Le Bris [60461,62].

The stochastic multiscale approach is a computationally intensive procedure — it is little
wonder, therefore, that there was no work done in this direction prior to the 1990’s. Moreover,
a drawback of the stochastic approach is that it introduces a slowly decaying stochastic error
(typically O(N -1/ 2) as N — oo, where N is the number of sample points). Variance reduction
techniques were developed to ameliorate this error term and reduce the number of polymer
molecules one must track in order to compute an ensemble average to within a given error
tolerance (see [67] for an overview of variance reduction in this context). However, even
with variance reduction techniques, the presence of stochastic error is a significant limitation
of the stochastic approaches and circumventing this is an important motivation for moving
to deterministic methods. On the other hand, an important advantage of the stochastic
approach is that it scales well with the number of degrees of freedom in the polymer model
— this ensures that stochastic methods remain effective when applied to bead-spring chain
polymer models [67].

1.4.3 Deterministic multiscale methods

As indicated earlier, the deterministic multiscale approach involves solving the coupled Navier—
Stokes—Fokker—Planck system directly. This approach has received comparatively little atten-
tion, most likely because solving the high-dimensional Fokker—Planck equation is an imposing
computational challenge. Nevertheless, literature on this method extends back to the 1970’s
although the early works in which the Fokker—Planck equation was solved directly were not
truly multiscale since simplified flow regimes were considered for which ¢ was assumed to
be a function of ¢ and ¢ only (problems in which 1 does not depend on g are often referred
to as homogeneous flows). For example, Stewart & Serensen in 1972 [116] used spherical
harmonics to solve the Fokker—Planck equation for a steady shear flow of a dilute suspension
of rigid dumbbells. Warner [124] applied a similar approach to the study of shear flows of
FENE dumbbells. The first work in which a deterministic approach was utilised to simulate
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a nonhomogeneous velocity flow was by Fan in 1989 [48], who considered a planar channel
flow using a rigid dumbbell polymer model, and also made the simplifying assumption that
the physical space convection term, u - V1, vanished. Fan’s work was subsequently built
upon by Nayak [99] and Grosso et al. [52] who eliminated this assumption on u - V.

Recently, the deterministic multiscale approach has been further developed by Lozinski,
Chauviére and collaborators, who proposed a spectral method for simulating the micro-macro
model for dilute solutions of FENE dumbbells [32,33,90,91,92]. Similarly, Helzel & Otto [55]
solved the micro-macro model arising in the simulation of suspensions of rod-like polymers
using finite difference and finite volume methods.

In the papers of Lozinski, Chauviére et al. and Helzel & Otto, the authors decomposed
the Fokker—Planck equation ((1.3.19)) (i.e. in the nonsymmetrised form) according to

Y B
5¢ + (L + L) v =0, (1.4.1)
where
1
Lo =Yy (599) — 5= (Yo F(@v +Ag0) (1.4.2)

and then they used an alternating-direction approach based on the operators L, and L, to
compute numerical solutions.

That is, suppose that 0 = t° < t! < ... <" < ... < T is a uniform partition of spacing
At of the interval [0,7]. A (two-stage) alternating-direction scheme involves approximating
the solution, v, by 12 in the following manner: given ("), n > 0, with 19(t°) = ¢°, find
11 and g such that,

O

o TLar =0, te (@, (") = ("), (L4.4)
8;[;2 + Ly =0, te (t",t”“], o (t") = wl(tn—i-l)‘ (1.4.5)

A practical alternating-direction numerical method is based on spatial and temporal discreti-
sation of and .

In the case of the Fokker—Planck equation (with the centre-of-mass diffusion term A,
omitted), is a convection-diffusion equation posed on D and is a first-order
hyperbolic equation on €. After discretising in space and time, the two-stage scheme de-
scribed above can be implemented by alternating between applying L, to ) cross-sections
of Q@ x D and L, to D cross-sections of €2 x D. This type of scheme is also referred to as
a dimension-splitting or operator-splitting approach. We shall use the three terms (i.e. al-
ternating direction/dimension-splitting/operator-splitting) interchangeably in this work, but
our preference will be for the name ‘alternating-direction method’, since we believe it is more
descriptive than the alternatives.

Using this operator-splitting, the “curse of dimensionality” associated with the numerical
solution of the Fokker—Planck equation in 2d dimensions is ameliorated, as the splitting leads
to a sequence of d-dimensional solves at each time step rather than a single 2d-dimensional
solve. Also, this splitting of L allows different numerical methods to be used in Q and D.
In Chapter [3| we consider alternating-direction numerical methods for the FENE Fokker—
Planck equation on 2 x D and we use a heterogeneous alternating-direction method based
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on a finite element method in 2 and a single-domain Galerkin spectral in D. These are
appropriate choices because a finite element method is flexible enough to deal with the general
domain Q, whereas D is always a ball in R? and therefore the L, operator is well suited to
a spectral discretisation via a polar or spherical co-ordinate transformation to a cartesian
product domain. Note also that we shall primarily focus on the Maxwellian-transformed
Fokker—Planck equation and therefore instead of L, as defined in , we shall generally
consider the following g—direction operator:

qv) — %Wiyq : <Myq (;Z)) . (1.4.6)

The operators ((1.4.2) and (1.4.6) are identical. However, as we discuss in Chapter |2 the
natural weak formulation of , in which we use test functions ¢ /M, is not identical to
the standard weak formulation of in which unweighted test functions, ¢, are used.

Lozinski & Chauviere [32,33,91] demonstrated that compared to a stochastic method for
the FENE dumbbell model, their deterministic multiscale scheme was more efficient in terms
of computational cost, and was also more accurate due to the absence of stochastic error for
the benchmark problem of laminar flow around a cylindrical obstacle in a channel.

quzyq'(

=S

A further interesting observation by Lozinski & Chauviere was that the direct discretisa-
tion of did not lead to a stable numerical method, and instead they used a substitution
of the form ¢/(1—|q |2/b)3, for some s that was chosen on computational grounds (for example,
the authors recommended s = 2 and s = 2.5 for d = 2 and d = 3, respectively [32,[33]). We
return to this point in Section where we show that the bilinear form corresponding to the
Chauvieére—Lozinski-transformed FENE Fokker—Planck equation is coercive for s > 1/2; thus
it is not surprising that Lozinski & Chauviere’s method was unstable when no substitution
was used.

Based on the results of Lozinski & Chauviere, it is clear that the deterministic multiscale
approach can be effective for models with low-dimensional configuration space. However, it
is still an open question whether this approach can be extended to bead-spring chain dumb-
bell models in which the configuration space has dimension greater than three. There has
been some recent work in this direction using numerical methods that were developed for
high-dimensional (i.e. d > 3) PDEs. For example, Ammar, Mokdad, Chinesta & Keunings
developed a reduced-basis approach and used it to solve the Fokker—Planck equation in con-
figuration space of dimension up to 20 |3,/4]. An alternative idea is to use sparse grids, which
have been shown to be effective for solving elliptic and parabolic PDEs in high-dimensional
domains [111}/122]. This idea was applied to the Fokker—Planck equation by Delaunay, Lozin-
ski & Owens [38]. Attempts to solve the Fokker—Planck equation for configuration spaces for
d > 3 are still at an early stage, and indeed the numerical results presented in the literature
so far have been for homogeneous flows only. Nevertheless, reduced-basis and sparse-grid
methods appear to be promising approaches for this problem and may enable the develop-
ment of efficient deterministic multiscale methods for simulating suspensions of bead-spring
chains.

Clearly the well-posedness of the Navier—Stokes—Fokker—Planck system is a prerequisite
for the success of the deterministic multiscale approach. The analysis of the question of
existence of solutions to these equations has been the subject of active research in recent
years. We shall review some of the recent results and ongoing research in this direction in
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Chapter [5| and will consider this question further; see also [10,|12}/11},/86,[87]) and the survey
article of Li & Zhang [82], which provides an informative overview of this literature.

1.5 Outlook and goals

We are now in a position to give more details on the aims of this work. Our focus is on the
deterministic multiscale method. As discussed in Section several different deterministic
multiscale numerical methods have been developed in the literature, but the numerical anal-
ysis of these methods has not previously been considered in detail. The central goal of this
work, therefore, is to develop rigorous analysis of deterministic multiscale methods in order
to ensure that there is a firm theoretical foundation for this approach, and to explore the
existence of weak solutions to the underlying Navier—Stokes—Fokker—Planck system.

We begin in Chapter [2| by focusing on the analysis of a Galerkin spectral method for
discretising , i.e. the g—direction part of the Fokker—Planck equation (or equivalently,
the Fokker—Planck equation for a homogeneous flow problem). The focus in Chapter [2] is
on the Maxwellian-transformed Fokker—Planck equation (cf. ), but we also consider
the transformation proposed by Chauviere & Lozinski for in some detail. Numeri-
cal methods based on either transformation require careful analysis; the Maxwellian weight
arising in the principal part of the symmetrised formulation is degenerate in the sense that
it vanishes on 0D, and the Chauviere—Lozinski-transformed scheme contains the unbounded
convection coefficient F'. We also pay particular attention to the practical implementation of
the spectral method on D, and we present numerical results for the cases d = 2 and d = 3.

In Chapter |3 the Galerkin spectral method developed in Chapter [2] is combined with a
finite element method in  to yield the alternating-direction scheme with which we obtain
approximate solutions of . We show that some subtle issues arise in the numeri-
cal analysis of such alternating-direction schemes and, as a result, we develop a specialised
quadrature-based Galerkin alternating-direction method for the Fokker—Planck equation that
is amenable to stability and convergence analysis; this analysis builds upon the arguments
in Chapter [2l We also present some computational results in order to provide experimental
support for our theoretical results, and to demonstrate the effectiveness of our alternating-
direction approach in practice.

The focus in Chapter [4| is on obtaining computational results for the Navier—Stokes—
Fokker—Planck system. Our approach is to couple a standard finite element scheme for
solving the Navier—Stokes equations with an alternating-direction method from Chapter
for the Fokker—Planck equation. Solving the Fokker—Planck equation is the bottleneck step
in this algorithm, due to the fact that it is posed on ©Q x D. The numerical results in
Chapter [4] and indeed in Chapters [2] and [3] as well, are for the FENE dumbbell case only.
However, it would be straightforward to apply the methods developed in this work to more
general dumbbell spring potentials, such as potentials that satisfy Hypotheses A and B stated
in Chapter

We emphasise an important innovation developed in this work: the application of parallel
computation to alternating-direction numerical methods for the Fokker—Planck equation.
Alternating-direction algorithms are well suited to implementation on parallel computers
since they involve solving a large number of independent equations in each time-step. We show
in Chapter [3] and [4 that our alternating direction approach can be efficiently implemented in
parallel, and this enables us to solve large-scale deterministic multiscale problems that may
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otherwise have been computationally intractable (e.g. an important large-scale case is when
Q x D CR%).

In Chapter [5| we study the question of existence of global-in-time weak solutions to a
coupled microscopic-macroscopic bead-spring model with microscopic cut-off, which arises
from the kinetic theory of dilute solutions of polymeric liquids with noninteracting polymer
chains. The model consists of the unsteady incompressible Navier—Stokes equations in a
bounded domain of R%, d = 2 or 3, for the velocity and the pressure of the fluid, with an elastic
extra-stress tensor as the right-hand side in the momentum equation. The extra-stress tensor
stems from the random movement of the polymer chains and is defined through the associated
probability density function that satisfies a Fokker—Planck-type parabolic equation, a crucial
feature of which is the presence of a center-of-mass diffusion term and a cut-off function
BE(1) = min(x, L) in the drag term, where L > 1. We establish the existence of global-
in-time weak solutions to the model for a general class of spring force potentials including,
in particular, the widely used finitely extensible nonlinear elastic (FENE) potential. A key
ingredient of the argument is a special testing procedure in the weak formulation of the
Fokker—Planck equation, based on the convex entropy function

SERZOHF(S) = S(lnS—l)—i—lGRzg.

In the case of a corotational drag term, passage to the limit as L — oo recovers the Navier—
Stokes—Fokker—Planck model with centre-of-mass diffusion, without cut-off.

In Chapter [6] we construct a Galerkin finite method for the numerical approximation
of weak solutions to Navier—Stokes—Fokker—Planck systems with microscopic cut-off. We
perform a rigorous passage to the limit as the spatial and temporal discretization parameters
tend to zero, and show that a (sub)sequence of these finite element approximations converges
to a weak solution of this coupled Navier—Stokes—Fokker—Planck system. The passage to
the limit is performed under minimal regularity assumptions on the data. The convergence
proof rests on several auxiliary technical results, including the stability, in the Maxwellian-
weighted H! norm, of the orthogonal projector, in the Maxwellian-weighted L? inner product,
onto finite element spaces consisting of continuous piecewise linear functions. We establish
optimal-order quasi-interpolation error bounds in the Maxwellian-weighted L? and H! norms,
and prove a new elliptic regularity result in the Maxwellian-weighted H? norm.
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Chapter 2

The Fokker—Planck equation in
configuration space

2.1 Introduction

This section is concerned with the numerical approximation of the d-dimensional Fokker—
Planck equation posed in configuration space D := B(0,v/b) with b € (2, 00):

oY 1 (U

- . = -\ MV, tye D T 2.1.1
Ve g = g Vo (MVag ) @oeDx@TL @1
where the d x d tensor g is assumed to belong to C[0, 7] := (C[0, 1) (4.e. it is independent
of z) and is such that tr(x)(t) = 0 for all t € 10,7, where T € Rsq. It will be assumed
throughout that (| is supplemented with the following initial and boundary conditions:

P(q,0) = wo(g), for all ¢ € D, (2.1.2)

~

1 " B
<2VViM~Vq <M> - gg@[}) ‘nop = 0 on 2 x 9D x (0,T]. (2.1.3)

The initial datum ¢° is such that 1 > 0 and fD ¥0(q) dq =1, asin and ( m
We will henceforth use the notation 9(q) := dist(g, 8D) \[ lq/.

The motivation for studying this subproblem is that, as indicated in Chapter[l] an efficient
approach to the numerical solution of E} in 2d+1 variables is based on operator-splitting
with respect to (¢,t) and (z,t) as in [1.4.4), (1.4.5). Thereby, the resulting time-dependent
transport equation with respect to (z,t) is completely standard, ¥ + V. - (u(z,t)¥) = 0,
while the transport-diffusion equation with respect to (g,t) is .

The focus of this chapter is on the analysis and imﬁlementation of spectral methods for
computing numerical solutions of . We emphasise rigour in establishing the analytical
properties of the weak formulation of and also in developing spectral convergence
estimates for the numerical methods based on this weak formulation. Most of the material
in this chapter follows the paper [71].

As indicated in Chapter [I} we are primarily interested in solving the micro-macro equa-
tions for FENE dumbbells. However, the analysis in this chapter is valid for a more general
class of spring force laws. Therefore, the following structural hypotheses, which generalise
the relevant properties of the FENE spring potential, are adopted.

29
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Hypothesis A. The spring potential U € C([0, %)) is a nonnegative monotonic increas-
ing function, with U(0) = 0, lim,_;/5_ U(s) = +o0, lims_,b/gi(g —9)U'(s) <o0. o

Hypothesis A is consistent with the physical requirement that, in order to faithfully model
finite stretching of polymer chains, the spring force E(g) should have infinite intensity when

the maximum admissible elongation |g| = v/b is reached; i.e., the function ¢ — U’(1[g|?)
should tend to +o00 as 9(q) — 04.

Recall the definition of the Maxwellian M for a spring potential U, (1.3.21]). Since, by
Hypothesis A, U(%]g|2) — +00 as d(g) — 0, it follows that M(q) — 0 as d(q) — 04.

Hypothesis B. VM ¢ H{(D), and M is a weight function of type 3 on D in the sense
of Triebel [120], p.247, Definition 3.2.1.3c; i.e., there exist positive constants c¢1, ¢z and
A, and a positive monotonic increasing function 7 defined on the interval (0, ), such that
ca17(0(q)) < M(q) < ca7((q)) for all ¢ € D satisfying 2(q) <A. o

Hypotheses A and B will be assumed throughout this chapter.

Example 2.1.1 Consider the function U defined by

U(s):=—f(s)In (1—2;3) , s € [O,%), with b > 2,

where f € C*®[0, 5] is a monotonic nondecreasing function, positive on (0, 3], with f(%) > 1;
then U and the associated Maxwellian M satisfy hypotheses A and B, respectively. When
f(s) =b/2, the FENE potential is recovered.

The central difficulty of (2.1.1), (2.1.2)), (2.1.7), from both the analytical and the com-
putational point of view, is the presence in (2.1.1) of the degenerate Maxwellian M (q), with
lima(g) —0, M(g) =0.

Most numerical methods developed for the Fokker—Planck equation have been based on
the ‘original’ form of the equation,

o

O Y0 (599) = 530 Vo (Vo + F@)9). (2.1.4)

see, for example, [32,33,91] or [3./4]. From the theoretical viewpoint at least, the advantage of
over , is that on transformation into weak form the diffusion operator becomes
symmetric (see ), which facilitates the analysis of the Fokker—Planck equation for
a general class of Maxwellians. Notwithstanding this potential theoretical advantage, the
computational benefits, or otherwise, of discretising rather than remain to be
understood.

The aims of the analysis in this chapter are therefore two-fold:

(a) The principal objective is to develop the mathematical and numerical analysis of equa-
tion for the class of Maxwellians satisfying Hypotheses A and B. The discreti-
sation of the equation is based on a spectral Galerkin method in the spatial variable ¢
coupled with backward Fuler time-stepping. One can, of course, consider more accu-
rate time discretisation schemes, such as an nth-order backward differentiation formula,
BDFn, n € {2,...,6}, for example. High-order time discretisation of the problem is,
however, a secondary consideration to the central theme of this chapter, and it is not
discussed here.



2.1. INTRODUCTION 31

(b) In the special case of the FENE model, it will be shown how the results under (a)
can be adapted to the case of an alternative discretisation proposed by Chauviere &
Lozinski [32,33,/90,(91], which applies a transformation, different from the symmetrising
transformation considered under (a), to the ‘original’ form of the Fokker—Planck
equation. The transformed equation is then approximated in the same way as in (a),
using a spectral Galerkin method in space and a backward Euler discretisation in time.

Since the analytical arguments under (b) are almost identical to those under (a), for the
sake of brevity, attention will be focused on (a), but the key adjustments that need to be
made in order to obtain the corresponding results under (b) will be systematically indicated.

First of all, we define the function spaces relevant to the weak formulation of . Note
that since only the configuration space is considered in this chapter, || -|| and (-, -) will denote
the L2(D) norm and inner-product, respectively. In subsequent chapters when numerical
methods for the Fokker—Planck equation on physical space as well as configuration space are
considered, the nonsubscripted norm and inner-product will imply the domain Q x D.

Let
9= {tp € Lipo(D) : /D <\/%)2 dg < OO},

wefoens [ () s Ml n<e)

and define Ry as the closure of VM C3°(D) in the norm of K& Taking test functions as ¢/M
with ¢ € Ko, we get the following weak formulation of the initial-boundary-value problem
@1.1).

Given ¥ € 9, find ¥ € L>(0,T;9) N L2(0,T; Ky) such that

%/D%Odg_/D \/%fy( )N (2.1.5)
Fav [, V() VAT () =0 e s

in the sense of distributions on (0,7, and (-,0) = ¥°(-).
Now, by introducing the notation

. o . o
= —=— and V =VvMV,| —|,
LV Y M ”q(\/ﬂ>

(2.1.5) can be reformulated on observing that, by the definition of |, ¢ € Ky if, and only if,
¢ € Hy(D; M), where H}(D; M) is the closure of C3°(D) in the norm of H'(D; M), and

(D5 8) = { € LD) €0 oungy = [ (1P +19auCP) dg < |

When applied to an element of Hj(D; M) the norm || - a1 (p;ar) Will be written || - HH}J(D;M)'

As a matter of fact, it will be shown in Section that C3°(D) is dense in HY(D; M) and
therefore, perhaps somewhat counter-intuitively, Hj(D; M) = H'(D; M), and also £ = .
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Remark 2.1.2 We note in passing that the substitution ¢ = ¢/ VM also appears in the
recent paper by Du, Liu and Yu [42], though the operator Vj; does not.

In the case of the FENE Maxwellian (¢f. Example , Chauviere & Lozinski [32]
33.,90,91] used a spectral method to approximate /M2 b instead of ¢/m, where s is a
parameter that was chosen on the basis of numerical experiments. Clearly, the two expressions
coincide when s = b/4; on the other hand, the values s = 2 and s = 2.5 were recommended
in [32,133,/90,/91] on computational grounds for d = 2 and d = 3, respectively. More will be
said in Sections [2.3] 2.5 and [2.7] about the analytical implications of using, in the special
case of the FENE model, the substitution ¢ =yY/M 2s/b instead of the substitution 1/1
/M V/M. In particular, we shall show that both substitutions result in stable and convergent
numerical methods, although in the case of the Chauviere & Lozinski type substitution it
will be necessary to assume for this purpose that b > 4s?/(2s — 1) with s > 1/2, while the
symmetrised formulation based on will be seen to result in a stable and optimally
convergent scheme for all b > 2. In Section we shall perform quantitative comparisons of
the two approaches through numerical experiments. ¢

With these notational conventions, (2.1.5)) has the following form.
Given ¢¥ := °/v/M € L2(D), find ¢ € L°(0,T;L3(D)) N L2(0, T; H)(D; M)) such that

(i/qu dg/Dg V-V dg+ oo /vMy) dg=0 V¢ cHY(D;M), (2.1.6)
in the sense of distributions on (0,7"), and ¢( 0) = ¢°(.).

No boundary condition on the function ¢ =Y/vVM VM will be directly/explicitly imposed
along 0D in the weak formulation. However, 1/1 will be sought in the weighted Sobolev space
HY(D; M) = H)(D; M); thereby, indirectly, 1»/v/M will be forced to satisfy a homogeneous
Dirichlet boundary condition on dD. This is consistent with the recent results of Zhang &
Zhang [126], Liu & Liu [88] and Masmoudi [96]; see in particular Theorem 1.1 in [88] and
Remark 3.6 in [96]. The implied homogeneous Dirichlet boundary condition on v/v/M can
be seen as an asymptotic decay condition for ¢ as q approaches 0D; viz.,

P(g,t) = 0( M(q) ) , as dist(g,0D) — 04, for all ¢ € (0,77, (2.1.7)

~

ie. @(g,t) = o(1) as dist(q,0D) — 04, for all ¢t € (0,7]. The role of the subscript 0 in the
notation Hé (D; M) is to emphasize this indirect/implicit imposition of a boundary condition
on elements of the function space H!(D; M).

The function space H'(D; M) may appear exotic. However, it will be shown in Section
that, under Hypotheses A and B, HY(D; M) = H}(D; M) and H}(D) C H}(D; M). The
connection between Hj(D; M) and H}(D) will prove helpful in the development of Galerkin
methods for (2.1.6)), since the construction of finite-dimensional subspaces of Hj(D) and the
analysis of their approximation properties are well understood.

In Section the weak formulation of the initial-boundary-value problem will
be revisited. A backward Euler semidiscretisation of the weak formulation will be con-
structed, and the stability of the temporal semidiscretisation in the £°°(0,7;L2(D)) and
720, T; H{(D; M)) norms will be established. Also, in the case of the FENE model with
b > 4s%/(2s—1) and s > 1/2, it will be demonstrated that these results can be carried across,
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independent of the spatial dimension d, to a weak formulation that results from using the
alternative substitution 1& = z/J/MQS/b; the cases of s = 2 and s = 2.5 correspond to the
methods proposed by Chauviere & Lozinski for d = 2 and d = 3, respectively.

In Section the fully-discrete method is developed and, using the stability results from
Section [2:3] a bound on the global error in terms of the approximation error in a suitably
defined spectral projection operator is derived.

In Section the precise definition of the projection operator is given: its nonstandard
form stems from a decomposition lemma, Lemma for elements of the Sobolev space
H!(D) transformed to polar coordinates. For ease of presentation, we confine ourselves to
the case of two space dimensions (d = 2) in Section analogous arguments could be
developed in the d = 3 case.

The convergence analysis is completed in Section by showing that, under Hypotheses
A and B, the method exhibits optimal-order convergence in the Maxwellian-weighted norm
I Il¢2(0,7;113 (Dsary) With respect to the spatial and temporal discretisation parameters.

Section is devoted to numerical experiments that illustrate the performance of the
method. We focus solely on the FENE potential in this section. First of all, we discuss the
implementation of our Galerkin spectral method for the case of d = 2 in Section and we
also present a range of computational results in order to illustrate the behaviour of the method
in practice, as well as to provide experimental verification of the convergence analysis from
Section 2.7} In Section[2.8.2] we compare the behaviour of the numerical method based on the
backward Fuler temporal discretisation with a semi-implicit scheme in which the transport
term in is treated explicitly in time. The semi-implicit scheme is used in Chapter
and the results of Section have important implications there. Finally, we consider the
implementation of the spectral method in three spatial dimensions in Section [2.8.3| and we
demonstrate that, as expected, the behaviour of the Galerkin spectral method is essentially
the same as in the case of d = 2.

2.2 Properties of Maxwellian-weighted spaces

In this section, density results are derived for the Maxwellian-weighted function spaces that
were defined above. Since the density results below are not specific to the FENE model, they
will be stated more generally, for any potential U and associated Maxwellian M that satisfy
Hypotheses A and B, respectively.

(a) Suppose that the Maxwellian M satisfies Hypothesis B; M is then a weight-function
of Type 3 in the sense of Triebel. According to [120], Theorem 3.2.2a, the weighted Sobolev
space HY,(D) = {v € L3,(D) : Vv € L2,(D) := [L3,(D)]%} is a Hilbert space with respect
to the norm || - [l (p) defined by

1

lollis, oy = (1013 (o) + Va1 ()

and L2,(D) = (1/v/M) L2(D) is a Hilbert space with norm || - HL?W(D) defined by HUHL%/I(D) =
|v/Mu||, where || - || denotes the L?(D) norm induced by the L?(D) inner product (-,-).
By [120], Theorem 3.2.2¢, C*°(D) is dense in both H},(D) and L3,(D); see also Ch. I, Sec. 7,
in Kufner [77], or one of [17,/18]. Thus, since v € H},(D) if, and only if, v/ M v € H'(D; M),
it follows that /M C*(D) is dense in the Hilbert spaces H'(D; M) and L?(D), whereby
HY(D; M) is dense in L2(D).
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(b) Now suppose that U satisfies Hypothesis A and the associated Maxwellian M satisfies
Hypothesis B. It follows from Hardy’s inequality (see, for example, [7,95]) that

2
/| (1—‘1') 9(@)dg < | Y,0)° v e YD) (2:2.)

Since NVMﬁ = qulzJ + %QU’ (%\(N]F) ¥, Hypothesis A implies that there exists C; € Rs
(for the FENE model C} = 1) such that (1 — ]cN]|2/b)2|U’(%|g|2)|2 < C% for all q € D, whereby

IVardll < L+ Cio) IVl Vi € Hy(D). (2.2.2)

Now, implies that H} (D) c HY(D; M).

Finally, we show that H'(D; M) = H}(D; M). As vVMC>(D) c H}(D) c HY(D; M) and
VMC>®(D) is dense in HY(D; M) (cf. (a) above), we deduce that H)(D) is dense in H(D; M).
Since C°(D) is dense in H§(D), it follows from that Cg°(D) is also dense in H(D; M).
By definition, H}(D; M) is the closure of C3°(D) in HY(D; M); thus HY(D; M) = H}(D; M),
and therefore also & = &. As HY(D; M) is continuously and densely embedded into L?(D)
it follows that H}(D; M) is continuously and densely embedded into L2(D).

)

Remark 2.2.1 A third hypothesis (referred to as Hypothesis C) was introduced in [71],
which enabled the inequalities:

ind / W_C‘Qd‘J</ Vard dg, (2.2.3)
ceKer(V )
and ) i
- v —c| / ,
£ dg Vud|*d 2.9.4
cng}(yM) Dq_ Igl2 = b 2 N MW q ( )
b

to be established for all 'QZJ € HY(D; M). These can be seen as counterparts of Poincaré’s
inequality in the Maxwellian-weighted Sobolev space H!(D; M) = H{(D; M). o

2.3 Analysis of the backward Euler semidiscretisation

As noted in the opening of this chapter, by setting (-, ¢) := (-, t)/vV/M for t € [0,T] and
¢ = ¢/vVM in and writing 90 := ¢°/v/M, the following weak formulation of the
initial-boundary-value problem (2.1.1)), (2.1.2)), (2.1.7)) is obtained:

Given ¢° € L2(D), find ¥ € L>®(0,T; ;L?(D)) NL2(0, T; Hg(D; M)) such that (2.1.6) holds in
the sense of distributions on (0,7"), and w( 0) = 00(-).

The function %, representing a weak solution to the problem , is then recovered
from 1/} through the substitution ¢ := M 1/} Thus, instead of constructing a Galerkin
approximation to v, the aim is to construct a Galerkin approximation to 1/1 from a finite-
dimensional subspace of H{(D; M), from which an approximation to ¢ can be obtained
straightforwardly.

Let Np > 1 be an integer, At = T'/Np, and t" = nAt, for n = 0,1,..., Np. Discretising
in time using the backward Euler method yields the following semi-discrete numerical
scheme.
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Given 90 := 40 /v/M € L2(D), find "' € HY(D; M), n =0, ..., Ny — 1, such that

Pt g / nil 0 . L/ Tntl N
/D ~ P de D(g gyt - Ve dg + 5o DYW Vmupdg=0, (23.1)

for all ¢ € Hy(D; M).
Let us first show that for any At, sufficiently small, problem (2.3.1]) has a unique solution.
To this end, we consider the bilinear form B(-,-) defined on H}(D; M) x H}(D; M) by

N Y -
B(v, p) ::At/ wwdg—/(g qy)- VMsodq+/ V- Y dg,
D D
and, for " € L2(D) fixed, we define the linear functional £(¢)";-) on H}(D; M) by
) 1 .
" Q) = — "¢ dg.
(W) At/Dw ¢ dg
Clearly,
B, ) > — (1 AtWib|s]? JPdg+—— [ |V d
(0.0 > 57 (1= AWiblsli o) [ 10 dg+ oz [ 190 dg
D

and hence, on assuming that AtWingH%w(o 7) <1 and letting

1 .
CAt - — E (1 - Athb“g“%w(()’T)) ’

we deduce that
B(5.) 2 min (ean 1) 1 lycouny (232)

Also, by a simple application of the Cauchy—Schwarz inequality, %(L’ -) is a bounded bilinear
functional on Hi(D; M) x H§(D; M) and, for any ¢ € L*(D), £(¢™;+) is a bounded linear
functional on H}(D; M). Since H{(D; M) is a Hilbert space with norm || - 2 (Dsr)» the

Lax—Milgram theorem implies the existence of a unique solution 1&”*1 € Hé (D; M) such that
B, @) = L(d™ @) Ve eHY(D; M), n=01,...,Np—1. (2.3.3)

As 90 € L2(D), we have thus shown that, for any At = T//Np such that AtWi bHK/HLOO(O ) <

1, the problem (2.3.1) has a unique solution {¢)" € HY(D; M) : n=1,..., Ny}
For the purposes of the convergence analysis that will be carried out below, we consider
an extended version of the scheme ([2.3.1]) with a nonzero right-hand side:

wn—l—l wn n+1  , 7n+1 ~ 1 "n+1 ~
AL dg — D(g qv") - Ve dg + oo DYMw -Vue dg
= [wrtedg s [ ptYuedg e e D), (2.3.4)
D D

forn = 0,..., Ny — 1, where y"*! € L%(D) and v"*! € L%(D) for all n > 0. We have the
following stability result for (2.3.4)).
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Lemma 2.3.1 (The first stability inequality) Let At = T/Ny, Nr > 1, x € C[0,T7,
Y0 € L3(D), and define ¢ := 1+ 4Wib||g||200(0 - Let, further, At be such that 0 < coAt <
1/2; then, we have, for all m such that 1 < m < Np, that

m—1 5 m—1
Tm(2 A ¢n+1 d}n Tn+112
™1+ t? +Z Hvdf I
n=0
< e2comAt {||1/;OH2 + Z 2AL (H,unJrlHQ +4Wi”%n+1‘|2)} )
n=0

Proof. Let 0<n < Np— 1. Setting ¢ = ¢!, we write the first term in ([2.3.4)) as
Pt —on I+l g ( Tnt12 in 2) Lo onsl  ong2
| b dg = g (WP = 191 + g = )

using the identity (o — 8)a = 3(a? — #2) + L (a — B)*.
Applying the Cauchy—-Schwarz mequahty to the transport term in ([2.3.4)), we have

|

Combining these results and applying the Cauchy—Schwarz inequality to the right-hand side

terms in gives

9742 4+ W =72 + S TP
e R TN A i [ Y
P2 280 Y
=: [|¥")|? + T1 + T2 + Ts.

n+1 gwn—i-l) . NVMQZ)TL—H dg < \/B‘§n+1| HQZ)n—HH HNVMWLHH

A=

Using Cauchy’s inequality 203 < ea? + e~ 13% with € > 0 on each of Ty and T3, we deduce
that

. 1 5 5 1
T1 <e|Vad™H|? + gAt2b|§"+1!2W"Hll27 T3 <e|Vard" H? + gNZHB"HII2-
Choosing ¢ = At/(4Wi) then gives
L e S i
2Wi '~
<[ + 4AEWib| " P[P + 4AEWH "2 4 To.

Similarly, we have Ty < At|¢" 1|2 + At||u"t!||?, and therefore, on defining ¢y := 1 +
4Win§|]%w(O 7)> We get

N « N At «
(1= coRmH 2+ 7 = §m2 4 TP
< 72 + At + AW
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As ¢ At S , dividing through by (1 —cpAt) and using that 1 < ;——=7 < 1+2c0At <2, we
have

A N A At N
12 4 g = 2 + T ar

1 R
< n2 A2 4 AAFW| 2)
< T (P + AP 4 48wl

< (L+ 2e0 A" 2 4+ 248 (|| + 4Wip" 1) (23.5)

Summing over n =0,...,m — 1 in (2.3.5) we obtain

m—1
o wn—f—l wn "
™17+ At 7 +Z Hv Uil &
n=0

m—1 m—1
< {WOH2 + ) 208 ([P 4WiH%”+1HQ)} +2c0 Y At[Y"P, (2.3.6)

n=0 n=0
for all m € {1,..., Nr}. By induction (or by a discrete Gronwall lemma) we deduce that
12 m—1 77ETLJrl wn m—1 e
™7+ D At | ——F=—]| + ||V k|
2 NI Z
m—1
< chomAt {||¢0”2 + Z IAL (||Mn+1”2 +4Wi||%n+1‘2)} ’ 1<m< NTa

n=0

and that completes the proof. [J

Theorem 2.3.2 Suppose that V° € L2(D) and that k € C[0,T]. Then, there exists a function
¢ in L=(0,T; L3(D)) N L2(0, T; Hy(D; M)) such that

—(@°, ¢, / /@bawd dt—/ / kq¥) - Vg dg dt (2.3.7)

+2W1/ /Vsz Vug dgdt =0, Vo e HY(0,T;Hy(D; M), ¢(-,T) = 0.

Further, 1) € H(0, T; HY(D; M)') N C([0, T]; L2(D)) and ((-,0) — 0, p) = 0 for all ¢ €
L2(D); moreover, w is the unique such function. The function v = / w will be called the
weak solution of the initial-boundary-value problem (2.1.1), (2.1.2)), (2.1.7).

Proof.  This theorem is proved in Section 3 of |71]; the interested reader is referred to that
paper for details. The argument makes use of the stability result in Lemma [2.3.1]in order to
use compactness results for the bounded sequence of solutions to as At — 0. O

In the next lemma, a configuration space analogue of Lemma [1.3.3]is established and also
it is shown that a weak form of is preserved on D. In the remark below, a result is
stated that is necessary for the proof of Lemma
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Remark 2.3.3 Suppose ¢ € H{(D; M) and L > 0, and let [1/3”], be the pointwise negative
part of ", i.e. [x]+ := (x £+ |z|)/2 for € R. Then, it is shown in Lemma 3.5 of [71] that

. 5 — LV ) = V¢ if ¢ > LV,
Ve — LVM], = { OyM(SO )=V ;fgzL o7 (2.3.8)
and
. 5~ LV ) = V¢ if ¢ < LV,
NVM[‘P_L\/M]:{ OyM(QD ) =Yud ;fzgiL o7 (2.3.9)

i.e. that the []1 operators act on functions in H{(D; M) as one would expect. Moreover,
[ — LVM 4 and [$ — LV M |- belong to H{(D; M). The proofs of these results is omitted
here, for the sake of brevity; we refer to [71] for details. ¢

Lemma 2.3.4 Let ¢° € § and ¢ = /M where 1) € C([0,T]; L2(D))NL2(0, T; Hy(D; M)) N
HY(0,T; H{(D; M)') is the weak solution to subject to the initial condition {° =
Y0 /M (i.e., the function 1) is the weak solution of the initial-boundary-value problem ,
, ) Then,

[ wlandg= [ gy vie o)
D D

~

Furthermore if ¥° > 0 a.e. on D, then (-, t) > 0 a.e. on D for all t € [0,T).

Proof. Fix any t € (0,7), and let £ € (0,7 — t]. Consider the function ¢, defined by

VM for s € [0, ],
Pe(q,8) ' =q VM(t+e—s)/e forseltt+e),
0 for s € [t +¢,T].

Clearly, ¢. € HY(0,T;H}(D; M)) and ¢.(-,T) = 0. Taking Q. as test function in
yields
R 1 [tte .
—(°, VM) + 6/ (¥(,s), VM )ds =0.
t
Passing to the limit ¢ — 04 yields —(¢)°, v/ M) 4 (¢(-,t), VM) = 0, whereby (¢(-,t),1) =
(¥°,1), as required, for all t € (0,T); for t = 0 the equality holds trivially.

Now, suppose that /° € § and ¢° > 0; then, ¢° € L%(D) and 9 > 0. For At as in
Lemma consider the sequence of functions (@”)TJLTO C H{(D; M) defined by (2.3.3)). Let
["]_ be the pointwise negative part of ¢, where [z]+ := (z £ |z])/2 for 2 € R. Then, by
Remark ([1/3”]_)7]1\@0 C Hy(D; M). Tt follows that

B -, ) = BE, [M) = 60N ),

where the first equality is due to the fact that [1&"“]_ vanishes when ¢! > 0, and the
second equality is due to ([2.3.3)). Suppose, for induction, that )™ > 0; this is certainly true
for n = 0, since ° > 0. Hence,

() = 57 [ Pl @) dg <o
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Therefore, B([™H]_, [¢" 1) < 0; thus, 3.2) implies that [\ ]| pary < 0,
whereby [(/"t1]_ = 0 and hence ¢! > 0. By induction, ¢ > 0 for all n = 0,1,... Nt
Then, passing to the limit At — 04, it follows from Theorem that the weak solution v
is nonnegative on D x [0,T] (see [71]). O

Remark 2.3.5 The same argument used above to establish the nonnegativity of 1& can be
used to derive a weak maximum principle in the case that ng(t) q <0 for a.e. t €[0,7T] and
q€ D. - -

Let

L= es$.SUPgep 1&0(%)/ M(g),

where it is assumed that the essential supremum above is finite. Suppose that 1&” < LV M;
this is certainly true for n = 0. Then, following the argument above:

B[Pt — LVM],, 0" = LVM]y) = B - LVM, [+ - LVM )
= %(ﬂ}n—f—l’ [Jjn—kl _ L\/M}+) —L%(\/M, [J)n-‘rl —L\/M]+)
= (" [T = LVM ) = LB(VM , [ - LVM )

= 3 L 6@ ~ LV - VAT dg

—l—LWi/ (gg\/ﬂ) . NVM[#AJ”H — L\/M]+ dg,
D

where the diffusion term in 9B(-,-) vanishes because VM € Ker(Vys). The term on the
second-last line above is nonpositive by the inductive hypothesis and, after integrating by
parts, we deduce that the term on the last line is also nonpositive when ng q < Oﬂ Therefore,

[(p" 1 — LMy = 0; i.e., 9"t? < Ly/M. Then, in the same way as in Lemma on
passage to the limit At — 04, this implies that

es5.5UD(g e pxio:r) ©(0:1)/M(q) < esssupgep 0°()/M(g),

which can be thought of as a maximum principle for the initial-boundary value problem in
the case that ngq <0. o

By the next lemma, if 5 € H'(0,7T’) and 0 € H{(D; M), then stability can be established
in stronger norms than in Lemma [2.3.1

Lemma 2.3.6 (The second stability inequality) Let At =T/Nr, Ny > 1, suppose that
5 € HY(0,T), ¥° € H{(D; M), and define co := 1+ 4Wib|\§\|im(0 ) Let us assume, further,

'In fact, if ng(t) q <0forall g € R* and t € [0, 7], and tr(x(t)) = 0 for all ¢ € [0, 77, then it must be the
case that ¢" k(t)g =0 for all ¢ € R? and ¢ € [0, T].
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that At is such that 0 < coAt < 1/2; then, for all m such that 1 <m < Nrp,

2

m—1]1| 7 2 2 m—1 N ~
wn—i—l o ¢n 1 R 5 1 d]n-i-l o wn
At + - |V ™+ == At||lVy———n——
nz% At YT oy nz% S MTTA
m—1 m—1 n+l n 2
2c1mAt n+1)2 : n(|2 4 4
< e {mtzo I 4 12Wi max 2 +Atz:1 ~
n= n—=

1 - . - .
+ WHNVMQXJOHQ + (b H@tHiQ(O,T) + 12Wib ||§”%°°(O,T)) 6(7110»% %7W1a mAt) }7

where 6(1&0,u,g,Wi,mAt) is the right-hand side of the inequality from Lemma and
cp =4Wi(1 +b ||§||iw(07T)).

Proof. The proof is similar to that of Lemma [2.3.1, except one uses the test function

¢ =t —ygmy/At. O

It follows from Lemma by an identical argument as in the proof of Theorem [2.3.2]
that the weak solution ¢ of belongs to HY(0, T; L2(D))NL>(0, T; Hy(D; M)), provided
that x € H'(0,7) and ¢° € H}(D; M).

The stability result in Lemma will be useful in Section but for now, note that
setting p = 0 and v = Q in Lemmas [2.3.1] and [2.3.6] demonstrates the stability of the time
semidiscretisation in various norms. Also note that, evidently, any fully-discrete method
based on the semidiscrete scheme and conforming Galerkin discretisation in q using

a finite-dimensional subspace Py (D) of Hy(D; M) will be stable in the norms appearing on
the left-hand sides of the bounds in Lemmas 2.3.1] and 2.3.61

2.4 The Chauviere—Lozinski transformed FENE model

In this section we show that, in the case of the FENE model, the weak formulation resulting
from the substitution ¢ := ¢/M?5/* with b > 4s2/(2s — 1) and s > 1/2 also leads to a
well-posed problem and a stable semidiscretisation in any number of space dimensions. The
minimum value of the function s € (0,00) +— 4s?/(2s — 1) is attained at s = 1, yielding
the maximum range of b values, b > 4. This transformation was proposed by Chauviere &
Lozinski [9043332,91] in the special cases s = 2 and s = 2.5, where these values were chosen
on the basis of numerical experiments in two and three space dimensions, respectively. For
the sake of brevity, we shall confine ourselves to establishing an energy estimate analogous to
our first stability inequality in Lemma and the discussion in this section is restricted
to the FENE model.

Inserting ¢(q) = [M(g)]%/bq/;(g) into our model problem (2.1.1)), where now M is the
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FENE Maxwellian, yields, on noting that tr(x)(t) = 0 for all ¢ € [0, 77,
0 _ 1 1 4 g\~
7 s
— - —A = — 1— — 1 — = — 9Wi .
o awit’ T awi ( b ) ( b > ¢ —2Wi(sq)| - Vq

-2
1 lq|? 2s lq]?
+2Wi<1_b> [d<1_b><1_b

_ 2
N 2(s — 12523 —b) ’g‘2 n 48:\71 (ngg@ <1 _ |gb|>] 1& (2.4.1)

<

Denoting by A(q,t) the expression in the first square bracket on the right-hand side of (2.4.1)
and by B(q,t) the expression in the second square bracket, multiplying (2.4.1) by any ¢ €

Hé(D), integrating the resulting expression over D, and integrating by parts in the second
term on the left-hand side, yields the following weak formulation.

Let 90 = ¢0/M?/® € L2(D); find ¢ € C([0, T]; L*(D))NL2(0, T; Hi(D))NH (0, T; Hy(D)")
such that

d [ - 1 R

— pdg + —— Vopd

dt/DlW g+2Wi/D~Vq¢ Vepdg
1

—/(A( £ V) ¢dg + —— 1_@ 23( ) pd (2.4.2)
= 2w J, (4@ 1) Ve¥) 2 dg ) > q,t) ¢ ¢dg, 4.

~
~

for all ¢ € H{(D), in the sense of distributions on (0,7T'), and with ¢(-,0) = ¢°.
The backward Euler semidiscretisation of this weak formulation is as follows.
Given 40 := 0 /M?/" € L2(D), find "' € HY(D), n =0,1,..., Ny — 1, such that

J}n-‘rl _ T/A)n X 1 / Sl R

" sdg+ — n+l d
/D A Pdet o DYW Vqpdg
1

. n+1y | n+ly A

—2
1 lq|? N
+2Wi/D (1 - ~b> B(g,t") 9" ¢ dg, (2.4.3)

for all ¢ € Hy(D).
We begin by showing that, for At sufficiently small and all b > 4s2/(2s —1) and s > 1/2,

this problem has a unique solution. To this end, for ¢ € [0,T] fixed, we consider the bilinear
form defined on H}(D) x H{(D) by

A 1
= d
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Now, taking ¢ = 1) € C&°(D), integration by parts in the third integral in the definition of €,
and then merging the resulting integral with the fourth integral in the definition of €, yields

2 2
- 1,y 1 P | 452/|(JI lq| -
= — — —(2s—1- == 1— = d
(), 1)) A1+ S 1V a?l +2Wi(s v ) L b le q

1 8sWi lql? - ~ 19
e R ] (1b> wihdg:

Assuming that b > 4s%/(2s — 1) with s > 1/2, and recalling that |¢| < v/b for ¢ € D, we then
have that

22??
IS

(¢ ¢)>i||1/3||2+ wilY * - (d+8WII | )/ 1—@ ) 4[> d
s = At Vg S 1|| K| OT 5 g

Let us note that for, any G > 0,

9\ —1 2
/D<1—|(J~b’> de< /Wd +ﬁ/ <1—H) Y[ dg. (2.4.4)

Hence, by and fixing 3 as the unique solution of the equation 4b (d + 88Wi||§/”Loo(07T)) 8=
1, we have that

€lhd) 2 57 (1 s @+ 85Willlmom ) WP + IVl i € G (D)
Recalling that C3°(D) is dense in H{(D) and, by [17] and [18§], also in the (1 — |g\2/b)_2
weighted L? space, LM (D), we deduce that, for any At < 4Wi/(b(d + 8sWil|k(|r.(o T))Q)
the bilinear form € is coercive on Hi(D) x H{(D). The existence of a unique solution {1!1"}” Lo
to the semidiscretisation in H}(D) then follows from the Lax—Milgram theorem, as in
the previous section. Using the above coercivity argument, the proof of stability of ,
stated in Lemma below, is completely analogous to the proof of Lemma and is
therefore omitted [

Lemma 2.4.1 (Stability inequality) Let At = T/Nr, Ny > 1, k € Q[O T), 4¥° € L*(D),
b>4s%/(2s — 1) with s > 1/2, and define co := b(d + 8sWil|x[| 1. (0,7))? /( i). Suppose that
At is such that 0 < coAt < 1/2; then, we have, for all m such that m < N,

,&n—‘rl o QZ)n 2
VAL

Using Lemma the existence of a unique weak solution to (2.4.2) can be established in
the same way as for the symmetrised formulation.

m—1 m—1 At
™12+ D At + Z swilY TP < om A7,
n=0

2Note that the weak solution here was shown to exist and be unique in H3(D) (rather than H§(D; M) as
in our earlier, symmetric formulation); clearly, H}(D) c H'(D; M) = Hy(D; M).
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2.5 The fully-discrete method

We now return to the semidiscrete method based on the symmetrised version of the
Fokker—Planck equation and describe the construction of a fully-discrete numerical method
that stems from this semidiscretisation. At the end of the section we shall comment on the
extension of our results to a fully-discrete method based on the semidiscretisation of
the Chauviere-Lozinski-transformed Fokker—Planck equation for the FENE model.

Let Pn(D) be a finite-dimensional subspace of H}(D; M), to be chosen below, and let
12}}&, € Pn(D) be the solution at time level n of our fully-discrete Galerkin method:

wn+1 w .
/ A 5 dg /D(§”+1g¢ O VMsodq+/VM¢K;+ Vupdg=0
Vo e Py(D), n=0,...,Np—1, (2.5.1)

~

% (+) := the L2(D) orthogonal projection of 1°(-) = (-, 0) onto Py (D). (2.5.2)

Remark 2.5.1 If the linear space Py (D) is selected so that vM € Px(D), then, since
VM € Ker(Vy), it follows on taking ¢ = v M in (2.5.1)) that

/F dq_/FwN )dg, n=1,..Nr,

whereby, on letting ¢y := vV M 1&5{,, we have that
[r@ag= [ %@ds.  n=1.
D

The function v} represents an approximation to the probability density function 1) = v M zﬂ
at t = t". Since, by Lemma 4 [ ( q,t)dg = waO( )dg =1 for all ¢ > 0, we deduce,
by choosing Py (D) so that VM € Pn(D), that this integral identity is preserved under

discretisation. The integral [ p¥(q,t)dg will sometimes be referred to as the volume of .
o

Our objective is to derive a bound on the global error e’y := 1/}(, ") — 1&1"\, Clearly,
e = (") = TN (- ") + Ty (-, £7) — ) = 0" + &7,

where IIyi(-, t") € Py (D) is a certain projection of (-, ") onto Pn(D) that will be defined
below. For the moment, the specific choices of Py C H}(D; M) and Iy are irrelevant. Note
also that 7 is defined for a.e. t € (0,7"), i.e. not only at the discrete time-levels.

We begin by bounding norms of £ in terms of suitable norms of 7. Substituting £ into

[2.5.1), setting ¢ = £€"*1, and noting that £* = (-, ") — Y% — 5™, we have

n+l _ ¢n 1
/Dé A 5 £n+1 dg_/l)(§n+1g€n+l) §n+1 dq+ Wi M§n+1'yM€n+1 dg

:/ Mn+1 gn—i-l dg_'_/ L{n-&-l 'NVan—H dgv (2.5.3)
D D
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forn=0,..., Ny — 1, where

T L O i Bk A O B TN W R 054
1
%n—s—l — gn-&-lgnn-i-l _ QWiNann-i-l. (2.5_5)

Since Py (D) C H{(D; M), (2.5.3) is in the form of (2.3.4); hence, applying Lemma [2.3.1
we obtain

m—1 m—1
m 1 n
€™ 1% + Z AtV HH|? < e2eom {HSOII2 + > 208 (| 4 AWl )}

n=0
(2.5.6)
for m = 1,...,Np. Let us first consider the term [£°|| on the right-hand side of (2.5.6).
Since 1/1N is the L2(D) orthogonal projection of ¢(-,0) = ¥° onto Py (D), we have (£, pn) =
—(n°, ¢n) for all ¢ € Pn(D). Setting oy = 50 here and applying the Cauchy—Schwarz
inequality on the right-hand side yields ||€°|| < ||n°]|.
By the triangle inequality we have the following bound on |l *:
< VO ™ + 5o HV 7, n=0,...,Np-1.

Hence for the third term on the rlght—hand—81de of (2.5.6l , we have

m—1 m—1
4
2 SWidil P < D, A (16Wib’§"+1l2lln”“\l2 + g IVar )
n=0 n=0
m—1
+1,12 o 2
< de ZO Atlln"™ HH(l](D;M) = 462||77||g2(0’tm;H(1)(D;M)),
n=»

for m =1,..., Ny, where ¢z := max <1/Wi, 4Wib\|§\|iw(0 T)>.
It remains to bound ||z *!||. We begin by observing that

121('7tn+1) 712}(7tn) B@b n+1
At 875( )

nn—l—l o nn
At

™| < — T +1I.

l

Bounding both I and I by Taylor’s theorem with integral remainder yields

trtl 2.7
0%
12 < At ——— (. t)|| dt
- /tn ot? (1) '
tn+1 tn+1 2
1 on
I’ < t) dtd —(-,t)|| dt.
_/At/t atq’ 4= At/ gt )
Therefore, we now have that
m—1 tn+1 27 2 m—1 tn+1 2
0% on
AL TH2 < 4 At2/ ——— ()| dt+4 / (0| dt
> 28t < Z 5z () dt+ ZO 5t )
2
= 4Af? %Z’ +4H .
¢ L2(0,t™;L2(D)) L2(0,t™;L2(D))
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Combining the bounds on the three terms on the right-hand side of (2.5.6) we deduce that

m—1
m 1 n
I + g 2 AtITwe"

A + D;
< e2com t <||77 H2 4C2||77||Z2 0,tm; Hl( M)
= 2

+ 4A#?
L2(0,tm;L2(D))

L
+4H o

(2.5.7)

L2(0,t™;L2(D))

It remains to bound the first three terms in the bracket on the right-hand side of (2.5.7)). To
do so we need to make a specific choice of the finite-dimensional space Py (D) from Wthh
approximations to @ZJ € Hl(D M) are sought, and we also need to specify the projector Iy.
These issues will be discussed in the next section. We shall then return, in Section 2.7} to
and complete the convergence analysis of the numerical method.

Remark 2.5. 2 In the case of the FENE model with b > 4s%/(2s — 1) and s > 1/2 a bound
analogous to can be shown to hold for the fully-discrete version of the semidiscretisa-
tion based on a Chauviere—Lozinski-type transformation, with suitable fixed positive
constants co and cg, except that Py (D) is then taken to be a finite-dimensional subspace of
H{(D), V€™t on the left-hand side of the bound is replaced by V,£""!, and the
norm || - [|gzg gm;m1(p;ar)) on the right-hand side of is replaced by | - [ls2(0,4m 511 (D))
The main steps of the proof are identical to those above: the Cauchy—Schwarz inequality and
inequalities and (2.4.4)) are used in the course of bounding the terms on the right-hand
side of an error 1dent1ty analogous to 3| relating the sequence {ﬁm T, to the sequence
{nm}m o» While the terms on the left—hand side of the error identity are bounded below as in
the proof the stability inequality stated in Lemma [2.4.1

We note in particular that the fully-discrete version of the semidiscretisation (|2.4.3))
based on a Chauviere-Lozinski type transformation 1[1 =/M 25/b and the finite-dimensional
Galerkin subspace Py (D) C H}(D) is stable in the sense that the sequence of numerical solu-
tions {zﬁ]’{,}Ni generated by the fully-discrete scheme satisfies the stability inequality stated
in Lemma [2.4.1] with At = T/Np, Ny > 1, 5 € C[0,T], 9% € Py(D), b > 4s?/(2s — 1),
s > 1/2, ¢ := b(d + 88Wi||§||LOO(O,T))2/(2W1), 0 < coAt < 1/2, and ™, ™! and ¢°

m 1

replaced by 7}, and wg)v, respectively, without any conditions relating At to N. The
proof of this is 1dentlcal to that of Lemma mutatis mutandis. We thus deduce that
for b > 1 a time-step limitation of the form At = O(b~!) is needed in order to ensure that
0 < cpAt < 1/2, and thereby the stability of the method. In this respect the scheme behaves
identically to the fully-discrete numerical method , , based on the symmetrised
form of the Fokker—Planck equation (cf. the conditions of Lemma for example). ¢

2.6 Approximation results

It was shown in Section [2.2b) that, under Hypotheses A and B, H}(D) ¢ HY(D; M) =
H{(D; M). Therefore, any finite-dimensional space Py(D) C H}(D) is, trivially, also con-
tained in H(D; M). The aim now is to make a specific choice of Py (D) and to explore the
approximation properties of the chosen space.
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Remark 2.6.1 As in Remark if, in addition, VM € Pn(D), then

/¢N dQ—/¢N

In the notation of Lemma this can be written as g%, = Q?V. Since, by Hypothesis
B, VM € H}(D), one can ensure that this integral identity holds by including v'M in the
finite-dimensional space Py (D). <

The definition of Py (D) and the choice of the projector Iy : HY(D; M) — Py(D)
will depend on the number d of space dimensions. Since the case of d = 2 is sufficiently
representative, for the sake of brevity and ease of presentation we shall confine ourselves to
two space dimensions in this section, that is, when D is a disc of radius v/ in R2.

Let Dy denote the slit disc Dy := D\ {(¢1,0) : 0 < g1 < v/b}. It is natural to transform
Dy into the rectangle (r,6) € R := (0,1) x (0,27) in a polar co-ordinate system, using the
(bijective) change of variables ¢ = (q1,¢2) = (Vbrcos,vbrsinh) € Dy where (r,6) € R.

Given f € HY(D), define f on R by

f(r,0) := f(q1,02), q=(aq1,0) € Do, (r,0)€R, q=vVbrcosh, g =Vbrsin.
(2.6.1)
Thus,

Def

2T
1B oy = 112 (o) = / A U N a0 dr.

where D, denotes differentiation with respect to r. Motivated by this identity and writing,
here and henceforth, 1 (r) := r for the weight-function on the interval (0, 1), the space HL (R)
is defined as:

. . 1. -
Hip(R) = {f € Lie(0, 1 H3(0,27)) = f € LE(R), Dpf € Lj(R) and  —Dyf € Li(R)},
(2.6.2)
equipped with the norm || - |41 (r) defined by

~12
D
%f do dr, (2.6.3)

1 21 _ _
Ay o= [ o) [ 172+ 1D 2+

where L2 (R) is the w-weighted space of square-integrable functions on R, with norm ||-||;2 (R)
defined by

1 2r _
1F1F2 gy = [ @) [ 1) d0dr = [ [f(r.0)]"rdradd,
La(®) 0 0 R
and, for a nonnegative integer ¢, the periodic Sobolev space H};(O, 27) is given by
H.(0,27) == {f € H,(R) : f(0+27) = f(0) VO €R}.

H. ,(R) denotes the subspace of HL(R) consisting of all functions f such that the trace
f
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We shall also require weighted Sobolev spaces of the form H%'(R) := H5,(0, 1; H., (0, 27)),

equipped (for nonnegative integers s and ¢) with the norm || - || ;s (ry defined by

- 1 27 L
HinIgt(R) =) /Ow(r)/o DD f(r,6)% d6 dr.

0<i<s, 0<j<t

Similarly, for integers s > 1 and t > 0, we define H%',(R) := H3, (0,15 H,(0,27)), where
Hg 0(0,1) == H3(0,1) N H}E’O(O, 1), and H111;,0(07 1) denotes the set of all @ € H}(0,1) such
that @(1) = 0. H}D’O(O7 1) is endowed with the following inner product and norm:

1
- . R - - 1
(a, U)H}D’O(O,l) 1:/0 w(r)DyuD,o dr and HUHH;)’O(OJ) = {(U’U)H}D,O(OJ)}Q'

Note that w is a Jacobi weight function when transformed to s € (—1,1), since w(r(s)) =
11+ s) This fact will be important later in this section.

Next, the projection operators are introduced. Due to the cartesian product structure
of the set R it is natural to define distinct projection operators in the r and 6 co-ordinate
directions. In the #-direction, the orthogonal projection in the L?(0, 27) inner product is used
(i.e., truncation of the Fourier series). This is denoted by PL : L2(0,27) — Sy(0,27), for
N > 1, where Sy(0,27) is the space of all trigonometric polynomials in 6 € [0, 27] of degree
N or lessﬁ Also, let Sy, 0(0, 27) be the orthogonal complement in Sy, (0, 27), with respect to
the L2(0,2) inner product, of the one-dimensional subspace spanned by constant functions.

The appropriate choice of projector in the r-direction is less immediate. First of all,
for N > 1, let the operator Pj\], : H}D,O(O7 1) — Pn(0,1) be the orthogonal projection in
the H}U’O(O, 1) inner productﬂ where Py (0, 1) is the space of all algebraic polynomials in
r € [0, 1], of degree N or less, that vanish at r = 1.

It is tempting to define a two-dimensional projector onto Sy (0,27) ® Pno(0,1) as the
tensor product of the projectors Pff and P]‘\I,. Unfortunately, this choice is inadequate due
to the presence of the singular factor 1/r in the weighted Sobolev norm || - HH}D () and a
different definition is required. The lemma below motivates the choice of the two-dimensional
projector.

Lemma 2.6.2 (Decomposition Lemma) Let j € H:(R) and, for e € (0,1), define R. :=
(e.1) x (0,27). There exist g1 € HY(0,1) and go € HY'(R), with go € HY(R:) for each
e €(0,1) and rgz € H:(R), such that

1

g(r,0) = g1(r) +rga(r,0) for a.e. (r,0) € R and g1(r) :== Dy

(a(r,), Dr2(0,27)-

This is the unique such decomposition of g. If g € I:I}I]’O(R), then g1 € H111;70(07 1) and rgs €
1:1111)70(}%), with §2(1,-) = 0 in the sense of the trace theorem on H'(R.), ¢ € (0,1).

3Jacobi weight functions are of the form (1 — s)*(1 + s)?,s € (=1,1) with o, 3 > —1.
4The superscript F indicates Fourier projection.
5The J superscript indicates projection in a Jacobi-weighted inner-product.
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Proof. Let § € HL(R); then, by virtue of Fubini’s theorem, §(r,-) € H,,(0,2) for a.e.
r € (0,1). Let us define, for € (0,1), the Fourier coefficients of §(r,-) by

2
g(r,0) exp(—ind) do, n=0,1,....
\/27r/

According to Parseval’s identity,

191y = > / (m )+ ) + 02| 2

ne’l

(

2
)rdr<oo,

whereby, in particular, 79 € H5(0,1) and

o € B0, 1771 1) = {f enl0.1): [ (R + I 0F) dr < oo} ,
0

for all n € Z \ {0}.
For any ¢ € (0,1) and n € Z \ {0}, 4, € H!(e,1), and hence by a standard Sobolev
embedding, 7, € C(0,1]. Also, for 0 < r; < ry <1,

=5l = [ LG =2 [ o)

ro i ro 1
2(/ sws)r?ds) (/ sms)r?ds) |
r1 T1

which is finite by the definition of H!(0,1;771,7), and hence the left-most integral above is
finite also. Since the integral is a continous function of its limits, it follows that 2 € C[0, 1],
and hence that |5, = /32 € C[0,1]. We now show that %, € C(0,1] and |7, € C[0,1]
together imply that 5,, € C|0, 1].

There are two cases to consider; (i) |9,(0)] = 0, and (ii) |%,(0)] > 0. In case (i), we set
50(0) i= 0. Then [u(r) — 3u(0)] = [3n()] = | Fulr)] — u(0)]] — 04 as 7 — 0, by the
continuity of |3,| on [0,1]. In case (ii), there exists 6 > 0 such that |3,(r)| > 0 for r € [0, d].
Hence the sign of 4, does not change on (0, ¢], so that 7, is either |¥,| or —|7;,| on the interval
(0, 4]. Since ||, —|9n| € C|0, 1], we can define 7,(0) to be one of |7,(0)] or —|7,(0)| so that
n € C[0, 1] also.

Now, since 4,, € CJ[0, 1], Parseval’s identity above then implies that, necessarily, ¥,(0) =0
for all n € Z \ {0}.

Let Gp(r) := An(r)/r for n € Z\ {0}, r € (0,1] and E,(0) := (exp(ind))/v2x, n € Z,
0 € [0,2n]. By Parseval’s identity, again, vr2 +n2 G,, € L%(0,1), n € Z\ {0}. The following

Fourier series expansion of § can be written as follows:

IN

nez\{0}

with equality in the sense of I:I%D(R) We define §; := d9/v2m and go = ZnEZ\{O} Gn
to deduce the stated decomposition g(r,0) = gi(r) + rga2(r,0), and we note that g

E,
ﬁ(g,l)Lz(O,%) € HL(0,1) and g € H?D’l(R); moreover, trivially, rgo = § — §1 € ).

1
o(R

mz
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Also, since § € HE (R) it follows that § € H'(R.) and §; € H'(¢, 1) for any ¢ € (0,1). Hence,
Go = (§—g1)/r € HY(R.) for any ¢ € (0,1).

For §; = 40/V/27 fixed, as in the statement of the lemma, the uniqueness of g, follows
easily by reductio ad absurdum: suppose that hs is another function, with the same regularity
properties as go, and such that g = g1 + rhs. Then, T(iLQ — g2) = 0 a.e. on R, and therefore
712 = gs a.e. on R.

The final statement of the lemma follows directly from the definitions of #4,, n € Z and
the definitions of g1 and g9 via the ,, n € Z. 0O

Suppose that g € ICI}D,O(R). On applying Lemma we deduce that g has the (unique)
decomposition

§(7“, 9) = gl (T) + rgQ (Ta 0)7 (264)
where g1 = £ (3, Di2(0,2x) € H,}EO(O, 1), g2 € H%’l(R) and g2(1,-) = 0. Note also that
(92(r, ), 1))12(0,27) = O for a.e. 7 € (0,1). We shall assume in addition that go(-,0) € H}D’O(O, 1)
for a.e. § € (0,27); by virtue of Fubini’s theorem, a convenient sufficient condition for this is
that go € Hg%(R), for example. We then define

PRg(-,0) :== Pygi () + rPxga(,0), 0 € (0,2m),

where Py, : H11D70(0, 1) = Pno(0,1) is the orthogonal projector defined above.

There are a number of approximation results available in the literature related to projec-
tors in Jacobi-weighted inner products (see for example [16] or [28]). Since the setting here is
specific, we shall establish the required approximation properties of the univariate projector
P]‘\I, from first principles. The approximation properties of ]5]‘\], and of our two-dimensional
projector Pﬁpj\], will then follow. The relevant results are stated in the next two lemmas.

Lemma 2.6.3 Suppose that § € Hkm’O(O, 1) with k > 1; then,

g — PJ‘J/@”H}D(OJ) < CNlik”g”HfD(O,l) (2.6.5)

and
15 = P%dllez 0.1) < eN 13l gk 0,1)- (2.6.6)

Proof. First consider (2.6.5). Note that by Pythagoras’ theorem,

1

~ J~ ~112 J =112 2 ~ ~
g — PNg”Hi.JYO(O,l) = (HgHH}E’U(O’l) - ||PN9”H75’0(071)> < ||9||H}M(0,1) < ||9HH§D(0,1)-

If k = 1, the right-most term in this chain is equal to 1 - N*=¥||§||; (0,1), While if £ > 2 and
1 <N <k — 1, then it is bounded by (k — 1)* 'N'¥||g[|gk (o -
Finally, if £ > 2 and N > max(2,k — 1), then recall that, by the definition of Py,

g — P]L\ITQHH}D’O(O,I) <llg— 17”H7}.U,0(0,1) Vo € Pro(0,1).

Select, in particular,

1
o(r) = / Q% 1Dui(s)ds,  reo.1],
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where QJ{Z—I is the orthogonal projector in L%D(O, 1) onto Px_1(0,1), the set of all algebraic
polynomials of degree N — 1 or less on the interval [0, 1]. Thus,

||§_PJ%§"H5’O(O,1) < HDrg—Drf}HLfD(o,l) = ||Dr§—Q}</—1(Dr§)HL3E(0,1) < C(N_l)l_k||§||Hg(o,1)a
where the last bound (scaled from the standard interval (—1,1) to (0,1)) comes from Sec.
5.7.1 of Canuto et al. [28], and is valid for N > max(2,k — 1), k > 2. Hence, after bounding
(N — 1)1=F by 28=IN1=F (vecall that N > 2 by hypothesis), it follows that
g — PJ‘\]/§||H11‘.),O(0,1) < C2k_1N1_kH§HH’§D(0,1)'
Now choosing ¢ = max{(k — 1)*~1,¢2*=1} for k > 1, with the convention that 0° := 1,
g — P]‘\/}QN}HHimo(O,l) < éNl_k”gﬂHg(o,l)

for all N > 1 (regardless of whether or not N >k —1).
For any v € H}D’O(O, 1), we have:

/DlﬁZ(T)rdr:/ol (/rl(\/gDsﬁ(S)\}gd‘S)Q?“dr
/olr </r1 !Dsﬁ(s)]23ds> (/rlids> dar

1
1
< [k = Z||9|? 6.
< ([ rograr) ol o = 310085 o (26.7)

~112
HUHL%(OJ)

IN

where we make the substitution r = e’ to evaluate fol r|log r| dr. It follows from the Friedrichs
inequality that || - ||H11I)0(0’1) and || - HH}D(O,l) are equivalent norms on H111;,0(07 1), and
therefore holds for any,N > 1.

The proof of is based on a duality argument. Let e := g—Pj@ and note that, by the
hypotheses of the lemma on §, we have e € L2(0,1). Consider the mixed Neumann-Dirichlet
boundary-value problem:

— D, (rDy ze(r)) = re(r), re(0,1), lir[r)l rDrze(r) =0, z(1) =0. (2.6.8)
r—U4
By (2.6.7) and the Lax—Milgram theorem, this has a unique weak solution z. € H111~}70(0, 1)
satisfying
(ze, U)H}E’O(O,l) = (e;v)r2 0,1 Vo € HQIIJ,O(Ov 1). (2.6.9)

Also, by (2.6.7),

)
HZGH%I}D(O,I) < EHeHifb(O,l)

We shall show that in fact D22, € L2(0,1), and thereby z, € H%D’O(O, 1). To this end, note

that
1 T
Dy ze(r) = —/ se(s)ds, r € (0,1].
0

r
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Hence, D,z € C(0,1] and, on recalling that e € L2(0,1), the Cauchy-Schwarz inequality
yields

1 T
D, z(r) 2 < 2/ sle(s)|? ds, r € (0,1]. (2.6.10)
0

This inequality implies that lim, o4 Dyze(r) = 0 and that, for any € (0, 1),
14 1 1
/6 - Dy ze(r)|? drr < 26/0 sle(s)|* ds.

Thus, /7(r'Dyz) € L2(=,1); hence, by (Z638), D2z = —7 (e + r'Dyz) € L2(=, 1)
Multiplying this equality by /7 D?z. and integrating over the interval (e, 1) gives

1 1 1
/ 7| D2z (r)* dr + / D, ze(r) D22z, (r) dr = — / re(r) D2z (r) dr.
3 3 3

Hence, by computing explicitly the second integral on the left-hand side and applying Cauchy’s
inequality o8| < 3(a? 4+ 5?) on the right-hand side, we obtain

1 1
/ T|Dzze(r)|2dr+ ]D,ﬂze(l)]2 < / r]e(r)\er—i— |Drze(z—:)\2.
€ 1>

Passing to the limit ¢ — 04 and omitting the second term on the left-hand side gives that
DZz. € LZ(0,1) and

1 1
/ r ’D%ZG(T)‘Q dr < / r |e(7“)|2 dr.
0 0

Combining this with our earlier bound from (2.6.9)), we have that HzeH%{i}(O,l) < %HeHifb(o’l).
We are now ready to embark on the analysis of the projection error in the L2 (0, 1) norm.
Recalling that e = § — P{,g € H}EO(O, 1), we deduce from the weak formulation (2.6.9)), the

definition of the orthogonal projector P]‘\I,, the Cauchy—Schwarz inequality, (2.6.5) and the
HZ (0, 1) norm bound just derived that

g — Pz‘éélligb(o,l) = (69— PJ‘\]/!?)Lfb(o,l) = (2e,9 — Pj\]fg)H}w(o,l)

(G — PRg, 2 — PJ‘\]fZe)H}M(o,l)

< lg— PJ{@HH}D,O(OJ) lze — P]t\]fzenH}E’O(O,l)
ko~ _
< eN! HgHHfb(O,l) "N IHZt?HHfb(O,l)
ki~ ~ J~
< eN""|gllux 0. l9 — PRallLz 0.1y, k> 1.

Dividing the left-most and the right-most term in this chain by [|§— Pggll;2 (0,1) gives (2.6.6)).
D w

Next, for g € ICI}D,O(R)7 with decomposition given in (2.6.4), we define the projection
operator Il : I:I}I},O(R) — Pn(R) as:

(Lng)(r,0) = (Px, X, 9)(r,0) = (PX, Px,9)(r.6),
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where the finite-dimensional space Py (R) is defined as
PN(R) = PNT,O(O; 1) (&) (TPNW()(O, 1) ® SNQ,O(O, 271’))

The structure of this space reflects the decomposition . Note that the constant func-
tions have been factored out of the space Spy,(0,27) in the definition of Py (R); this is
appropriate because, as observed above, (ga(r, ), Dr2(0,2x) = 0. The lemma below establishes
optimal order approximation results for this projector.

Lemma 2.6.4 Let g € ﬁ%b’o(R), with decomposition g(r,0) = gi1(r) + rga(r,8), where g1 =
%(g,l)L2(0’2ﬂ-) € H%mo((), 1), g2 € H%’l(R), g2(1,-) = 0, and assume, in addition, that
G2(,0) € HE 4(0,1) for a.e. § € (0,27). If gy € HET(0,1) and g2 € Hy "*(R) nHE'(R)
H?D’Hl(R) N H}U’Z(R) for some k,l > 1, then

[N

~ ~ o~ —k ~ ~ ~
19 = gl ry < CoN* (1117 01y + 152010 + 12l ))
1
2

+ NG (132200 gy + 1820200 ) (26:11)

If 1 € HE(0,1) and g2 € HgO(R) N H?D’I(R) for some k,l > 1, then

1

13— Tixdla < CoNy ™ (11 1) + 13280y ) + CoNg el gy (2612

Proof. The left-hand side in (2.6.11]) is given by:
5 ) 1 2 _ ) 5 )
5= Txilyy ey = [ 90) [ {@= T + (0, - Dy (i)} a0 ar
1 2
+/ rl/ (Dpg — Do(IIng))? dO dr =: I +11I.
0 0

First consider term I. The two terms in the, inner, f#-integral in I will be treated separately.
Using the L2-error bound for Fourier projection, as well as the fact that

1PR, |z 02m) L2 020)) < L,

it follows that

~ - 2
||§(T7 ) - HNg(T, ')Hi?(O,QTr) < (||g(7‘, ) - P]{;gg(n .)”LQ(O}QT() + leff; (g(r, ) - }\]frg(ra '))||L2(0727r)>
~ 2
< (CoNG IDha(r lnzoam + 130, ) = P 5l om) )
< 205N, (IDpga(r, ) IE20.2m) + 2019(r, ) = PR 3(r, )220 2m)

where Dlgg = nggz and 0 < r <1 have been used in the last line. Similarly,
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IN

IDyg(r, ) = Dr(TIng(r, )12 (0.2m 2D, — P, Drdllf2 0,20
+2[|D, P, § — D PR, PR G(r )12 (0.2m)
205N, 2 |DyD,g(r, ')H%?(ogﬂ
+2|[D,.g — Dy PR G(r, )12 (0,2
ACENG (IDhaa(r ) Es(0.20) + D Dha(r.) F 0,20

+2||Dr§(r7 ) - DTPN,.g<T7 ')||L2(0,27r)'

IN

IN

Therefore,

fsaogzvﬂo " (IDha )12 . + ID Db O) 1 4.1y ) 46

27
2 i llg(-,0) — Pj@@('ﬁ)”?{}b(o,l) do.

The final term on the right-hand side of the last inequality can then be bounded using the
univariate estimate (2.6.5)):

16C.0) ~ PR3- O 1) < 201 — PR, 31112 o) + 2r@2(-0) — P32, 0) [ 01

< C2N;2k Hgl H?—I’?+1(071)

1
+ 2/ w(r) {(2 + r2)(§2(r, ) — P]{,ng(r,ﬁ))Q + 27"2(DT(§2(7“, ) — PN g2(r,0)) } dr
< C*N, QkH.gl”HkJrl on T 6/1g2(-,0) — Py, ga(-, 9)“%111}3(0,1)

< OV (131111 gy + 1320 0) i ) -

Therefore,

2
I <6CIN,™ D32 )72 0.1y + ID+Dhg2( O)lF2 o1y ) 26
0 w( ) ) w( ) )

2
+ QCerzk/o <”§1||12‘Iﬁ-)+1(0,1) + |’§2('79)|’?{k@+1(071)> d97 (2613)

which is an optimal-order bound on I.

Next, consider I1. Since f-differentiation commutes with the projectors Pj\]lr and Pf\“;g, it
follows that

1 2w
I1 < 2/ rl/ ]Dgg(r,ﬁ)—P]}\;GDQQ(T,G)IQdH dr
0 0

1 27
+2 / r! / | P, Do (r,0) — PR (Px,Dog(r,0))[* 6 dr.
0 0
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Therefore,
1 2 9
II < 2/ 7"_1/ |rDaga(r,0) — 7PX,Doga(r,0)|” db dr
0 0

27 1
+ 2/ / 7«—1|TP1€9D0§2(T, 9) — PJ‘\]IT(TPJI\?QD6§2(T,9))|2 dr do
0 0

IN

1 27
CIN, ™ / w(r) / DL ga(r,0)1% d6 dr
27
+ 2/ / r)|PX,Doda(r, 0) — PR, (Px, Doga(r,0))* dr df
2T
< @mﬂl D500 0) 124 . 40+ CEN 2 [ 1P, Dot 0) g 1) 00

Where the L2 (0,1) norm error bound for Pj\],r stated in (2.6.6), as well as the fact that

P]‘\],T (rga) = rP]‘\],T (g2) have been used in the argument above. For the second integral in the
last line in the bound on I,

Z/ H%WMMMmmm<Z/ IDIDa )l 03

Therefore,

2w 27
11 < CgNa_m 0 "Dl@+1§2('79)uiz_}(071) de + CgNr_Qk/o HD9§2(39)H?{7’E(071) de.

Combining the bounds for I and I1 with suitable constants C; and Cs, gives

1
2

s
g — P]€9P1‘§7,§\|ﬁ111_)(R) < ON* {/0 (HngHk+1 ©01) T H92HHk+1 ©01) T HD0§2”?{1&(0,1)) dé}

27 2
+C?N0_l {/0 ("Dé+1§2“ifb(o,1) + HDIQQZH%{}D(OJ)) dQ} ) (2‘6~14)

which is (2.6.11). The proof of the L%(R) norm bound (2.6.12) is very similar: its main
ingredients are, in fact, contained in the argument above. Therefore, for the sake of brevity,

the details are omitted here. [

The bounds ([2.6.11)) and ( m can now be straightforwardly mapped from R to Dy.
We deﬁne Pn(D) as Py(R) mapped from R to Dy using the polar coordinate transformation
, and we suppose that 1) € HF 1 (D), with k,1 > 1, where

Hk’l(D) = {g¢€ H%)(D) 7 H1~,0(R) has a decomposition g(r,0) = gi(r) + rga(r,0),
with g1 = ﬂ(g Dr2(0,27) € HﬁIO(Ov 1)
o(R) NHG M (R) NHY (R)nH T (R)},

??‘

and go € H
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1
equipped with the norm ||g||yk.(py := (||g||${,c + ||g||Hl D)) * where, for g € H*!(D) with
g(r.0) = g1(r) +7g2(r,0),

1
2

lgllsoy = (10 0.+ 132020 gy + 1320201 )
1
~ ~ 2
Ity = (13212000 + 132121001y )

We define
Iy : HYY(D) = Py(D) by (Ing)(ara2) = (Ing)(r0), g€ H" (D).
Thus, recalling (2.2.2) and noting that H*!(D) c H}(D) c HY(D; M), k,1 > 1, we deduce
from (2.6.11)) that

14~ Tl oy < OOV llges oy + CoNyUillgnpy  (2615)
for all 1& € HFLAHY(D), with k,1 > 1. Similarly, we obtain from (2.6.12) that
1 = TN 2oy < CLNH Il py + CoNg 195t iy (2.6.16)

for all ¢ € H*{(D), with k,1 > 1.

2.7 Convergence analysis of the numerical method

In this section we use the two-dimensional approximation results derived in Section to
complete the convergence analysis of the fully-discrete numerical method , ,
based on the symmetrised form of the Fokker—Planck equation. We shall assume as much
regularity as is needed in order to establish an optimal-order bound on the discretisation
error. At the end of the section we shall comment on the extension of our results to a fully-
discrete method that stems from the alternative semidiscretisation in the case of the
FENE model.

We see from that in order to obtain bounds on the norms of £ appearing on the
left-hand side of - we need to bound the following terms:

on
0 (9l rosrcpeary  and H |
V4 (O,T,HO(D,M)) 8t L2(0,T;L2(D))

It follows from (2.6.16), (2.6.15) and the definition of 1 := ¢ — Iyt that

%l < 1197 = TPl < CLNE (190 gs oy + CoNg 140yt )

||77||€2(0,T;H(1)(D;M)) < ClNr_k||1;||z2(o,T;H’:+1(D)) + CzN@_lH‘ZHEQ(O,T;H’@“(D))’

H oY o

< CyN*
= ot

+ CQN
L2(0,T;yHE (D))

)

L2(0,7;L2(D))

L2(0,THy (D))
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with k,1 > 1, provided that @Z is such that the right-hand sides of these inequalities are finite.
Substituting these three bounds into the right-hand side of (2.5.7) we deduce, with mAt < T,
m=20,1,..., Np, that

1€l eo= (0, 7512 (D)) + 1V M€ le2(0,7502 (D))

A~

oY

ot )
L2(0,T5HF (D))

89

< CyN;* (éonﬁ(D) + HQ;HZQ((),T;H’T”l(D)) +

+CoNy | 140341,y + ||"‘/A’||z2(0,T;H§+1(D)) +
L2(0,T;HL (D))
Al

Cs At
TOsAl 5

L2(0,T;L2(D))
Note, also, that

IA

CLN, F114)lgoe (0,708 (D)) + C2N5l||1&||zw(o,T;Hg(D))a (2.7.2)

||NVM77HZ2(O,T;L2(D)) > ClNr_kqu}”ﬁ(o,T;HﬁH(D)) + CQN;Z||7[)||g2(07T;Hé+1(D))' (2-7-3)

171l ¢o0 (0,7:1.2(DY)

N

Now, by the triangle inequality,
19 — w0120y + 1V (@ — D) 20 m1.2(0))
< |[€llgos(0,7512(p)) + 1YV M lle2(0,7:02())
0l eee(0,m12(0)) + 1V vl 20,7120
whereby (2.7.1)), (2.7.2)) and (2.7.3) give

[ %Z)NHEOO(O,T;L%D)) + IV — QZJN)HEQ(O,T;L?(D))

_ N A o
< CiN, F ||1/’||£°°(0,T;H’;(D)) + Hd’He?(O,T;H,’f“(D)) a7
L2(0,T;HE(D))
N . o
+ CaNg ™ | 19l g 0,770y + ||¢||e2(o,T;H§+1(D)) 5
L2(0,T;H, (D))
%)
At || —=
+ Cs 92
L2(0,T;L2(D))

We recall that v = v M 1&, and we define ¥, :== v M 1%{, Consequently,
[t = ¥nlles(o.1:9) + ¥ — ¥nlle2 0,15

<15 v |75

<OINF | = + ||— + | ==
( VM [l (0 75(D)) M 20,135+ (D)) M Ot |[L2(0.1:305 (D))

_ (0 P 1 oy

+ CoN,"! H +|—= ==
o ( VM |10y VM e radioy  I1VM 0t |20 ()

+C’AtH1 O (2.7.4)
: Iy 7 7.
VM 9 120 ma2(0))
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with k,1 > 1, provided that 1 is such that right-hand side is finite.

That completes the convergence analysis of the method in the case of d = 2. For d = 3
the argument is identical, and rests on a three-dimensional analogue of Lemma [2.6.2} this is
discussed further in Section 2.8.3

Starting from the second stability inequality stated in Lemma [2.3.6] and proceeding in
an identical manner as above, one can derive analogous error bounds in the k(0,77 $)) and
£°(0,T; 8) norms.

Remark 2.7.1 In the case of the FENE Maxwellian, v M € Pn (D) if, and only if, there
exists a positive integer m such that b = 4m and N, > 2m. In order to ensure that, more
generally, VM € Py (D) regardless of the specific choice of b and the value of N,., one can
simply enrich Py (D) by adding VM as an extra basis function. However, in general the
polynomials in Py (D) approximate v/M very closely, so this leads to a highly ill-conditioned
basis. A better solution is to add the component of v/M orthogonal to Py (D) (in the L?(D)
inner product, for example,) to the basis, rather than /M itself. This is implemented in
Section for a numerical example in which b is not divisible by 4 and is shown to work well
in that case. ¢

Remark 2.7.2 We make a second comment regarding the FENE model. Starting from the
variant of the inequality alluded to in Remark [2.4.1] in connection with the fully-
discrete spectral method based on the semidiscretisation @ with b > 452/(2s — 1) and
s > 1/2, one can derive an optimal-order error bound analogous to . The core of the
argument is identical to the one above, and is therefore omitted. o

2.8 Numerical results

Numerical methods for solving the Fokker—Planck equation arising from the FENE dumbbell
model for dilute polymeric fluids have been the focus of some attention recently; Du et
al. 42| developed a finite difference scheme that preserved the unit integral property and
the positivity of ¢, Chauviere & Lozinski [32,33,90,91] developed a spectral method for this
problem and Ammar et al. [3,4] proposed a reduced-basis method for solving the Fokker—
Planck equation for FENE dumbbell chains. For a survey of, alternative, stochastic techniques
for the numerical simulation of polymeric liquids we refer to the monograph of Ottinger [101],
the article of Jourdain, Lelievre, and Le Bris [61] or the survey paper [80], for example. The
computational results we present in this section are for the FENE potential only, although it
would be straightforward to modify the numerical methods to apply to more general potentials
that satisfy Hyptheses A and B.

In Section [2.8.1] we discuss the implementation of two spectral Galerkin methods for
the case of d = 2 based on the formulation , . We then present computational
results for these schemes in order to illustrate their behaviour in practice, as well as to provide
experimental support for the convergence theory developed in Section Next, we compare
the two spectral Galerkin methods based on the formulation , with the method
of Chauviere & Lozinski based on the ‘original’ form of the Fokker—Planck equation
(or, more precisely, its transformed version resulting from the substitution ,
with s = 2). Section is concluded with a discussion of the convergence rate of the
extra-stress tensor, T.
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In Section [2.8.2] we present some numerical results for a semi-implicit temporal discreti-
sation of the Fokker—Planck equation in order to compare its performance with the backward
Euler scheme that has been discussed in this section. Finally, we consider the implementation
of our spectral Galerkin method in three spatial dimensions in Section [2.8.3] and we show
some computational results to demonstrate that the 3-dimensional scheme exhibits essentially
the same behaviour as the schemes considered in the case of d = 2 in Section 2.8.1]

2.8.1 Numerical methods in the two-dimensional case

With D := B(0,vb) C R?, we suppose that ) € H{(D) and hence, Y € I;I}D’O(R), where
O(r,0) == 1(q1, q2) with g1 = Vb rcos, go = /b rsinf. Using the decomposition (2.6.4), ¢
can be written in polar coordinates as follows:

U(r,0) = P1(r) + riba(r, 0), (r,0) € R = (0,1) x (0,2m), (2.8.1)

where, as in Section 7 has been scaled from (0,v/b) to (0,1), and Py = %(1/;, Dr2(0,2m)-
In the context of spectral methods in polar coordinates, is referred to by Shen as
the essential pole condition [114]. This condition is a ‘first-order’ form of the following full
pole-condition [44]: in order that a function t, defined by

1

15(7“7 ) = Z%(T)En(e), where En(e) =

ne”Z

exp(inf),

N

is infinitely differentiable when transformed from polar to cartesian coordinates, it is necessary
that, for each n € Z \ {0},
A (r) = O as r — 0. (2.8.2)

That ([2.8.1)) is a ‘first-order” form of the full pole condition is easily seen by writing ¥, (r) =
" G (r), with G (r) = O(1) as r — 0, ; hence,

b(r _LNT‘ r S rl"=1G, (r)E =1 (r) 4+ o (r
Y(r,0) = m%( ) + neZZ\{O} G (r)En(0) =: 1 (r) + rida(r, 0),

with ¥y (r) = 30(r)/V21 = %(1/;, 1)12(0,27), as required.

The full pole condition (2.8.2)) is consistent with the result established in the proof of
Lemma [2.6.2| stating that the expansion coefficients 7, n € Z\ {0}, of a function in I:I}I)’O(R)
satisfy ¥,(r) = o(1) as r — 04, although the conditions are clearly much more
restrictive.

In order to fit into the framework of the numerical analysis in Sections [2.6] and [2.7] each
element of Py (R) should satisfy to ensure that Py (D) is contained in H}(D). The
discrete space Py (R), introduced in Section satisfies this property. In this section we
define a spectral Galerkin method for the Fokker—Planck equation based on a particular basis
(denoted A) for Py (R) that satisfies the same decomposition.

For the purpose of comparison, we also introduce a second basis, B, in which each function
satisfies the full pole condition, . Thus, on mapping B from R to D we obtain a basis
for a finite-dimensional subspace of C*°(D)NCo(D) C H}(D). The reason for considering this
second basis is that typical solutions of the FENE Fokker—Planck equation are smooth on D,
and therefore it is likely that in practice a Galerkin method based on B will be more accurate
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than a method based on A: mapping the basis A from R to D yields a finite-dimensional
subspace of H}(D) only, which contains functions that are not smooth at the origin in D.
We note, however, that the span of B does not coincide with Py(R), and therefore the
approximation properties of B are not covered by the results in Section that led to the
error bounds in Section 2.7 Hence, the numerical results for basis A are intended to verify
the analysis developed in the previous sections, while basis B is introduced to indicate the
gain in performance that can be obtained by satisfying . By requiring more regularity
from the basis than it being a finite-dimensional subspace of H{(D) one could modify the
arguments in Section to derive convergence estimates based on a pole condition of higher
order than , but this would make the derivation of the approximation results more
laborious (e.g., the projector 15]{[ would have to obey rather than ) Before
introducing bases A and B, we make the following observation.

Remark 2.8.1 Let 1/1 be the weak solution of | - corresponding to a given initial con-
dition 90, define ¢* (q, t) == 1/1( q; t) and suppose that ¢0 is invariant under the change

of independent variable ¢ — —gq, i.e., ¢0(g) = wo(—g) for a.e. ¢ € D. On noting that
M(q) = M(—q), ¢ € D, it follows that the weak formulation (2.1.6) is also invariant under

this change of variable; hence 1[1 and 1[1* are weak solutions to the same initial-boundary-
value problem. It follows by uniqueness of the weak solution established in Section that
¥(q,t) = 9¥*(q,t), i.e., ¥(q,t) = (—q,t) for a.e. ¢ € D and a.e. t € [0,T]. This evenness of
1/3 in the D domain with respect to q translates into m-periodicity of ¢ in the R domain with

respect to 9 An identical statement applies to the numerical solution (¢ N) o defined by
([2.5.1), (2.5.2)), provided Py (D) C H{(D) is such that whenever a function q v( ) belongs

to Pn(D) its even reflection ¢ — v(—g) also belongs to Py(D): if 1/10(N) = zpo(—w) for a.e.
¢ € D, uniqueness of the L%(D) projection of Y9 onto Pn (D) implies that L@?V(g) = @@?V(—q)

for a.e. ¢ € D. Uniqueness of the numerical solution then yields 1/1N( ) = 1/3]’(,(—91) for a.e.
qGDandaHn—O Np. o

The above remark demonstrates that captures an important symmetry property
of the dumbbell model for polymeric fluids: the configuration probability density function
1) is required to be symmetric about the origin in D because the beads of a dumbbell are
indistinguishable. As long as ¢° and Py(D) are invariant under the change of independent
variable ¢ — —¢q described in Remark [2.8.1] the numerical solution will inherit the symmetry
of the analytical solution implied by the symmetry of the initial condition. A consequence of
this observation is that we should require the basis functions in A and B to obey the same
symmetry condition; following [92], this is achieved in the definitions below by only including
even trigonometric modes in . Strictly speaking therefore A is chosen to be a basis for the
linear subspace of Py (R) consisting of all m-periodic functions. Note, however, that if the
solution were 27-periodic, then one could simply include odd trigonometric modes as well.
We are now ready to define the bases A and B.

Basis A: Let A := A; U Ay where:

Ay :={(1—=7r)Pg(r) : k=0,...,N, — 1},
Ao = {r(1 =7)Pp(r)®y(0) : k=0,...,N. —1; i=0,1; [=1,..., Ny}
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Py, is a polynomial of degree k in r € [0,1] and ®;;(0) = (1 —1) cos(210) + isin(210), 6 € [0, 7.
We denote by Py the kth Chebyshev polynomial scaled from [—1,1] to [0,1]. The numerical
method is not particularly sensitive to this choice of polynomial, however, and other choices
work well also. Notice that the polynomials in .4; and A both contain the factor (1 —r) in
order to impose the homogeneous Dirichlet boundary condition on 0D, and functions in As
contain an extra factor of r to enforce the essential pole condition. Basis A is chosen so as to
mimic the decomposition (|2 of the analytical solution 1; € ﬁl o(R) in polar coordinates:

the role of span(.A4;) is to approx1mate 1 while span(Ay) is meant to approximate 7s.

Basis B: This is, effectively, the basis proposed by Matsushima and Marcus [97] and
Verkley [|121], except that, as above, we ensure that the functions are zero at r = 1 and that
they are m-periodic in 6:

B={Wy(r)®;@):k=0,....,.N, —1; i=0,1; l=14,...,Ng}, (2.8.3)

where Wy (r) = r2(1 — rz)J(O 2l)(27‘ 1) and Jéa’ﬂ) (z) is the Jacobi polynomial on [—1, 1] of
degree k with respect to the weight (1 —2)%(1+x)” (®; is the same as in A). Each element
of B satisfies ([2.8.2)).

A and B both have cardinality N := N, (2Ng + 1). Expressing trial and test functions
in terms of either A or B, it is now straightforward to determine the discretisation matrices
corresponding to the integrals

/ wn+1¢ dg, / Nde}]nVJrl -Vu¢ dg, / (§n+1 ‘11[’1?/“) -Vup dg (2.8.4)
D D
from . We label these matrices M, S and C"t! for mass, stiffness and convection
respectively.
Using the ansatz ¢ (r,0) = SN UPHY, (7, ) for trial functions, where Y, is a basis
function (from either A or B) for 1 < v < N, denoting test functions as Y, for 1 <u < N
and mapping from D to R yields:

1 ™
M,, = / / br Yo (r, 6)Ya(r, 0) dr d6, (285)
S _ / / oY, 9Y, 1 10Y, 9Y,,
o 8r or "7 a0 o0
r?2 0 2 3
to1 2, Yulo) + 4vaYu} dr do, (2.8.6)
n+1 ! " 8Y n+1 n+1 2 2
Cww = br Yy, —— 89 —K{] 7 sin260 — K15 sin” 0 + Koy cos® ) dr df
b
/ / (br Y,— YY)
T'
</{§L1+1 cos 20 + = ! (/{?jl + K5 sin 20> dr dé. (2.8.7)

Note that if the Y,,, Y, do not satisfy (2.8.1)), then the entries of S may be undefined.
With these discretisation matrices in hand, the numerical solution is computed by solving
the following linear system for the coefficient vector ¥+l := (\I'?H, . .,\Iﬂ](,ﬂ)T e RV,



2.8. NUMERICAL RESULTS 61
n = O, yoo NT —1:

1 ~ ~
M+ At —S -t ) ) ot = Mmen 2.8.
(vt (s ) , 289

with U0 defined by the initial datum. Then, the numerical approximation to the probability
density function itself is obtained as 1/)”“ = /M ¢n+1 (r,6), where r = |¢q|/v/b and

PR (r,0) = 300, WY, (r,0).

For ease of evaluation, the integrals in (2.8.5)), (2.8.6) and (2.8.7) can be factorised into
products of 1-dimensional integrals over r and 6. We evaluate the #-integrals exactly using
trigonometric identities, and, noting that the r-integrands are all polynomials, we use Gauss
quadrature to evaluate the r-integrals to machine precision. M and S are constant matrices,
which can be pre-computed and reused, but if s is time-varying, we must reassemble Ctlat
every time-step. However, it is straightforward to factor out the dependence of C"*! on K
so that the integrals that determine C™*! need not be evaluated more than once. We use
LU-decomposition to solve , which is appropriate because the spectral discretisation
matrices are generally of moderate size.

We now present some numerical results. For simplicity, in the computations considered be-
low we always use the normalised Maxwellian (which satisfies the symmetry property required

in Remark [2.8.1{ and also has unit volume) as the initial condition, so that ¢°(¢) = , /M(q).

Also, most of the results presented in this section are for computations in which b was cho-
sen to be divisible by 4 so that the spaces span(A) and span(B) naturally contain v/M, as
in Remark However, the basis enrichment technique described in Remark was
implemented to obtain the results in Table (in which b = 10) and, as discussed below, it
worked well for that problem.

Henceforth, the two numerical methods that use basis A and basis B, respectively, will
be referred to as method A and method B.

First of all we present results from solving the Fokker—Planck equation with parameters
b = 16, Wi = 1.2 and K11 = —R922 = 1.1, K12 = 0.9, K21 = —0.6 and with At = 0.05.
These parameters were chosen somewhat arbitrarily, but the intention here is to visualise a
typical evolution of ¥ towards steady state, and to provide an initial qualitative comparison
of methods A and B (quantitative convergence results will be presented below). By taking
(N, Ny) = (26,20) with basis A and (N,, Ny) = (21,15) with basis B, the solutions from
the two methods were indistinguishable to the eye and appear to be fully resolved. As
foreshadowed above, A required more degrees-of-freedom than B to resolve the solution to
comparable accuracy in this case because, as can be seen in Figure 1N is smooth at the
origin in cartesian coordinates whereas the basis functions in A are not necessarily smooth
there. Nevertheless, a clear advantage of basis A over basis B is that it is built by relying
on the essential pole condition only, as manifested by the decomposition in Lemma [2.6.2]
which only requires the most basic smoothness hypothesis, that 7,/; € ﬁ%b,o(R) (implied by the

assumption that the weak solution ¢» € H}(D; M) belongs to H}(D)).

Figure [2.1| shows snapshots of ¥y at t =0, t =1, t = 2 and t = 3, and Yy is close to
steady state at t = 3.

To provide a quantitative study of the spatial accuracy of the numerical methods defined
in this section, we use the fact that when g is a symmetric tensor the exact steady-state

solution of the Fokker—Planck equation 1' with boundary condition (2.1.7), and unit
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Figure 2.1: Snapshots of ¢y at t =0, t =1, ¢t = 2 and ¢ = 3 illustrating evolution towards steady
state. In this case, we have At = 0.05, b = 16, Wi = 1.2 and k11 = —koo = 1.1, k12 = 0.9, k913 = —0.6.
This computation was performed using basis A and basis B with (N,., Ny) = (26,20) and (N,, Np) =
(21, 15), respectively. The solutions were fully resolved in each of these two cases.

volume, is given by
Yexact(q) := C M (q) exp(Wi ngg), (2.8.9)

where C' is a normalization constant chosen so that [, exact(q) dg = 1; see, [23]. We now
consider a particular case, referred to as extensional flow, in which x = diag(d, —0). This
generally provides a good test case for numerical methods for the Fokker—Planck equation
because it yields particularly sharp solution profiles that are challenging to resolve, and
also the exact steady-state solution is available for comparison. In order to compare the
convergence rates of methods A and B, we solved two distinct extensional flow problems for:
(i) (b, Wi,d) = (12,1,1) and (ii) (b, Wi, d) = (20, 1,2), with a range of choices of (INV;, Np). In
order to compare to the known exact steady-state solution, we took 2000 time-steps (with
At = 0.05 and 7" = 100) in each case so that the final numerical solution is a very close
approximation to the steady-state solution. This allows us to compare the spatial convergence
rates of the two numerical methods without worrying about temporal discretisation error.
Tables and [2.2| show the relative errors (in the L2(D) and H'(D; M) norms) between the
exact and the computed steady-state solutions for extensional flows (i) and (ii), respectively.

We can see from the data in the tables that methods A and B converge rapidly for
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both problem (i) and problem (ii) and that for each choice of (N,, Ny), basis B outperforms
basis A — again this is because the solution profiles are smooth at the origin in cartesian
coordinates, see Figure Nevertheless, the rapid convergence of method A is consistent
with the spectral error estimates established in Section (recall that these error estimates
do not apply to method B because span(B3) is not the same as Py (R) analysed in Section [2.6).
It is also clear that problem (ii) is more challenging to resolve than problem (i); with both
A and B, more basis functions are required to attain a given accuracy for problem (ii) than
for problem (i). Note that the greater difficulty of resolving extensional flow (ii) is encoded
in the convergence estimates in Section because the constants in these estimates depend
exponentially on b, 0 (via ||g[[r,e(0,m)) and T. Moreover, the factor e20mAt on the right-

hand side in Lemma permits exponential growth in time of the norm of 1& N, and this is
reflected in the first row of Table[2.2)in which the solutions computed with (N, Np) = (10, 10)
for extensional flow (ii) resulted in numerical overﬁowﬁ Note that this overflow behaviour
was only observed in the case of under-resolved computations that led to numerical solutions
containing numerical oscillations i.e. it was not observed in rows 2, 3 and 4 of Table
note also that Chauviére & Lozinski’s method behaves in the same way for under-resolved
solutions, as shown in Table

Relative L2(D) error Relative H'(D; M) error
(Ny, Np) Basis A Basis B Basis A Basis B
(10,10) 3.63 x 1072 4.61 x 1073 790 x 1072 8.82x 1073
(15,15) 3.36 x 1073 9.19 x 1076 8.58 x 1073 2.33 x 107
(20,20) 5.13 x 107 4.63 x 1079 1.64 x 1074 1.52 x 1078
(25,25) 2.94 x 1077 1.74 x 10712 1.13x 107 6.94 x 10712
(30,30) 831 x 10719 1.70 x 10713 3.77 x 107 1.70 x 10713

Table 2.1: Relative errors in the L2(D) and H(D; M) norms (i.e. ||t)n — exact ||/||Pexact | and
HzﬂN - @exact\|H1(D;M)/|]1ﬁexactHH1(D;M), respectively) for extensional flow (i) at steady-state,
i.e. b=12, Wi=1and § = 1. 1ﬁ N is an approximation to the steady-state solution obtained
by taking 2000 time-steps with At = 0.05, and ﬁexaet is the exact steady-state solution, which
is known in this case because x is symmetric.

The (fully resolved) solutions corresponding to extensional flow problems (i) and (ii) are
shown in Figure and in each case both ¥y and &N are plotted. It is clear that the
solution profiles corresponding to (ii) are much more severe, and therefore it is not surprising
that more modes were required in this case. The quantity of interest in these computations
is ¥, but 1/;N is also plotted to emphasise the numerical difficulties that are encountered as
b and 0 are increased. In the plots corresponding to (i), the peaks in Y are higher than in
1N, but only by a factor of about 20. For (ii) on the other hand, the peaks in 1/;N are higher
by a factor of roughly 5000. The causes of this behaviour are two-fold: with § = 2 the flow
has stronger extensional character and therefore the solution peaks are expected to be more
concentrated and also, the larger value of b means that v/M is more strongly degenerate near
0D so that 1& N =N/ VM takes larger values near the boundary. This second point can be

5When ng(t)q =0 forall ¢t € [0,T], Lemma with 4 = 0 and v = 0, can be sharpened. The inequality
holds with ¢y = 0, showing that the expression on the left-hand side of the inequality is bounded by [|¢/°||?,
uniformly in 7', b and ||g||ze (0,7)-
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Relative L?(D) error Relative HY(D; M) error
(N, Np) Basis A Basis B Basis A Basis B

)

) 247 x 1071 957 x 1072 1.79x 107t 9.53 x 1072

) 3.91 x 1072 1.72x 1073 | 4.88x1072 254 x 1073
25,25) 9.07 x 1073 171 x 1074 | 9.77 x 1073 2.37 x 1074

) 1.50x 1073 2.97x107¢ | 261 x107%  4.49x 107

) 3.37 x 1074 2.14 x 1078 560 x 107*  3.66 x 1078

) 254 x 1075 597 x 107 | 455 x107° 594 x 107

Table 2.2: Relative errors in the L?(D) and H'(D; M) norms for extensional flow (ii) at
steady-state, i.e. (b, Wi, d) = (20, 1,2). The time-stepping strategy to compute the approxi-
mate steady-state solution was the same as in Table The hyphens in the first row indicate
that we obtained numerical overflow in those computations.

seen as a drawback, for b > 1, of the fully-discrete numerical method ([2.5.1)), (2.5.2]), based on
the symmetrised form of the Fokker—Planck equation. Presumably Chauviére & Lozinski [33]
fixed their value of s (s =2 for d = 2 and s = 2.5 for d = 3) in the transformation

D(q) = @)/ [M(q)]**" = (q)/(1 = |qI*/b)* (2.8.10)

so as to avoid a similar effect; indeed, they presented some numerical results for b = 200.
Values of b this large do not appear to be feasible with the fully-discrete method ,
, based on the substitution ¢y = YN /VM.

As has been noted in Remark there is in fact no difference between the stability
properties of the method based on , and of a Chauviere-Lozinski type method.
However, if b > 1, for a typical ¢ we have that [|¢)/v/M||pe(py = /(1= 1g|*/b)"*|[ 00 (p) >
lv/(1 — |g|2/b)2||Loo(D). Hence, compared to a Chauviere-Lozinski type method with the
recommended choice of s = 2 for d = 2, the maximum value of the numerical approximation
@N to the function 1/3 defined by the scheme , can be much larger when b > 1,
and can thereby require greater computational effort to resolve to a given accuracy. The
computational results that we consider in this section are therefore restricted to moderate
values of b. It has to be said, however, that when b > 1 the FENE Maxwellian is very close
to the Maxwellian of the Hookean model, uniformly in ¢, |¢| < \@ thus, instead of a FENE
model with b > 1, one might as well use the, simpler,NHowokean dumbbell model, which, as
we shall see in Chapter [5] has an exact macroscopic closure (the Oldroyd-B) model. In the
setting of the FENE model the practically relevant values of b are those of small to moderate
size, and in this range the symmetrised method works well.

With these precursors, we now compare the accuracy of methods A and B to that of
the spectral method of Chauviére & Lozinski discussed in [33]. In Table 2 of that paper,
the authors presented convergence data for the (1,1)-component of the polymeric extra-
stress tensor, T = (Tij), computed for an extensional flow at steady state for the parameters

"On extending the FENE Maxwellian from B(Q, v/b) to the whole of R? by 0 and denoting the resulting
function by My, it is easily seen that M, converges, as b — oo, to the Maxwellian of the Hookean model,
uniformly on R¢.
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Figure 2.2: Numerical approximations to the steady state solution for extensional flow problems (i)
and (ii) using (N, Ng) = (30,30) and (N,, Ng) = (40, 40), respectively. Plots (a) and (b) show ¢n
and ¥ respectively, at steady state for problem (i) and (c), (d) show ¢ and Yy for (ii). The purpose
of plots (b) and (d) is to demonstrate that ¥y usually has a much steeper solution profile than 1x
and this effect is amplified if either § or b (or both) are increased.

(b, A\,6) = (10,1,5). Note that when ¢ is a function of q and ¢ only, 7 is defined as:

3

~

(t) := /DE(X)glb(g,t) dg = A)E@g\/ﬁﬁ)(g,lﬁ) dg, (2.8.11)

where F' is taken to be the FENE spring force here. Table reproduces Chauviére &
Lozinski’s results and compares them to the corresponding results for methods A and 5. Note
that in this problem b is not divisible by 4. Therefore, in order to ensure that the volume
of ¥ is conserved with methods A and B, we added the component of /M orthogonal to
span(A) (resp. span(B)) to the bases to obtain an enriched discrete space that contains /M
(¢f. Remark E] This ensured that the volume of 1 was conserved to machine precision
(except in the cases that rounding error polluted the results, these are indicated by hyphens
in the table).

The data in Table show that for this problem method B converges at a comparable
rate to the method of Chauviére & Lozinski, whereas A appears to converge more slowly.

8Orthogonalisation was performed in the L2 (D) inner product.
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Note that the reason why method B and Chauviére & Lozinski’s method converge at a similar
rate (at least in this case where b is relatively low) is that both methods involve ansatzes
that impose extra regularity at the origin in cartesian coordinates; basis B satisfies the pole

condition (2.8.2), and Chauviére & Lozinski use a transformation that enforces g—f .= 0,

r=
which, when combined with 7-periodicity in 6, has a similar effect.

Relative error of 1
(N, Ny) Basis A Basis B Chauviére & Lozinski
(11,5) - — -
(13,6) — 4.8 x 1072 0.35
(21,10) | 1.8x 1073  2.0x 1072 2.0 x 1072
(31,15) | 2.1 x107% 1.4 x1074 1.4 x 107
(41,20) | 1.3x107%  87x 1077 2.1x 1077

Table 2.3: Comparison of the relative errors in 717 for extensional flow with (b, Wi, d) =
(10,1,5). The three schemes compared are methods A and B and the spectral method of
Chauviére & Lozinski. The data for the method of Chauviére & Lozinski is taken from Table
2 in [33].

In fact, as discussed in Section [1.3.3] in the context of deterministic multiscale computa-
tions for the micro-macro model, the primary reason for solving the Fokker—Planck equation
is to obtain an approximation of 7. Therefore, the computational results in Table are of
great interest, and to shed further light on these results we now consider the convergence of
7 from a theoretical point of view.

Let 1) € I:I}EO(R) be the weak solution of (transformed to polar coordinates). As

in the proof of Lemma [2.6.2] we have

D 0,0) = u(rt) +7y (Al(r, t) cos(210) + By (r, t) sm(zze)) , (2.8.12)

=1

where we have only taken even modes in the sum (c¢f. Remark and we use sin and
cos functions in rather than complex exponentials to match the structure of bases A
and B. For simplicity, we shall restrict our attention to the component 71; of 7, although the

other components can be treated in exactly the same way.
We consider 711 to be a functional defined on ) € L2(D) as follows:
() = /D Fi(q) a1 \/M(q) (g, 1) dg. (2.8.13)

whereby,

)| =

IN
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where Z is the normalisation constant from (1.3.21). Hence, we require b > 2 so that
11 € L2(D) = L2(D); this is the same condition that we assume for b throughout this work.

Applying 711 to (2.8.12)) gives:
2 N
m) = / / (1 —r3) i 43 cos?(0) Y (r, 0,t) drd

_ ”jf P31 — )i (¢1(7«, £) + g (Al(r, t))) dr. (2.8.15)

This shows that, quite remarkably, due to orthogonality with cos?(f) = 3 + 1 cos(20) over
6 € (0,2m), the functional 711 filters out all but two terms of the infinite series in (2.8.12).
The same filtering occurs for Galerkin spectral methods that use trigonometric polynomials
in 6, such as method A, method B or the method of Chauviére & Lozinski. We consider
method A below, but the same approach could be applied to the other methods.

Suppose, using basis A, that our numerical solution is defined as follows:

N,—1 1 Ny N,-—1
wN(T’,G) 1—7“ Z \IJOI@Pk; —{—T‘ 1—7“ Z Z lkPk 0)
k=0 =0 =1 k=0
Then, assuming Ny > 1, we have
R 7Tb2 1 5 b1 ]\Hil ~ r N,—1 _
1(YN) = —= ro(1—r9)a” [((1 —r) \I’O,kPk(T)> + = ((1 —r) U kPk(r)>] dr
VZ Jo k=0 2 k=0
It follows that
o b2 1 b _ Ny—1 ~
(@) = mWR) = = | A=) ) = (=) 3 WP
k=0
Ny—1
+= (rAl(n t")y—r(1—r) Z \IJ(I)ZPk(r)> dr (2.8.16)
k=0
Applying the Cauchy-Schwarz inequality gives
A A ) Ny—1 2
() — (@) < Culdr(r,t") — (1 —r) > Ug, Pulr)
k=0 L2 (0,1)
c i No—1 2
b Cleinm - Y #nm| L esm
k=0 LZ(0,1)
where,
2m2bt
C, =23 G2z 2<b<d (2.8.18)
R b> 4
37 -

and, as in Section L2(0,1) is the r-weighted L? space.
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On the other hand, using Parseval’s identity, we have

R R 1 2r _
96 = R Ol = b [ [ 150047 = (o) aras

2

Ny —1
= 2mb [y (r, ") = (L—71) Y U, Py(r)
k=0 LZ(0,1)
Ny || Ny=1 2
+7sz rA(r, ") —r(l—r) Z \I!?”:Pk(r)
=1 k=0 Lfb(071)
No || Ny—1 2
+7sz rBy(r,t") —r(l —r) \I'll’,?Pk(r)
=1 k=0 L?Z)(O’l)
b 3 A B 2.8.19
trb Y ( r Ay (r, ) L2.<o,1>+H7’ () L%(o,1)>' (2.8.19)
l:N9+1 w w
It follows that
s _ C, - -
711 (%) = 711 (VN ) [l 0,7) < 50 |4 — N lle0,7:12(D))- (2.8.20)

However, more importantly, we can see that the bound in contains only two terms
from the infinite sum in (2.8.19) (albeit with different constants) and therefore we expect
that the error in 717 will typically be much smaller than the error in 1&

In practical computations, this manifests itself as superconvergence of 7. We demonstrate

this superconvergence here by comparing the L2(D) convergence data for 1ﬂ from Tables
and [2.2] with the corresponding errors in 717. These results are plotted in Figure [2.3] and we
can clearly see that, prior to stagnation due to rounding error, 711 converges at a faster rate
than 121, and the error in 71 is typically orders of magnitude smaller than the 1& error. This
behaviour is extremely advantageous for micro-macro computations where the accuracy of 7

(rather than 1)) is crucial.

One interesting thing to note from Figure b) is that the error in 717 appears to
stagnate at around 1071% with both method A and method B, and in fact, the error increases
to some extent when the number of spectral basis functions is increased further (e.g. compare
N, = Ny = 35 to N, = Ny = 40 in the plot); this increase in error is due to the fact that
the condition number of the linear system increases with N, and Ny and hence we
can lose extra digits of accuracy for larger values of N,., Ny. Similarly, the condition number
is larger for method A than for method B for the computations considered in Figure a),
which is why the error in 71; for method A stagnates at around 10~'!, whereas the error
from method B stagnates at 10713,

Remark 2.8.2 It was proved in Lemma [2.3.4] that the weak solution of the initial-boundary-
value problem (2.1.1)), (2.1.2)), (2.1.7) is nonnegative a.e. on D. This property is not guar-
anteed to hold for the numerical solution. However, our numerical experiments consistently
show that if there are sufficiently many modes in the approximation space to accurately re-
solve the solution then this nonnegativity property is preserved under discretisation. This
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Figure 2.3: Comparison of convergence of ¥ and 7. In both plots, the horizontal axis shows the value
of N, and Ny (chosen to be equal in these computations). Plot (a) shows data for the computations
considered in Table and plot (b) corresponds to Table In both (a) and (b), the solid black
line represents the relative L?(D) error in ’t[) for method 4, and the solid blue line represents the
corresponding data for method B. The dashed black line shows 711 errors arising from method A, and
the dashed blue line is analogous for method B.

is illustrated in Figure in which two cross-sections of the numerical solution for the
(b, Wi, o) = (12,1,5) extensional flow are shown: the numerical solution on the left is fully
resolved, while the one on the right is under-resolved. In the under-resolved case there are
oscillations and clearly 1y > 0 is not satisfied throughout D, whereas the nonnegativity
property is accurately captured in the fully resolved case. ¢

=

w

)

-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1

(a) (b)

Figure 2.4: Cross-sections of the solution of the extensional flow problem with b = 12, Wi =1 and
0 =5 at steady state, obtained using method B. The fully-resolved solution in (a) was obtained using
(N, Ny) = (41,20), and the under-resolved solution in (b) was obtained with (N,., Ng) = (26, 20).
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2.8.2 The semi-implicit numerical method

Up until now we have confined our attention to the backward Euler temporal discretisation of
the Fokker—Planck equation, as defined in (2.5.1]). However, as we shall see, the semi-implicit
discretisation, which is identical to except that the term [ D ggi[}N VMm@ dg is treated
explicitly in time, is important in Chapter |3} Therefore, as a precursor to the next section,
we consider this semi-implicit scheme here.

It should be noted that all of the analytical results that we obtained for the backward Euler
temporal discretisation (also referred to from now on as the fully-implicit discretisation) in
this section also carry across to the semi-implicit scheme — we do not consider the details here,
but, for example, in the process of proving Lemma in the next section, we establish a
stability result for the semi-implicit scheme that is almost identical to Lemma[2.3.1] However,
although the L?(D) stability estimates (and therefore also the asymptotic convergence results)
are essentially identical for the fully-implicit and semi-implicit schemes, we show in this
section that for practical computations, the fully-implicit discretisation tends to be much
more stable in the sense that solutions obtained from the semi-implicit scheme are more
likely to exhibit the exponential growth in time in the L?(D) norm that is allowed due to the
constant €204 in Lemma This is not surprising; it is well-known that fully-implicit
schemes are generally more stable than semi-implicit and explicit schemes for parabolic and
hyperbolic PDEs.

All the details of the implementation of the semi-implicit method carry over from the
discussion of the fully-implicit method above; the only difference is that instead of ,
the linear system in this case is:

At ~ -
M+ —S ) O = (M + AtC") &". 2.8.21
(M4 58) ¥4 = v+ A (2.821)

We now present some numerical results that compare the fully-implicit and semi-implicit
schemes. We only consider method B here, with the understanding that the behaviour for
method A is essentially the same.

First of all, we repeated the computations in Table (for an extensional flow with
(b, Wi, d) = (12,1, 1)) using the semi-implicit scheme, and the results were identical to those
reported in Table for the backward Euler discretisation. However, on increasing the
Weissenberg number from 1 to 5 we then observed significant differences between the two
schemes. The results for the Wi = 5 computations are summarised in Table

We can see from the table that with (IV,, Ng) = (15, 15), the semi-implicit scheme led
to numerical solutions for which the L?(D) norm error grew rapidly in time for all three
time-step sizes, At = 0.1, 0.05 and 0.01 (indicated by hyphens in the table), whereas the
fully-implicit scheme had an O(1) error in each of these cases. In the computations with
(N, Ng) = (20,20), the fully-implicit method again performed better; we needed to take
At = 0.01 in order to get an accurate solution with the semi-implicit scheme, whereas the
fully-implicit scheme was accurate with At = 0.1. Finally, for (N,, Ng) = (25,25) and
(Ny, Ng) = (30,30), the two schemes behaved identically for At = 0.05 and At = 0.01, but
the fully-implicit scheme remained accurate for At = 0.1 whereas the semi-implicit scheme
did not.

These observations indicate that the fully-implicit scheme is reliable for coarser spatial
discretisations and larger At than the semi-implicit scheme. This is especially noticeable



2.8. NUMERICAL RESULTS

71

At = 0.1, Ny = 250 At = 0.05, Ny = 500 At = 0.01, Ny = 2500
(N, Np) Imp. Semi-Imp. Imp. Semi-Imp. Imp. Semi-Imp.
(15,15) 1.49 - 1.49 - 1.49 -
(20,20) | 4.67 x 1072 - 4.67x 1072 1.14 x 1072 | 4.67 x 1072 4.67 x 1072
(25,25) | 2.96 x 1073 -~ 2.96 x 1073 2.96 x 1073 | 2.96 x 1073 2.96 x 1073
(30,30) | 1.44 x 1074 - 1.44 x 107% 144 x 107% | 1.44 x 107*  1.44 x 10~*

Table 2.4: This table shows the relative L?(D) error, with respect to the exact steady-
state solution, for the implicit and semi-implicit schemes (using method B) applied to an
extensional flow problem with (b, Wi,d) = (12,5,1). Three different time-step sizes were
tested, and the total number of time-steps, Np, was varied in order to ensure that 7' = NpAt
was the same in each case.

when the Weissenberg number is increased (recall that the two methods behaved identically
for the extensional flow with Wi = 1). Note also that scaling x has roughly the same effect as
scaling Wi, e.g. the steady state solution (assuming it exists) depends on the product Wik
and not on Wi or g separatelyﬂ Hence, based on the results in Table we conclude that
it is preferable to use the fully-implicit temporal discretisation for problems in which Wi or
||, or both, are large (compared to, say, 1).

2.8.3 Three-dimensional implementation of the spectral method

We now consider the implementation of the spectral method developed in this chapter for
d = 3. This is closely related to the two-dimensional case, the primary differences being that
we now use the spherical coordinate change of variables:

q= (VbrcosOsiné, Vbrsinfsing, Vorcose), (r,0,4) € R:=(0,1) x (0,27) x (0,7),

instead of and, following Chauviére & Lozinski [32], we choose each of our basis
functions to be a product of a spherical harmonic in (0, ¢) and polynomial in 7. Discretisations
of this type have also been considered in the recent paper by Guo and Huang [57]. Note that
in this section, g(r,0,¢) := g(q1, 92, q3).

First of all, we redefine the space H! (R) for the purposes of this section, in order to ensure
that if g € HY(D), D C R3 then § € H'(R). Following the approach in the case of d = 2, we
define || gH%l ®) by transforming || g||2H1( p) from cartesian to spherical coordinates, and hence
we have

99

2 1 |0g
99

r2sin? ¢ |90

2
% ) dr do do,

a2 e [ r2eme (524 |29 4 L
HgHHI(R) = Rr sing | [g]° + o +T2
and,

H'(R) :=={f € LL.(R) : f(r,~,¢) € H(0,27) for a.e. (r,¢) € (0,1) x (0, )

and HfHﬁl(R) < oo}

9This can be seen by scaling Wi and & in (2.1.1) and noting that %—f vanishes at steady state.
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We denote the spherical harmonics by S;,, : (0,¢) — Si(8,¢) € R. They are the
solutions of the equation

2
L0 <sm<z> 5556 ¢>>>+ O Sim(0,6) + U+ 1)Sin(0,0) =0, (28.22)

sin ¢ H¢ sin? ¢ 002

for a.e. (0,¢) € (0,2m) x (0,7), where (2.8.22)) is the angular part of Laplace’s equation
in spherical coordinates. It can be shown, by separation of variables, that the solutions of

(2.8.22) are of the form,
Stm(8,¢) = C(1,m) P" (cos p)e™™”, (2.8.23)

for | € Z>p, |m| < I, where P/ denotes an associated Legendre function and C(l,m) is a
normalisation constant. Also, the (appropriately normalised) spherical harmonics satisfy the
following orthogonality property:

27 i
/ / Sti,ma (0,0 Slwn?( @) sinpdfdo = 0, ms 0l 1o (2.8.24)
o Jo

where the overline notation denotes complex conjugation.
The next lemma will motivate our definition of a spectral basis in the case of d = 3.

Lemma 2.8.3 Let j(r,0) = 38" 3 < A7 (1) Stm (0, 6), Neph € Zo, 59 € HY (0, 1) where
HiQ(O, 1) is the r?-weighted H!-space, and

~ 1 ~ ~
P11 = {Fem0n) [ (IF0P+RF0R) ar <o,
0
for 1> 0; then j € H'(R).

Proof. Periodicity of g in 6 follows directly from the definition of the spherical harmonics,
hence it only remains to verify that || §||ﬁ1( Ry < 0.
Integrating by parts in 6 and ¢ (which is valid for spherical harmonics), we obtain:

112 = / sing (1517 +
H1(R) -

(10 (. 9f 1 9%
— — —= ———> ) drdfd 2.8.25
/Rs,1n¢g <sin¢a¢ (Sln¢8¢> T inZg a2 ) drdode. (2:8.25)
where the boundary conditions vanish due to periodicity. Substituting the series expression

of g into ([2.8.25) and using (2.8.22) and (2.8.24)), we get:
a3
||g||H1(R) Z Z/ {l’yl |2d +’ d;‘ }d’l“

1=0 |m|<l
Ngph
/ {Z Z :YZH Sh my (0, } {Z Z lo(la+1) '7;:2(T)Sl27m2(0,¢))} singpdedf dr

11=0 |mq |<ly 1o=0 |ma|<ls

- [ewrors

1=0 |m|<I

dg
5 ) drdfde

2

d ~m
dr% (r)

+ 11+ 1)|A7;"(r)|2} dr. (2.8.26)
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By the hypotheses on the %", it follows that ||g]|g: g, is finite. [

Note that the 4;" in Lemma need not be bounded on (0,1) since, for example,
r~4 e HL,(0,1) nHY(0,1;1,72).

It will be convenient from now on to use the real and imaginary parts of the spherical
harmonics rather than the complex exponentials in , i.e.

Sf’m(H, @) :=C(l,m) P"(cos ¢)((1 — i) cos(mh) + i sin(mb)), (2.8.27)

where now 0 < [ < Ngpp, @ € {0,1}, and ¢ < m < [. In this section, we consider basis
functions of the following form:

Yin(r, 0, ) := (1= r)Qk(r)S} (6, ), (2.8.28)

where (1—7)Q € Pn, 0(0,1) (as in the d = 2 case, @, is taken to be a Chebyshev polynomial
of degree k, 0 < k < N, — 1, mapped from [—1,1] to [0,1], although other polynomial
choices could be considered also). Since Py, 0(0,1) € H(0,1) N HY(0,1;1,7?), it follows
from Lemma that any finite linear combination of basis functions of the form
is contained in Hi(R). This is a simpler situation than in two dimensions, since now we do
not need to impose a specialised decomposition in order to guarantee inclusion in ﬁl(R).

Below we shall introduce a basis on which our Galerkin spectral method in three dimen-
sions will be based on. Before defining this basis, however, we first consider the symmetry
property discussed in Remark [2.8.1] in the d = 3 case. In fact, most of Remark carries
over to three dimensions unchanged; the only difference is that now the evenness of 1& in
the D domain with respect to ¢ translates to requiring that we only use spherical harmonics
in R for which [ is an even number. This can be seen by the following argument. Sup-
pose, using the change of variables to spherical coordinates, that q— (r,0,¢). Then also
—q — (r,0+m,m—¢). Now, the symmetry condition we wish to impose is that for any basis
function Yl%’j deﬁned in , we have Yli’n“(r,G, @) = Ylf?’fb(r, 0 + m,m — ¢). This, in turn,
requires that Sj, (0, ¢) = 5, (0 + 7, m — ¢). Noting that,

Sim(G, @) = P"(cos §)((1 — i) cos(mb) + isin(mb)),

and
Sim(@ +m,m—¢) = (—1)"P"(—cos ¢)((1 — i) cos(mb) + i sin(mb)),

it follows that we can only use associated Legendre functions for which
P(a) = (<" P (—2),  we[-1,1].

Since the associated Legendre functions are defined as,

m m m dm
P (x) = (=1)™(1 — 2?) /QT o (Pi(@)),
x
where Pj(z) is a Legendre polynomial of degree I (for which Py(z) = (—1)'P/(—z)), it follows

that the required symmetry condition is satisfied if, and only if, [ is an even number (for any
m=0,...,10).
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Remark 2.8.4 In [32], Chauviére & Lozinski restricted their attention to two-dimensional
macroscopic velocity fields, in which case a more restrictive symmetry condition was appropri-
ate, i.e. that ¢(r,0,¢) = ¥ (r,0+m, ¢), and hence they only considered spherical harmonics for
which both [ and m were even numbers. Compared to the more general symmetry condition
considered above, the condition of Chauviére & Lozinski leads to a reduction in computational
effort because for a given Ngpp,, fewer basis functions are used since the spherical harmonics
with odd m are discarded, and also it is only necessary to consider § € (0, 7). In this work,
however, we are interested in treating the case in which the macroscopic velocity field can be
three-dimensional, and therefore we require the symmetry condition for Ylﬁﬁ identified above.
o

With the considerations discussed above in mind, we can now define a basis, denoted C,
as follows:

C:={V% . 0<k<N,—1,i€{0,1}, 1€{0,2,4,...,Nypy} and i <m < I}.

From now on, the numerical method that uses basis C will be referred to as method C.

At this point, we could take a detour to consider three-dimensional approximation results
for span(C) C H}(R), which would then allow us to extend our convergence results from
Section [2.7)to the d = 3 case. However, given that we have already considered approximation
results in detail for d = 2, and given that the approach in the d = 3 case would be completely
analogous, for the sake of brevity, we omit discussion of approximation theory in three dimen-
sions here. Note, however, that Guo & Huang [57] recently derived approximation results for
a spectral method on the unit ball in R, which could be applied to the convergence analysis
of method C (e.g. see Theorem 2.3 in that paper, which is similar to our approximation result
(2:6.16)).

Below we shall test the performance of method C on some model problems. First of
all, however, we specify the spherical coordinate form of the discretisation matrices defined
in (2.8.4). Using the same notation that we used for the discretisation matrices in polar
coordinates, we let N denote the total number of basis functions, we set

N
P (r 0,0) =Y Uit (r,6,9),
v=1

where Y, is a basis function from C for 1 < v < N, and we denote the test functions by Y,
for 1 <u < N. Then,

1 27 T
M) :/ / / b3/2Y,Y, r?sin ¢ dr df de, (2.8.29)
2 Y, aY 1 9Y, dY, Y, dY,
pl/2lu @lv 2 /2 * 1/29%1u si
// / { o0 s 90 a0 0 Be ao Sn¢
5/2
+Tr Ssing (1—r ) [aﬁi Y, +Y, OaY] + bTr sing (1 —r?) 2Yul/v}d7“d6’d¢7 (2.8.30)

1 27 ™ 5/2 _
(C’"mz// / Y, [W s D) 11@}
0 0 0

Sk b3/ 2 2561; + kg b3/2r2sm¢ ) }d df de, (2.8.31)
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where k. = (£(zm)er) - &r, ko = (£(zm)er) - ¢o and kg = (5(&m)er) - ¢, with e, €p, ¢4 the
unit vectors in the r, § and ¢ directions:

e, = (cosfsing,sinfsin @, cos ),
ep = (—sinb,cosb,0),
ey = (cosfcos@,sinbcosp, —sing).

Note that kg = Vbr (krer + kgeg + kges), and (e, ep,€4) is an orthonormal basis for R?
for any (9,(;;) € (0,2m) x (0,7). We refer to Section for the details of computing
the discretisation matrices and the solution of the resulting linear system; the approach is
completely analogous here.

Next, we present some computational results for method C. We consider the backward
Euler temporal discretisation of the FENE Fokker—Planck equation here, as opposed to the
semi-implicit scheme considered in Section and we restrict our attention to producing
plots of the same type as in Figure in order to visualise the convergence rates for zﬁ and T,
and also to verify that we obtain superconvergence of 7 in the d = 3 case. Note that theoretical
underpinning of the superconvergence of 7 characterised in (2.8.17)) and (2.8.19) can also be
established in 3-dimensions; the reasoning is the same, except that we use Parseval’s identity
based on spherical harmonics, as in Lemma [2.8.3

As in the two-dimensional case, we know the exact steady state solution for problems in
which g is a symmetric 3 x 3 tensor (cf. ) We now consider two distinct problems; for
each problem we have r = gT so that we can compare the numerical solution with the exact
steady state solution, and as in Tables and we take 2000 time-steps with At = 0.05
to obtain an accurate approximation to the steady state solution.

The first problem we consider is a three-dimensional extensional flow with b = 12, Wi=1
and g defined as follows:

1 0 0
k=10 -1/2 0 |. (2.8.32)
0 0 —1/2

Figure a) shows the convergence plots for 1/3 and 711 for this problem. It is clear from the
figure that we obtain spectral convergence of 12), and also, just as in Figure we observe
superconvergence of 717.

Next, we consider a problem in which g is a full tensor:

05 02 0.5
02 —-0.25 —-04 , (2.8.33)
05 —-04 -0.25

2=
I

and where b = 12 and Wi = 1 again. The convergence plot for this computation is shown in
Figure 2.5(b), and the behaviour is much the same as in Figure [2.5(a).

2.9 Conclusions

The purpose of this chapter has been to develop a rigorous foundation for the numerical
approximation of Fokker—Planck equations. We restricted our attention to the configuration
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Figure 2.5: Comparison of convergence of ¢ and 7 for method C for two different problems (we
compared to the exact steady state solution, 7 by taking 2000 time-steps with At = 0.05). Plot
(a) corresponds to a three-dimensional extensional flow problem with b = 12 and Wi = 1 and with &
defined in . Plot (b) is analogous, except that in this case £ is as in . In both plots,
the horizontal axis represents NN, and Ngp1, (chosen to be equal in these computations), and the solid
and dashed lines show the relative L2(D) error and relative 711 error, respectively.

space part of (|1.3.36]), but the work in this chapter will be built upon in subsequent chapters
in order to develop numerical methods on Q2 x D.

We focused on the symmetrised weak formulation of the Maxwellian-transformed equa-
tion, and we used the substitution 1& =1/ VM. The resulting formulation facilitated
the development of a number of analytical results in Sections [2.3]and [2.5] Using the approxi-
mation results derived in Section [2.6] optimal-order convergence of the fully-discrete spectral
Galerkin method , was established for the case of d = 2; an analogous procedure
could be carried out for d = 3. This analysis was performed for spring potentials that satisfy
Hypotheses A and B; see Example

In the case of the FENE model, we indicated the extension of our analysis to a class of
numerical methods based on another change of variable, proposed by Chauviere & Lozinski;
here a different transformation, , is applied to the Fokker—Planck equation. We showed
that, at the analytical level at least, the two approaches lead to methods with very similar
stability and accuracy properties.

Section [2.8] addressed issues related to the implementation of numerical methods for the
FENE Fokker-Planck equation. In Section we considered two distinct implementations,
methods A and B, for the d = 2 case, and these methods were also compared to the spectral
method discussed in the paper of Chauviére & Lozinski |33 on the basis of numerical results
reported therein. We showed that methods A and B work well for values of b up to about
20, and are comparable to the method formulated in [33] in terms of computational efficiency
in this parameter range, with method B being more accurate than method A, and of a very
similar accuracy as the method in [33]. Also, we demonstrated that the convergence of T

tends to be much more rapid than the convergence of 1[1 using our Galerkin spectral methods;
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this is highly advantageous in the context of the micro-macro computations. In Section [2.8.3
we considered the implementation of the Galerkin spectral method, based on the symmetrised
formulation, in three spatial dimensions. We constructed a I:II(R)—conforming spectral basis,
C, and demonstrated that the convergence properties of the spectral method based on C are
essentially the same as for the two-dimensional spectral methods considered in Section [2.8.1]

The numerical methods and analytical results developed in this chapter are built upon in
Chapter |3 where we consider the Fokker—Planck equation on €2 x D.
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Chapter 3

Alternating-direction methods for
the full Fokker—Planck equation

3.1 Introduction

In this chapter, we develop numerical methods for the Maxwellian-transformed Fokker—Planck
equation posed on Q x D x (0,T7:
o

1 ¥
¢ T4 Ve + Vo (89%) = 55 Vo (My ) (e

U(z,9,0) = ¢°(z, 9), (z,q) €2 x D. (3.1.2)

Throughout this chapter we assume that u : (z,t) € Q x (0,T] +— u(z,t) € R? is an a priori
defined vector field (hence = V. u is known a priori also). The precise hypotheses on y and
r shall be specified below.

The above equation will be referred to as the full Fokker—Planck equation, to distinguish
it from the equation posed on D x (0, T] only, that was studied in Chapter From now on, we
focus on the Maxwellian-transformed form of the Fokker—Planck equation given above (and
its weak formulation in which the prinicpal part of the differential operator is symmetric).
However, it should be noted that the numerical methods developed and analysed in the forth-
coming sections could just as well be based on the Chauviere-Lozinski-transformed equation
that was studied in Section and was also used to solve the full FENE Fokker—Planck
equation in [32,33,91].

As discussed in Chapter [} due to the cartesian product structure of the domain Q x D,
a natural approach to solving (3.1.1)), (3.1.2)) is to use an operator-splitting/alternating-
direction approach, cf. (1.4.4)), (1.4.5]). This is the approach that we pursue in this chapter.
The Galerkin spectral method on D that was developed in Chapter [2| will be used to solve
(1.4.4), and a finite element method for will also be introduced. A finite element
method is convenient for the g-direction solver because the physical space domain, {2, need
not have simple geometry. As in Chapter |2} all of the analysis in this chapter is valid for any
spring potential that satisfies Hypotheses A and B, but in the computational results section
we consider the FENE model only.

We propose a fully-practical alternating-direction Galerkin method for . The ap-
proach is similar in spirit to the alternating-direction method used by Chauviere & Lozinski
in |32,33,91]. However, there are some important theoretical questions related to applying

t) e QxDx(0,7], (3.1.1)

o)

79
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alternating-direction methods in this context, which have not previously been addressed in
the literature, and we focus on these questions in this chapter. In particular, we consider
the stability and convergence analysis of our alternating-direction scheme for (3.1.1]) in Sec-

tions and It is not obvious a priori what effect applying a splitting of the
form (1.4.4]), (1.4.5) will have on a discretisation of (3.1.1)), and therefore it is important

to rigorously establish the stability and convergence properties of the alternating-direction
numerical methods developed here.

The reader will note that the alternating-direction method under consideration here is
nonstandard in the sense we consider d-dimensional cross-sections (instead of one-dimensional
cross-sections) of 2 x D. This poses a formidable computational challenge because, as shall
be seen in Section [3.3] we typically need to solve a large number problems posed in d spatial
dimensions in each time-step. However, the method is extremely well suited to implementa-
tion on a parallel architecture since the g-direction solves are completely independent from
one another, and similarly the :g—directioﬁ solves are decoupled also. We discuss the parallel
implementation of our alternating-direction scheme in Section [3.8] and our computational
results in Section [3.9] were obtained using this parallel implementation.

The structure of this chapter is as follows. The weak formulation of the full Fokker—Planck
equation is discussed in Section We then introduce a quadrature-based alternating-
direction procedure in Section and derive stability results for this scheme in Section
Using the approximation results in Section we then derive convergence estimates in
Section [3.7] The implementation of the numerical method is described in Section 3.8 and
in Section (3.9 numerical results for the FENE Fokker—Planck equation are presented in the
simplified case that the macroscopic velocity, u, is taken to be a constant-in-time vector field.

3.2 Weak formulation and spatial discretisation

The full Fokker—Planck equation considered in this chapter depends on z € 2 as well as
q €D, and therefore we will require the use of slightly different function spaces than in
Chapter 2| Let L2(Q2 x D) be defined in the obvious way, and let (-,-) and || - || denote the L2
inner-product and norm over ) x D:

(f.9) = /Q fegoegdzdg  amd 2= (0)

We assume throughout this chapter that y is a divergence-free d-component vector function,
i.e.
Ve u(z,t)=0 for a.e. (z,t) € Q x (0,T7. (3.2.1)

It would be straightforward to adapt the arguments in this chapter to the case where y is
not divergence free, but this would make the analysis more messy and it would shed no
further light on the properties of the numerical methods under consideration. Therefore in
the interests of clarity and brevity, in this chapter we restrict our attention to the case when

(3.2.1) is satisfied.

Also, we suppose that

u e L®(0,T;L>°(Q) and Veu=x€ WH>(0,T;L>(Q)), (3.2.2)

=N
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where, to simplify notation, we do not explicitly label the d or d x d dimensionality of the
function spaces for u(z,t) € R? and g(z,t) € R¥?  The assumption in for £ is
stronger than the assumptions in Chapter [2} recall that in Lemma [2.3.1] and Theorem [2.3.2]
we required £ € C[0, 7] and in Lemma we required 5 € H'(0, 7).

We shall also use the following space:

X = {p e L2(Qx D) p € LA(Q:HY(D: M) nHN(©:L2(D))}.

equipped with the following norm:

1

2
ol = { [ e+ 196 davdg}
QxD

We note that the integrand in the definition of ||¢||x+ does not include |V |?; this is inten-
tional.

Employing the substitution @@ =1/ v/M that was used in Chapter 2| the weak formulation
of is as follows: Given ¢/° € L2(Q x D), find ¢) € L°°(0,T;L3(Q x D)) N L2(0,T; X)
such that

d

( Q)+ (u Vot C) - (ggi&, ym‘) + %Wl (NVMqﬁ, yMc> =0 V(eX, (3.2.3)

77/}( 0) Qbo(%'?g)a (Q’,g) €0 x D, (3.2.4)

in the sense of distributions on (0,7"). Following Chapter |2, we weakly imposed the boundary
condition ([1.3.24) on © x 9D for ¢t € (0,T]. For simplicity, we avoid boundary conditions on
0€) x D by assuming that the macroscopic velocity field is an enclosed flow, i.e. that

u - ngo =0 on O, (3.2.5)

where ngo € R? is the unit outward normal to 9. Also, the initial condition is
understood to be imposed in a weak sense and, as in Chapter [2] 1) is recovered by multiplying
b by VM.

The term containing £ in will be of particular interest since, as we shall see, it
is the most difficult term to treat using an alternating-direction method. We introduce the
following bilinear form notation for this term, which will be convenient later on:

Cls; f,9) = (ggf, YMg). (3.2.6)

Next, we establish a statement analogous to Lemma for the weak solution of ((3.2.3)).
Recall that

o(z,t) /szqtdq—/ gwmqt)dq

Noting from Hypothesis B in Chapter [2 E that VM € H}(D) c H{(D; M), we set ¢ =M in

(3.2.3)), to obtain

0 0 0
((;eru vw,m):(a‘” Vo) = [ (58 4u Vo) e =0 @27)
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Due to (3.2.5)), the material volume 2 does not change with time and therefore applying the
Reynolds transport theorem as in Lemma [1.3.3] we obtain,

d

— t)dx = 2.

dt/g@(@, )dz =0, (3.2.8)
or equivalently, [, o(z,t)dz = [, 0"(z) dg for ¢ € (0,T].

Remark 3.2.1 By taking test functions of the form ( = xg v M, where xg is a mollified
characteristic function for S C €2, one could extend the above result to arbitrary subsets of
) and therefore recover Lemma [1.3.3|in its full generality for the weak solution. ¢

We now introduce the spatial discretisation of , . Let V}, be a No-dimensional
H!(Q)-conforming finite element space corresponding to a triangulation 7;, of Q. Also, as in
Chapter [2, let Py(D) C H{(D) C H}(D; M) be an Np-dimensional space spanned by a
set of spectral basis functions on D (such as A,B or C from Section . Noting that
Vi, @Pn (D) C X, we obtain a spatially discrete formulation of the full Fokker—Planck equation
as follows:

Let @th(-, .,0) € V;, @ Pn(D) be the L2(Q x D) projection of ¢° onto Vj, ® Px (D). Find
V(1) € Vi, @ Py(D), t € (0,T) satisfying for all ¢ € V}, ® Py (D) in the sense of
distributions on (0,7).

It would be possible to finite difference in time the spatially discrete formulation defined
above in order to obtain a fully-discrete numerical method. However, this would be im-
practical in the present context because the discrete problem at each time-level would be
posed on the domain €2 x D. As we have indicated, a more reasonable alternative is to
use an alternating-direction method to split each 2d-dimensional solve into a sequence of
d-dimensional solves. This idea is considered in detail in the next section.

3.3 The alternating-direction numerical method

We begin this section by presenting a brief general overview of alternating-direction methods
and we will then consider how to derive an alternating-direction method for , .

We concentrate on schemes that use a Galerkin spatial discretisation since this will allow
us to use arguments analogous to those in Sections [2.3] and [2.5] in order to establish stability
and convergence properties. The seminal work on alternating-direction methods of this type
is by Douglas & Dupont [41]. In the example below, we illustrate the approach of Douglas
& Dupont by considering a Galerkin-based alternating-direction method for the constant-
coefficient heat equation in two spatial dimensions.

Example 3.3.1 Suppose (z,y,t) € (a1,a2) % (b1,b2)x(0,T) — u(z,y,t) € R, with u(-,-,0) =
u®(-,-) and

ou

E—A’U,:O, on ('Iayat) € (a1,a2) X (blbe) X (OvT)v
with homogeneous Dirichlet boundary conditions in space. The corresponding weak formula-

tion of this problem is:
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Find u € L>=°(0,T; L?((a1,b1) x (a2,b2))) NL2(0, T; H ((a1,b1) % (ag,b2))) satisfying

%vdxdy —I—/ Veu-Vevdrdy = 0 Vo € Hy((ag,b1) x (az,b2)), (3.3.1)
Q Q

u(z,y,0) = uz,y), (z,9) € (a1,a2) x (b1, b), (3.3.2)

in the sense of distributions on (0,T).

Suppose that X;, and Yy, are Hi(a1,b1)- and Hi(az,be)-conforming finite element spaces,
respectively, with bases {v; € Xp : 1 < i < N} and {w; € Y}, : 1 < i < N} such that
Xn = span({vi}1<i<n) and Yy, = span({w; }1<i<n). Let X, ® Y}, denote the following tensor
product space:

N
XY, =<2z : z= Z ;v Wi, o € R for each 1 <i,5 <N
ij=1

It follows that X, ® Y, C H(ay,bi; Hi(az,b2)) C Hi((a1,b1) x (a2,b2)). Using this tensor
product finite element space we define a finite element scheme for this problem by replacing
H((a1,b1) % (a2, b2)) with X, ®Y}, in the weak formulation above. Also, supposing we employ
Crank—Nicolson finite differencing to discretise in time, then we obtain the following
fully discrete problem (written in matriz form) at each time-step: Given uj € X ® Yy, find

uZ'H € Xp, ®@ Yy satisfying
At n+1
At .

where My and Sy (resp. M, and Sy) are the X, (resp. Y}, ) mass and stiffness matrices, and
the matriz tensor producﬂ is defined as follows for matrices A € R™*™ and B € RP*4:

anB alnB
A® B = : : € R™MPXNnq

amiB ... amnB

Since the matrices in (3.3.3) are tensor products of the x- and y-direction discretisation

matrices, we can approximate :3.3.3) using the following two stage method:

At At
(MQU + 2Sx> @ Tup* = <Mx — 2533) ® Tup (3.3.4)
At At
I® (My + 2Sy> uptt = I® <My - 25y> up”. (3.3.5)

These equations define the fully discrete Galerkin alternating-direction method for this prob-
lem. We refer to (3.3.4)) as the g-direction stage and to (3.3.5)) as the y-direction stage.

! Also referred to as the Kronecker product.
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By multiplying (3.3.4) by I ® (M, — At/2S,) and (3.3.5) by (M, + At/2S,) ® I, we see

that the Galerkin alternating-direction method is equivalent to the following:

At At
<M®M+ (Spe ® My + M, ® S,) + ( )S®S) ntl

(At)

At
= <Mm®My—2(SZ®My+MZ®5’y) Sz ®S> (3.3.6)
This is referred to as the equivalent one-step method for (3.3.4 - We can see that the
one-step method is identical to the Crank-Nicolson scheme , except for the presence of

the 1(At)%S, ® S, perturbation terms in (3.3.6)).
Using the approach of Douglas & Dupont, the next step is to rewrite (3.3.6)) in inner
product form as follows: Given uy € Xy @Y}, find u”'H € Xy, ® Yy satisfying

n+1 n n+1 n+1

up” T —uy 1 ntl Qup™ Qv Oup™ Oy,

A—2ypdedy + = z z — dxd
/Q Az vp dx y+2/Q{V up ™ Vaup + 2 ( D7 8y+ By B rdy

- 1 At auh 8vh au}; c%h
2/9{ Vaup - Vaun + 5 (81’ ¥ + 3y ax)}dacdy (3.3.7)

for all vy, € X}, @ Yy. From here, one can use standard energy analysis to establish stablity

and convergence properties of (3.3.7)), and therefore, equivalently, of (3.3.4), (3.3.5).

We now apply the approach described in Example to the weak formulation, (3.2.3)).
First of all, define the bases

{Yk S PN(D> 1<k < ND} and {Xz eV,:1<i< NQ}, (3.3.8)
such that span({Yy}1<k<n,) = Pn(D) and span({X;}1<i<n,) = Vh. Recalling (2.8.4)), we
define Mg, S, € RNDXND a4

(Mg, == | Yi(q)¥i(g)dg, (3.3.9)

(S = yMYk(g) : NVMYl(g) dg. (3.3.10)
D

Similarly, M,, T, € RNo*No are defined as follows:
My = [ XX (3.3.11)
T = [ (e VaXs(e) Xilo) e (3.3.12)
0

A fully discrete form of ([3.2.3)) using a backward-Euler time discretisation can be written
as follows: Given 9%, = Zgl%l X Y, € V;, ® Pn (D), find the vector ’y”“ € RNp No | defining

a function ¢! =3, 77 X; V) € Vi @ Py(D), such that
,.Yn+1_,.yn
= = | 4T, ® M,y —M
Ar ) PTeO Moy gy @ Sy

—C(5" 0% Gir) =0, (3.3.13)

Mx®Mq<
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where (;r = X; X Yy € Vi ® Py(D). It is also possible to obtain a tensor product form
discretisation matrix of C'(k;-,-), i.e. consider C(k; (ji, Cir) as follows:

Clsina) = [ (s @eX@Vi(0) - Var(X@)¥ilg) dadg
d o (Yi(q)
= KN ) X (2) X (2) dae ; vV ~ .
- 8%:1 (/Q st+ (N)XZ(N)X]( )d~> (/Dq Yi(g) Maqs ( m) dg)

Therefore, we define the matrices O3t € RN¥eXNa and Cgt € RNpXNp for 1 < s,t < d such
that

@)y = [ e Xide) X ) da. (3:3.14)

Y,
(€, = /Dthz(g) \/Ma(zs (;%) dg. (3.3.15)

Hence, we can rewrite the term on the final line of (3.3.13) as Zg 1 CSt @ Cst Ayt

However, since this matrix expression for C(k;-,-) contains neither M, nor M,, we can
no longer factorise the resulting equation in the same way as in , . That is, the
term C(f; -, ) causes difficulties because its ‘coefficient’, 5(x)q, depends on both the z- and
q-directions. -

" This issue has been considered a number of times in the literature. For example, in
the context of collocation-based alternating-direction schemes Celia & Pinder [29,30] and
Bialecki & Fernandes [20] developed methods that could handle equations with general vari-
able coefficients. However, as indicated earlier, our focus is on developing a Galerkin-based
framework, and therefore, again, the work of Douglas & Dupont is the most relevant here.
In [41], Douglas & Dupont developed a “Laplace modification” scheme for the heat equation

with general coefficients which involved discretising the equation

% - NVCE ’ (a(mayat’u)y$u) + f(.fl/‘,y,t,U),

as follows,

un+1 —um

(At’ “) + (" (u")Vau", Vov) + X (Va(u™ —u™), Vo) = (f7(u"),0),
where A is a constant scalar, which must satisfy a lower bound condition related to the
supremum of |a| in order to ensure the stability of the numerical method. This discretisation
then allows the use of a standard Galerkin alternating-direction method, as in Example|3.3.1
because the term containing a can be moved to the right-hand side and treated as a source
term.

However, it is not obvious how to apply this kind of approach to , because our
problematic term is a convection term rather than a diffusion term. The most natural idea
in the spirit of Douglas & Dupont would be to move the C(k;-,-) term to the right-hand
side of and treat it explicitly in time. This idea is feasible, but for the purposes of
practical computations, we would like to have the option of using a fully-implicit temporal
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discretisation. Indeed, the numerical results in Section demonstrated that the semi-
implicit temporal discretisation of the Fokker—Planck equation in which the term C'(x; -, )
was treated explicitly in time was less stable than the backward Euler discretisation, especially
for problems in which the product Wi||||r, (0, 1;1o0(q2)) 18 significantly larger than 1.

In order to circumvent this limitation, we develop a Galerkin alternating-direction ap-
proach that is an almagamation of the Douglas & Dupont framework and a new quadrature-
based method. Using this approach, we can define either a fully-implicit in time or a semi-
implicit in time alternating-direction method for the Fokker—Planck equation. We shall con-
sider both options in detail in this chapter.

3.3.1 The hybrid alternating-direction scheme

The first ingredient of this scheme is a quadrature rule on (2.

Let {(zm, wm),wm > 0, zm, € Qm = 1,...,Qq} define an element-based quadrature
rule on the triangulation 73, where the g,, are the quadrature points and the w,, are the
corresponding weights. Therefore, for functions f, g € C(€2), the quadrature sum is evaluated
element-wise as follows,

Zwmf Zm)g(Lm) Z Zlef 21)g(zl), (3.3.16)

KeTy, =1

where Q)i is the number of quadrature points in element K. From now on, we will use the
left-hand side of as a shorthand for the right-hand side.

We now introduce two alternative hypotheses on the accuracy of the quadrature rule,
Quadrature Hypothesis 1 (QH1) and Quadrature Hypothesis 2 (QH2).

Quadrature Hypothesis 1 (QH1). The quadrature rule satisfies

Qq
> sl Fzm)glen) = [ i)tz da. (3.3.17)
m=1 Q

for all f,g € Vj, and for each component r;; of . ©

As discussed in Chapter [, in the context of the Navier—Stokes—Fokker—Planck system,
we compute the macroscopic velocity field, u by solving the Navier—Stokes equations using a
finite element method on the triangulation 7, i.e. the same triangulation that is used for the
alternating-direction method for the Fokker—Planck equation. As a result, it is reasonable to
assume that the components of k = V,u are represented by piecewise polynomials on 7, and
in this case it is certainly possible to satisfy QH1 by choosing an appropriate element-based
quadrature rule.

Quadrature Hypothesis 2 (QH2). The quadrature rule satisfies

Z wnf(@nlalen) = | F@ol)dz (33.15)

forall f,ge V. o

QH1 is a stronger hypothesis than QH2, and therefore in general we will require a larger
value of Qo in order to satisfy QH1. Some results in the following analysis will require
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QH1, whereas for others, QH2 will suffice. Refer to Section for a discussion of specific
quadrature rules that we use to satisfy QH1 and QH2 in practice.
Next, let ¢ v € Vi, ® Pn(D) denote the numerical solution of the full Fokker-Planck

equation. Recalling the bases from Q/Jh N can be written in terms of coeflicients {wlk}
as follows:

Na Np
Uy =Y Y hiXiVy € Vi, ® Py (D). (3.3.19)
i=1 k=1
Define the line functions, ”L/A}k, for k=1,...,Np, as follows:
~ st ~
Uk =Y YiuXi € Vi, (3.3.20)
i=1

and note that (3.3.19)) can be rewritten using (3.3.20) as follows:
bnv (@ 0) =) Prl(@)Vilg)- (3.3.21)

The formula shall be useful in the discussion of the alternating-direction methods
below.

As discussed above, the term C(k;-,-) is the most problematic in terms of applying an
alternating-direction method to the Tokker—Planck equation. Therefore we begin by con-
sidering how to use a quadrature-based scheme to derive an alternating-direction type of
formulation of this term.

Suppose that QH1 is satisfied and that we have the line function decomposition
for 9y, v, in which ¢, € Vj, for k=1,..., Np. Also, let ( = X x Y € V;, ® Pn(D). Then,

C (5 ¥nn, <) =/ (£q¥n N (2,9)) - Vil(z,q) dg de

QxD
Np
= [3 [ [saiemi@] - Var (X@Y(0) dedg
D50
Np Qq .
- /D S wn [sem) g Ouen)Vil@)] - Var (X (@)Y (0)) dg
k=1m=1
Qo Np
= > wn X(zm) {Zwk(fﬁm) </D(f;ﬂ(9~cm) qYi(q))  VmY(q) dN> } (3.3.22)
m=1 k=1
This shows the equivalence between the Galerkin formulation of C(x;-,-) on © x D and the
quadrature sum over m = 1,...,Qq of the term

Np .
;wk(:gm < /D (5(zm) ¢ Yi(q)) - VY (g) dg) : (3.3.23)

which is the ¢- dlrectlon discretisation of C(k;-,-).
Note that is exactly the dlscretlsatlon of the g-convection term that was used
in the spectral method in Chapter |2|7 except that now g depends on gz € 2, and we sample
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K at the quadrature points xp,. Also, the coefficient vector in (3.3.23) corresponding to the

quadrature point z,, is the set of sampled line functions, @Z;k(:gm), k=1,...,Np.

The preceding discussion relied on QH1, however we can use an analogous argument when
only QH2 is assumed, in which case the quadrature rule is no longer exact for the r-weighted
integral in and therefore we do not have equality between the second and third lines
of . Instead, a quadrature error, F, is introduced as follows:

Qo
> wmkij (@) i (@m) X (zm) Z/inm( 2) V(@)X (2) dz + Bk, ., X). (3.3.24)
m=1

Modifying (3.3.22)) to include this error term, we obtain:

S ——

=C(k 1/%1\7, +Z/§ g, X )aYi(q) - VY (g)dg, (3.3.25)

i
IS
\3_/
()
=
—~

2
g
S

~

where ( (5 wk, )) = Bk, @Z;k, X). Of course, the precise nature of £ will depend on the

choice of quadrature rule and the problem at hand. Nevertheless, if appropriate hypotheses
on the rate of decay of E are specified, it would be possible to consider the stability and
convergence properties of an alternating-direction method that includes a quadrature error
term of this form. However, for simplicity and brevity, we do not consider such quadrature
error terms in the numerical analysis in this chapter. It is worth noting though that we
develop a stability argument in Section that only relies on QH2, and in which we do not
need to consider quadrature error terms such as in .

It is clear from that sampling functions at the quadrature points {z,, € Q, m =
1,...,Qq} will play an important role in the alternating-direction methods we define below.
We will also require a reconstruction operator, which maps from a set of values at the quadra-
ture points to a function in V3. We now introduce this operator. To simplify notation, we
first define the following discrete inner product and norm over Q for {f,}, {gm} € R99:

Qa L

b lgnPe@ = wnfugms and [{fudle@ = Uk UnDby  (3:326)
m=1

Note that, by (3.3.17) or (3.3.18), for f,g € Vi, ({f(zm)}, {9(zm) D) = (f, 912(0);

where (-, -)12(q) is the standard L? inner product on Q. Next we define the reconstruction
operator R : {fn} € R¥2 s R{f,,} € V}, such that

(R{fm}; X)r2() = {fm} AX@m)Ne2i@) VX € Vi (3.3.27)
Remark 3.3.2 For any R{f,,} € V;, there exist real numbers 1, ..., v, such that R{f,} =
ijjl v;X;. Letting X = X;, 7 =1,...,Nq, above it is clear that (3.3.27) is equivalent to
the linear system M,y = I where M, € RNexNe ig the Vj, mass matrix, 7= YN T

and F' € RM@ is such that F; = ({fm}, {Xi(zm)})e(q). The matrix M, is nonsingular, and
therefore the reconstruction operator defined in (3.3.27) is well-defined. ¢
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We are now in a position to discuss the alternating-direction Galerkin methods that
are the focus of this chapter. We introduce two algorithms below, denoted method I and
method II. Each method utilises a hybrid alternating-direction method, which combines the
quadrature approach illustrated in with a standard Douglas-Dupont type Galerkin
alternating-direction method.

The distinction between method I and method II is that method I uses a semi-implicit
spectral method in the g-direction (i.e. the term C(k; -, -) is treated explicitly in time) whereas
method II uses a fully—iNmplicit temporal discretisation.

3.3.2 Method I: Semi-implicit scheme

Method I is initialised by computing the L2(Q x D) projection, @22 ~» of the initial datum
Y0 € L2(Q2 x D) onto Vi, ® Pn (D), so that @L;’L’N € Vi, @ Pn(D), satisfies

(1210, C) = (1/327]\,,() for all ¢ € V}, @ Py (D). (3.3.28)

Then, as in , , this alternating-direction method consists of two stages at
each time-step: the q- -direction stage and the g-direction stage. We begin with the q- -direction
stage, in which we essentlally use the Galerkin spectral method in D from Chapter 2

Suppose wh N € Vi ® Py(D). Then in the g-direction stage we compute wh’N(%m, ) €
Pn (D) for each m = 1,...,Qq satisfying

0 ms 0
[ Ve Dy ) g 4 e [ Sy g) - arvit) dg
- /D (5" (2m) 4 9 (o)) - VarYilg) dg, (3.3.29)

for I = 1,...,Np. (3.3.29) defines an Np x Np linear system at each quadrature point.
In order to separate out the z- and g-direction dependencies more clearly, we rewrite this

equation in terms of line functions usiNng (13.3.20), i.e.:
Zw Tm </ k(@) Yi(g) dg + 5 / VuYi(q) - VuYi(q) dg)

Zl[}}i (€m) (/ Yi(g dq+At/D(fg”(gm)ng(g))-NVMYz(g) dg>7 (3.3.30)

for Il =1,..., Np. This system is solved at each quadrature point z,,, m =1,...,Qq.

Equation shows that in the g-direction stage, the sampled values of the line
functions, i.e. V" (zm), k=1,...,Np, m = 1,...,Qq, are the coefficients to be computed.
We determine these values by solving a different linear system at each quadrature point. Note
that these linear systems are completely independent from one another. This independence
enables parallel computation to be used very effectively in this context; this will be discussed
in more detail later.

The q- -direction stage is complete once the values ¥7*(zm), k=1,...,Np,m=1,...,Qq
have been computed, and then we can begin solving in the g- d1rect1on In the g- dlrectlon
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stage, we use a finite element discretisation of the transport equation ((1.4.5)) to update the
output data from the g-direction stage. That is, for a given k, we find d)}ﬁ € Vp, satisfying:

/LEZ“Xid%‘JrAt/ (y"“ mw”“ Xidrg—/R{tﬁﬂ*(zcm)}Xidzc, (3.3.31)
Q Q Q

fori=1,..., Nq.
Note, however, that based on (3.3.27)), for the right-hand side in (3.3.31]) we have:

/R{w (zm)} X dg = Z W VP (2m) Xi () =: F. (3.3.32)

Hence we do not actually have to explicitly compute R{zﬁg*(gm)} € V, in order to solve
(13.3.31]), since it is equivalent to solve the following system:

/@ZZ+1X¢ dCNL‘—i—At/ ( n+1 V wnJrl) X; d%ZFia (3‘3'33)
Q Q

fori=1,..., Ng. We solve (3.3.33|) for each k£ = 1,..., Np, and, just as in the ¢-direction,
these computations are decoupled from one another.

Once the g-direction computations are complete, we have the numerical solution at time
level n + 1:

Ui = Zzp"“ V), € Vi, @ Pn(D).

Hence method I is defined by the initialisation (3.3.28]), the g-direction spectral method
(13.3.30) and the g-direction finite element method (3.3.33]).

Before continuing further, we first verify that the ¢- and g-direction numerical methods
are well-defined.

Lemma 3.3.3 Let A, € RNDXND - denote the matriz appearing on the left-hand side of

(3-3-30), i.e.

At
Ag = My + 5o, (3.3.34)

and let A, € RN2XNe pe the matriz from the left-hand side of (3.3.31)),
Ay = M, + AtT,. (3.3.35)
The matrices Ay and A, are nonsingular.

Proof.  The result follows straightforwardly from the positive-definiteness of the bilinear
forms, B,(-,-) : Pnv(D) x Pn(D) — R, and B,(-,-) : Vi x Vj, — R, defining A, and A,
respectively.

Consider B,(X, X) for any X € Py(D) \ {0}:

At
By (X, X) = | X[IF2(py + TWiHNVMXH%‘Z(D) > || X2y > 0. (3.3.36)
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Similarly, integrating by parts and utilising the enclosed flow and divergence free assump-
tions for B,(Y,Y) with Y € V;\{0}, we have,

At

Ba(,Y) = IV [y — 5

[ (e Y2 e = Y[ > 0. (3.3.37)
Q
This completes the proof. [

In the next lemma we derive a Galerkin formulation posed on €2 x D for method I. This

will allow us to apply arguments analogous to those in Chapter [2| to the numerical analysis
of method 1.

Lemma 3.3.4 Suppose the g-direction quadrature rule satisfies QH1. Method I is equivalent
to the following fully-discrete formulation:

Given 1&271\, € Vi, ® Pn(D) defined as in (3.3.28)), for each n = 0,...,Np — 1, w;ﬁvl €
Vi, ® Pn(D) satisfies

n+1 d%fV P+l 1 T+l
( ) hN’C) ‘ﬁf(yMme>ny)

@

+2W1( (9 Ve 1[’”“) VMC) (fg qz[fﬁ,N,NVMC) =0, (3.3.38)

for all ¢ € V}, ® Py (D).

Proof.  Multiplying (3.3.30) through by X;(z,,), where X; € V}, and performing the
weighted sum according to (3.3.16)) gives,

Np

> (@)} AXilan)} < [ i@ o+ o [ Tl vanvitg) ag)
Np
= D ({6t} (Xilom} ( / Yilg )

Qo Np .
+At;mei(z:m){;wk(%m) (/D(/;é (Zm) q Yi(q)) - VmYi(q) dg)}- (3.3.39)

Using the reconstruction operator, ([3.3.27)), with the ¢2 inner products and the argument
of (3.3.22)) on the term on the third lin we obtain the following formulation for Ryp*y €
Vh ® PN(D)v

RO (2,q) — f v (2, q) 1 .
/ R = (2, 9) dgdz + o VuRYy N (2, q) - Vu((z,q) dgdg
QxD 1JoxD
_ /Q (6@ Vvl 0) - Tarl(a.g) dg e, (3.3.40)
X

2Note that ¢, in the term on the last line of must be at time level n for the argument of (3.3.22))
to apply since it relies on the values {wk (zm)} 1nterpolat1ng a function in V.
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where ¢ = X; XY} is an element of V}, @ Py (D) and the numerical solution at the intermediate
“time level” nx* is defined as:

iy = ZRW (2m)}Yi € Vi @ Pu(D). (3.3.41)

Equation is the Galerkin formulation of on ) x D that is obtained by
performing a quadrature sum over all Qo quadrature points in 2.

The gz-direction stage is more straightforward to deal with; we use the classical Douglas-
Dupont Galerkin alternating-direction approach for , since it does not contain any
g-dependent coefficients.

Let R{J}Z (zm)} = ZZ Vi X so that according to (3.3.41)), the vector

Np N
Zn* = (V?I*a cee 77ngkllﬂ7?2*a cee 7/7]7?;2]\71)) SHR
defines 721/1 Similarly, denote the coefficient vector for 1/1"“ as 'y”“ e RNoNa  and

since the Vector entrles are ordered in blocks according to the g¢- ~direction degrees-of- freedom
it follows that ( can be written as a linear system where the matrices are in tensor
product form, z’.e.:

(I ® My + Atly @ Tp) " = I @ Mpy™, (3.3.42)

where the discretisation matrices are as in (3.3.11) and (3.3.12), and I, is the Np x Np
identity matrix.
Equation (3.3.40) can be written in tensor product matrix form also:

At
(Mq®Mm+

S M) 7" = My M+ MO B G, (3349

where (;; = X; x Y, € Vj, @ Py(D), for 1 <i < Ng and 1 <[ < Np. Also, M, and S, are

defined in (3.3.9)), (3.3.10)), respectively.
Multiplying (3.3.42)) by (M, ® I, + At/(2Wi)S, ® I,), where I, is the Ng x Nq identity
matrix, yields

M, ® M, + AtM, @ T, + Al —5,® M, +(At)25 @ T, | A7t
1 ® Mo 1@ T Wi awi 1)
At
_<Mq®Mx+2WS ®M> (3.3.44)

Equating the left-hand side of (3.3.43) with the right-hand side of (3.3.44)) gives:

At (At)?
(M$®Mq+Ath®Tz+qu®Mz+ S -5, ®T>’y

= Mg @ Myy" + AtC(£"; ¢h,N7 Git)- (3.3.45)

Equation (3.3.45)) is equivalent to the inner product form in (3.3.38)) and hence the proof
is complete. [
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Equation (3.3.38)) will subsequently be referred to as the equivalent one-step formulation
for method I. Note that (3.3.38]) contains the cross-term,

At

awi (Vv (¢ Vi) ¥arc)

which is not present in the weak formulation (3.2.3]). This is analogous to the alternating-
direction formulation of the heat equation that was derived in Example[3.3.1] in which cross-
terms of the form

At (8uh+1avh 3UZ“8vh> - A(@uhf)vh au;;avh)
2

2 \ ar oy oy Ox or dy = Oy Ox

were generated.

3.3.3 Method II: Fully-implicit scheme

Method II is very similar to method I, the sole difference being that the term C(k; -, -) is now
treated implicitly in time, and therefore we refer to method II as a fully-implicit scheme. We
do not discuss the initialisation step or the z-direction scheme here because they are the same
as in method I. Instead, we move immediately to discussing the g-direction stage of method
II.

Using the line function notation of (3.3.30]), the g-direction numerical method is defined

as follows: Given the line functions 1@2 eVy, k=1,...,Np, determine the values 1&,?* (Tm)
satisfying

Yi( ) d —_— Yi( Y] d
(Zm (/ k(g Q+2W1/VMk -VuYi(g) dg

A1 /D (54 o) i) Var¥ilg) dg ) = sz en) [ Yilg)Vilg) dg. (3340

forall Il =1,..., Np, and for each quadrature point g,,,m =1,...,Qq.

Note that is exactly the backward Euler Galerkin spectral method that was
studied in Chapter 2] It follows as in Section [2.3] that for At sufficiently small the associated
bilinear form is coercive, and therefore the linear system defined in is nonsingular.

Unfortunately we cannot derive an equivalent one-step Galerkin formulation for method
II using the same reasoning as in Lemma because the proof of that lemma relied on
the term C(g; -,+) being explicit-in-time (cf. footnote . In order to derive a one-step
formulation for method II, we would need to recover an integral of R{+}*(z,,)} over Q x D
by performing the quadrature sum of the discretisation of C(x; -, -) in (3.3.46)). However, this
is not possible because this would require a f-weighted reconstruction operator, as distinct
from the unweighted reconstruction operator defined in .

Nevertheless, even without an equivalent one-step formulation, we are still able to prove
that method II is stable. This is shown in the next section.
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Remark 3.3.5 It is possible to modify method II to obtain a Crank-Nicolson scheme, for
example, by adding the term

~

Np ) A
~3 2 tten) (g [, Tt Fartitg) dg = 8¢ [ em)aYide) - Tartita) do)

to the right-hand side of (3.3.46f), as well as adding the term

-5 | (v voi) Xida,

on the right-hand side of the g-direction equation.

However, we are ultimately interested in solving the coupled Navier—Stokes—Fokker—
Planck system and, as discussed in Chapter [4 the scheme we use for solving this coupled
system introduces an O(At) temporal discretisation error. Therefore, there will be no utility
in using a Crank-Nicolson discretisation of the Fokker—Planck equation and hence we do not
consider this idea any further. ¢

3.4 Stability of methods I and II

First of all, we consider the stability of method I. In this case, the availability of an equivalent
one-step method allows the use of standard energy analysis as in the proof of Lemma [3.4.1]
below.

Following Chapter [2] we introduce the following right-hand side forcing terms,

(0, @ Yud), (3.4.1)

where 1 € L2(2 x D) and v € L?(Q x D). Right-hand side terms of this form will be useful
when we derive convergence estimates in Section [3.5

Lemma 3.4.1 If QH1 holds, so that we have the equivalent one-step formAulation for method
I given in Lemma then letting At = T/Np, Np > 1, 5 € C[0,T], ¢ 5 € L*(Q x D),

for zﬁfLN € Vi @ Pn(D) we have the following stability estimate:

_ ~ ~ 2 _
(ETPREI ey e k2 S S T
, — Y MY N
n=0 At n=0 2W1
s—1
< el {wz,NHZ £ anr (a2 + 4\%’"‘“\\2)} (342
n=0

for all s such that 1 < s < Np, where K :=2(1+ 4Wib ”@”%JOO(O,T;LOO(Q)))'
Proof. Consider (3.3.38) with the right-hand side terms of (3.4.1)):

¢n+1 _ 12)2 o i
(W’C 4 (y . yxwh—ij_\fl , )+ —= (NVMT/}}Z:’_Nl ) NVMC)
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for all ( € V}, @ Py(D). Set ¢ = W”l in ([3-4.3) to get

— (Mn+17 1[}}7:7-}-\} + n+1 van-'rl) . (344)

The z-transport term vanishes because of (3.2.1) and (3.2.5)). Similarly, the first term on the
second line vanishes since

o n NN R AV
(o) owiz) = [ (S (G 5 ) (s ) ) oo

Applying the identity 2(a — b)a = a? — b? + (a — b)? to the first term in (3.4.4)), yields

2 + s — ||+ Sl Tardi I = 4l
oA (n qwhN,VMw"+1>+2At( ”+1,¢"+1)+2At (g”+1 Y% w“)
= | NP+ T+ T + T, (3.4.5)

Treating 77,75 and T3 as in the proof of Lemma [2.3.1] we obtain:

n ¢Tl+1 ’L&ZLN n
(1= AD)[[Pptt? + At T Hv PP (3.4.6)

< (1+ CoAt)|[f vl|* + At (IIM”HH2 + 4||y”+1||2) ,

where Cy := 4Wib H@“I%OO(O,T;LOO(Q))' Suppose that At < 0.5; then

n+1 n
N2 A 1/) wh,N n+12
[ I”+ At @ IIV Vvl
1—|—C’0At

197 w11 + 28 (|2 + 4lle" )

< <1 + KAL||h P + 248 (" + 4P,

where K :=2(1+ Cp) = 2(1 +4Wib HQH%OO(QT;LOO(Q)))‘
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Summing over n =0,...,s — 1 gives,
1
Btx ]2 + ZAt UiN i S Z LI
s—1 s—1
< {IIWL,NII2 + ) 20 ([l + 4||z"+1|!2)} + KD AtdR I,
n=0 n=0

and applying a discrete Gronwall lemma yields (3.4.2). O

We cannot apply an analogous argument for method II due to the absence of an equivalent
one-step method. However, by combining stability results for the ¢-direction and g-direction
methods we can establish the stability of method II, as shown in the next lemma.

Lemma 3.4.2 Suppose QH2 is satisfied and let At = T/Np, Ny > 1. Then for @ﬁN €
Vi, ® Py (D) computed using alternating-direction method II we have

17 Il < e3[4 . (3.4.7)
for 1 <n < Np, where ¢y : =1+ 4Wib ”Q”iOO(o,T;LOO(Q))'

Proof.  From the proof of Lemma m we have the following bound for (3.3.46)) at a
given quadrature point z,, € €2,

197 (@ MF2py < (14 20 A0 [™ (@ms T2y (3.4.8)

Rewriting (3.4.8) in terms of a basis {Y1,. .., Yn, } of Py (D), which, without loss of generality
may be assumed to be orthogonal in the L?(D) inner product, we obtain:

ND ND
DR @m) IYallFapy < (L4 20088) Y (wm) I YilF 2 (3.4.9)
k=1 k=1

Using (3.3.16]) to sum (3.4.9) for m = 1,...,Qq, and then employing (3.3.26)), we have

Zu{w m) H e @) I¥allE2(p) < (1+ 2c0AAt) ZH{% m) H e @) 1YallE2(p)- (3.4.10)

Since 1[1,? N € Vi ® Pn(D), it follows that 1&,@ € Vi, and therefore (as observed below
(3.3.26)) the discrete £2(Q2) norm on the right-hand side above is equal to the continuous
L2(Q) norm, so that

Np Np
D I @m) M) 1Yallfepy < (1 +2c0A8) > 167 1220 1Y lIF2 ()
k=1 k=1

= (14 2coAt)[|df > (3.4.11)
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Also, by (3.2.1)) and (3.2.5)), it follows easily from ([3.3.31]) that:
I oy < IRLDE () HEa(cn (3.4.12)
for each k. Multiplying through by HYkHiQ(D) in (3.4.12) and summing over k = 1,..., Np

gives

Np
e = z\|w+lrrL2 Yelaoy < 3 IR @)} oy Villary (3413
k=1

By taking {fn} = {¢}"(zm)} and X = R{¢}*(zm)} € Vi in (3:327) and applying the

Cauchy-Schwarz inequality in the ¢2 inner product, we have

IREE @M@y = (9 @)} ARG @)} am)})

< IR @) Hiezqoy IR{DE (@) i
o @m) e @ IR{GE (@m) Yz @

and therefore,
IRADE™ (@m) Lz ) < k™ (@m) @) (3.4.14)
Combining (3.4.11]), (3.4.13) and (3.4.14)), gives,

IR 1P < (1 + 2c00) |97 1%, (3.4.15)
from which (3.4.7) follows easily on noting that 14 2coAt < e?02t [

Remark 3.4.3 The argument in Lemma [3.4.2] can also be applied to method I and hence it
follows that method I is stable when only QH2 is satisfied. ¢

3.5 Convergence analysis for method I: Part 1

In this section, the equivalent one-step scheme and Lemma are used to prove
that the numerical solution obtained using method I converges to the weak solution of ,
. The convergence argument presented here is analogous to the approach in Section
Note that we need access to an equivalent one-step formulation to use this approach in the
context of alternating-direction methods, and therefore we only consider the convergence
analysis of method I. As in the previous chapter, we shall assume as much regularity as is
needed in order to establish an optimal-order bound on the discretisation error.

Let (-, -,t) be the weak solution of (3-2.3), at time ¢t € (0,7"). To simplify the
notation, we write ¥(t) := (-, -, t) throughout the rest of this section. As in Section we
define

chn = OE") =y = (D) = (") + (") — Pf ) = 1" + &7

where II is a projection operator that projects onto Vj, @ Py (D). II shall be defined later.
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Noting that {" € Vi, ® Py (D), we apply the equivalent one-step formulation for method
L, (3:3.38), to & = (") — 7y — 0™ and set ¢ = £"T1, to obtain:

§n+1 gn n+1 n+1 ¢n+1 1 n+12
a£ ( '3%5 75 )+’§ﬁﬁ”§hwg |

At
At
+ﬁ (VM( xgnJrl)’NvanJrl) o <§ng€n’yM€n+l>
N1y T an R
- (W e >,£”+1> + (- Vad ), €)oo (Varb ), Tase)
At . R
+ 5 (Tarlu- Vadb (), Vase™) = (5"qi(t"), Vare™)
_ (U”H -n" §n+1> (- Va1 — L (Va1 Vare™ 1)
At o ’ 2Wi '
A
—275. (Var(w - Vo), V&™) + (g”gn”&%”“) : (3.5.1)

where the terms containing ¢h N and 1/1”“ vanish since ¢h7 N satisfies (3.3.38)).

First of all we use the identities
tn+1 81&

1 et Ok . _—
no_ et 2 gt d no_ gl “a
& /tn ot at vi=v /tn at

AR

to obtain:

(5 qb(t"), ¥ 5”“)

tn+1

5. Y f"“)‘((/ﬂ o dt) 2¢<t”>,yM5"+1>

= (&
( t

fn+1 A tn+1 a aw
n+1 ~ n+1
( ) s ) (L Gao ([ o) pue)
Tl
Now, considering only the terms containing v on the right-hand side of (3.5.1)), we have:

Z»Q

(57 g ), Varg™) = (Kr, Var€™™) = (Ko, Varg™) + (K, Varg™).

T+l L Tan R R
<¢(t ) - 1/’(15 ),§n+1> + (u . yxw(thrl)’gnJrl) + % (Nva(thrl)’NngnJrl)

A 2
At - .
+ﬁ (vM( xw(tn+1))’~vM€n+l> _ (gngw(tn),nyn—H)
L(4n+1y _ 7 (4 7, .
- (W ) %f(t”“),&"“) b oo (Varle - V(1) Varg™)

+ ({(1,NVM§”+1) + (527NVM§”+1) - ({fsaNVMf"+1> :

where the fact that ¢ satisfies (3.2.3), and the expansion of the term (g"gqﬁ(t"), V&t
from above, have been used on the right-hand side. Using (3.5.2)) on the right-hand side of
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(B53), we have:
€n+1 én n n n 1 n
( ) (e VL) 4 s IV

At
+§ (Var(u- Va&™), V™) - (g"gf“,nynﬂ)
= (M”H’f"“) + (" V), (3.5.3)
where
prtt = z/z(th)A; o) _ ?;f(t"“) - W —u- Vot (3.5.4)
= zAvéin@‘Y V) + K+ Ko — Ky — %Wiwn"“ (3.5.5)
At

N . n+1 n_..n
s Y M Varr™ ) + £"qn".

Therefore, applying the stability result (3.4.2) to (3.5.3) gives

n—1

le™|1? + Z HV grr? < efindt {H&OH2 + 288 (P 4lly™ ) ¢
m=0
(3.5.6)

The next step is to bound the right-hand side of (3.5.6) in terms of norms of 7 and ).
First of all, just as in Section we have that [|€°] < ||7°||. Next we consider ||p™*!|:

~ ~ ~ 2 )
thrl) _ w(tm) 8w nm+l _ nm
m+12 < 3 ¢( v tm+1 3 3 .V m—+112
e < ¥ )| 3| ||+ 8l Yar™
= 3([+II+III). (3.5.7)
For term I, applying Taylor’s theorem with integral remainder yields
tm+1 821;
I <At — (-, t)|| dt
and for term I we have the following bound:
tm+1 tm+1 2
1 on
II </ / z,q, t) dt dz dg / — ()| dt.
axD At & T At ot )
Term I11 is simple to bound by pulling out the supremum of u, as follows:
V™2, (3.5.8)

2
UI:/ (- Van™ )" dzdg < [lullf oo o oo () I3
QxD
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Therefore,
n—1 n—1 1 2 7 2 n—1 g+l 2
0 on
AL ™2 < 6 At2/ —(, )] dt+6 / — (0] dt
Soaunt = ox ae [0S0 e [ |G

n—1

H6l1ull oo 0, rioe () D AtlIVen™ |

m=0
12
0% on|?
2.2
)

_ 2
= 62| =

LQ(O,tm;LQ (QXD LQ(O’th—*Z (QXD))
F6(101F o (0,710 () | Va2 0, 4m 200 ) (3.5.9)
Next we derive upper bounds for the norms of the terms on the right-hand side of (3.5.5)).
First of all, we consider the cross-term,

d
IVar(u- Ve (")) * = /QXD Vi (;uiaxld)(tnﬂ)) dz dg
- 0 (§n 0 (Ee )\ |
= /Qxngl{maqj (;Uﬂaxi < VM ))} digdg
. 2
= W 9 0 () )
_ /QXD;{X; = (maqg( VM >>} dedg
_ ) i 1[}(1,:71_5_1) 2 )
= /QXD;{LL Va (mﬁqj< VM ))} deg
s 0 1[1(t”+1) 2
: /QXDZI |- <m3q]< Nivi )) dzdg

< Nulfeo o,rm00 @ | Ve Varg ()12 (3.5.10)
By the same reasoning as in (3.5.10), it follows that:
IV ar (- Vo™ I < [ull oo 0,712 () | Vo ¥ arn™ 2. (3.5.11)

Also, we have
15" g™ II* < bll£lEoo 0,710 00 17" 1% (3.5.12)

and finally it remains to bound the norms of Ky, K2 and K3, for which we have,

) g+l 65 R 2 , 85 9 A )
= [ ([ Gaar) e drag < a2 [oen| . @513
~ QxD o Ot~ - L= (0,751 (2))
B 2 gl ~ 12
n o oY
||£<2H2 :/ K +1g / —dt dzdg < Atb\|§||ioo(0,T;Lm(m)/ —| dt, (3.5.14)
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and

Y t“
Il = [ {(/ 8;gdt>< )} dz dg
QxD tn

2
; /
t1lLes (0,515 ()

and it is convenient to bound K3 and K3 together as follows

tn+1

ol

ot

IS ‘zsz

dt7

(3.5.15)

g1 2

W .

I Ka|* + || Ks||* < b At ||§”%v1,oo(o,T~L°°(Q))/ ot

t?’l

Therefore,

n—1
> 8AH ™2

m=0

< Z 56 At < AtQ

. 2 A¢?
Varlu- Vot D) + oz V(- Vo™ )P

~

+4W.2 IV 2™ 1P + 5™ qn™ 17 + 1K + | K2 + H{fs|2>

< Z%At( oo (IFTaed ™ IP + 19T a0 |P)
n+12 2 n|2
+4V\Tg||~vMﬁ PP+ bl 811 0,151,002y 11"

2

tm+1
LARD e ] R —
Leo° (0,751 (Q

A 112
9%
6t

ot at)

[ul[Loe (0,710 (02)) (||NV:cNVMWM?(o,tn;LQ(QxD)) + ”NVxNVMﬁHP(o i eZ(QxD))>

W At?

14 2 2 2
oz IV a2 (0,6m:12 0% DY) + 56 Il T 00 (075100 () 171720 4m:1.2(0x D)

2

56 bAL2 || 22
+ ot

Lo (0,15L2°(92))

+56 At b““”vvl °0(0,T;L ()

42(0 tn;L2(Qx D))

W
ot

(3.5.16)
L2(0,t™;L2(Qx D))

We now combine the bounds in (3.5.6), (3.5.9) and (3.5.16|) to get:
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€™ 1* + Z 7IIV T3 b

~ 112
82
< eK"At{IWOH2 + 6AL —f +6 H
L2(0,t7;L2(2x D)) L2(0,¢m;L2 (2x D))
+6Hu||i°°(0T-L°°(Q ”NVLEUH%?(OW;L?(QXD))
14 A
tWE A ull? 0,71 (0 (||yw~VM¢||32(o,tn;L2(QxD)) + ”NVJCNVMUH??(O,M;L?(QXD)))
14

JrW HNVMU||?2(0,W;L2(QxD)) + 56 b||§|\ioo(o,tn;Loo(Q)) ||77||?2(0,t";L2(Q><D))

2 2

+56 bAL?

ot £2(0, t"~L2(Q><D))

31/)

Lo (0,T;L°° (Q))

+56 A% bl 5l 13y 1,50 (0,71 () (3.5.17)

L2(0,t7;L2(Qx D)) }

Now, just as in Chapter [2| we need to bound the terms containing 7 in (3.5.17)). This is
considered in the next section.

3.6 Approximation results on €} x D

In order to use the approximation results from Section we restrict our attention to the
d = 2 case here although, of course, analogus results could be obtained for the d = 3 case.
We denote the projection operator considered in Section (referred to there as f[N) by
I, : HYY(D) — Py(D). Also, we consider a quasi-interpolation operator, Z,, : L1(Q) — V4,
which is a generalisation of the standard finite element interpolant such that the quasi-
interpolant is well-defined for nonsmooth functions; we refer to Section 4.8 of [26] for the
details of the definition of this operator (alternatively, see |35] or [112]).
We have the following result for Z, (cf. Theorem (4.8.12) in [26]):

Theorem 3.6.1 Suppose that 7p, is nondegenerate in the sense that there exists p > 0 such
that for all K € Ty, diam(Bg) > pdiam(K), where By is the largest ball contained in K.
Suppose also that the set of shape functions for each element K € Ty, contains all polynomials
of degree less than m. Then, there exists a positive constant C' such that

1/p
k)
Z hp - |U -1y UHWSP < C‘U|kap(ﬂ)7
KeTy,

for allv € WEP(Q), 0 <k <m, 1<p<oo,0<s <k, where hg := diam(K).

Corollary 3.6.2 (cf. Corollary 4.8.15 in [26]) Setting s = k in Theorem it follows
that

|Ze vllwro) < Clolwisy Yo € WHP(Q), (3.6.1)
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for 0 < s,k < m, where m is as in Theorem [3.6.1], and 1 < p < oco. Also, letting h =
maxe7, diam(K) in Theorem|3.6.1, we obtain

”'U - IxUHWs,p(Q) S Ohk_s|v|wk,p(9), (362)
for0<s<k,0<k<m, and m,p as in (3.6.1).

For the projection operator Il,, recall from Section that:
W - quﬁHH})(D;M) < CleﬂW”ﬁﬁ“(p) + C2N0_lH1;Hng+1(D)7 (3.6.3)
and
19 — Mgthllr2py < C1N; F 19l py + C2N(9_ZWHH§(D)- (3.6.4)
Now, let the projection operator II : L' (€; HY1 (D)) — Vj, ® Pn (D) be defined as
In:=17, 1, =11,7,,

so that n := 1& — H@Z;. We will use the approximation properties listed above for II, and
7., to derive bounds for the terms [|n||, ||V2nl, |Vamn| and ||V.Vamn| that appear on the

right-hand side of (3.5.17)).

First of all, consider |[|n]|:
Inll = 19 = Zellgdh | < 19 = ol + |1 Zotp — T Zubl| =: 1+ I1.
From (3.6.2)), we have that

1 1
. . 2 ) 3
I= </D 1 = Zu |12 dg) < Ch* (/D 910 dQ) :

11 = ([ 16~ 2 2

Also,

N

-~ 2 -~
CiN, " (/Q HIsz?-ﬂ;(D) d%) + CyN,! (/Q ”wa”%gw) dg)

1 1
< CON7F [k dz ) + CyN;t |12 a )’
= T D) R 20\ J, "I ) TR )

where we used (3.6.1)) with £ =0, p = 2 to obtain the last line.
We treat ||V,n|| similarly:

HNVMII < ||~v17$ - NV:):IMZJH + ”NVxIﬂ[) - quxIxTZJH

1
o 2
Ch® </D |¢|2Hs+1(9) dg)

1
~ 2 ~
o ([ 19Ty az)” 4 oy ([ 19018 )
Q " Q 0

1
. z
Ch? (/D |¢|2HS+1(Q) dg)

—k 2 ° -1 2
o ([ 1908y de) oyt ([ 19001 0)

IN

IN

IA
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Next, we have

IVamll < IVa = TV ud || + | ViZoth — VIl Zod)||

< COW (/ \YM@\%Is(Q)%)
: :
N ([ by a) o+ €y ([ L0 )
Y
Ch? (/D|~VM¢\H5(Q) dg)
1 1
—k 12 ? 2
O ([ 10y 2)” 4 €t ([ 1y 02)

Finally, we derive a bound for the cross-term

D=

IN

V2 s

as follows:

VoVl < VeVt — VaZo Vsl + |V VaZoth — VurllyVoZot||

1

~ 2
Ch? (/ |V sl o dg)
% %
-1 A
N ([ 9T pyt) o+ Nyt ([ 19T 0B )
1
~ 2
Ch? </ Vsl ) dg)

1
2 2
O ([ 19000y 2) 4 oyt ([ 1900 02

Therefore, we have the following optimal order bounds for the terms on the right-hand

side of (3.5.17)):

I7°l < ChE 190 |ls,r2(py) + C1Ny 190 2 men )y + C2N5l||¢o||L2(Q;Hg(D))a

IN

IN

¥

H77H£2(0,tn;L2(Q><D)) < Cw + C1N,~ ‘

£2(0,t7;Hs (Q;L2(D))) 0,t";L2(HE(D)))

Ny
+ & Hw 20,612 (QyH] D))’
H < Ch° 881? +ClN;k 871/}
L2(0,mL2(Qx D)) L2(0,t;He (L2(D))) L2(0,m;L2(QHE(D)))
B
—+ CQN a,(f ,
L2(0,¢75L2 (Q3H) (D))
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and similarly,

IV anll200m12(0x py) < CREIlle2(0,0m 151 (12 (D))
+CLN (19l g2 0,4m: 111 (2308 (D)) + C2Ng_lWHﬁ(o,tn;Hl(Q;ng(D)))’

IV anll e 0,m12(2x D)) < OBl 2 0,011 (113 (DsaY))

—kn s
FON TNl 0.amw2@aee1 o)) + C2Ng Wl 20,2004 (D)

and

V2V arnlle20,emi2(@x0)) < CB 19l 0,0m 11+ (113 (D31

—Ekn s
FOLN Wl 20 s e+ Dy C2Ng ¥l 2 0 s (et (-

3.7 Convergence analysis for method I: Part 2

Putting the estimates derived above into (3.5.17)), with appropriate constants C7, Cy C3 and
C4, we obtain:

[€1les< 0, 7.2(2x D)) + IV Mélle2(0,7:12 (2% D))
0

< Cth(IWIIHs(n;L?(D)) o

+ 4]

L2(0,T3He (;L2(D)))

£2(0,T;H# (;HE(D; M)))

£2(0,T;Hs+1(;L2(D))) )
o A
== + ¥l e2 0,711 (215 (D))
L2(0,T5L2 (Q;HE (D))

+Co N, (”"[}O”LZ(Q;H’;(D)) +

+||¢Hz2(o,T;L2(Q;H’ﬁ“(D))))
a1

ot

+C3N, ! (WOHL%Q;HQ(D)) + + H’([}”Z?(O,T;Hl(Q;HZQ(D)))
L2(0,T;L2(Q;H} (D))

£2(0,T;L2 (B HL (D)) )

w4

([

+ HNVJCNVM’([)HW(O,T;LQ(QXD))

£2(0,T;L2 (2% D)) H2(0,T;L2(Qx D))

—k)|,] —iy
+N, Hw||£2(07T;H1(Q;H,@+1(D)))+N9 W||€2(07T;H1(Q;H§“(D))))'
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Hence, by the triangle inequality:

19 — P w [l 072 0x D)) + 1V 81 (% — Dnn) ez 0,751.2(0x DY)

< l€lles= 0,712 (2% DY) + IV Ml 0,702 (2x DY) + 11l (0,702 (2x DY) + IV ale20,751.2 (2% DY)

89

< Clhs(Illﬁ\lew(o,T;Hs(Q;L%D))) 15 * ‘ v

£2(0,T;H# (HE (D; M)

L2(0,T5H= (L2(D)))

+ ||

£2(0,T5H>T1 (L2 (D))) )

el o .
+Co N, 7" (|W||eoo(o,T;L2(Q;H';(D))) + ‘875 + 19l e2 0,751 (2s1% (D))

L2(0,T5L2 (HE(D)))

1l o702 oy )

+ (19l 20,5111 00728 (DY)
LQ(O,T;LQ(Q;HZQ(D)))

+C3N,"! (Wsz(o,T;LZ(Q;Hg(D))) +

+ ||

£2(0,T;L2(QHLTH (D)) )
J]

A 2
W)||€2(0,T;H1(Q;Hl,f+l(D))) + NH Hw||£2(0’T;H1(Q;Hé+1(D))))~ (371)

(]

£2(0,T;L2(2x D)) TIY=Yadleoraz@xo)

+N,7*

H2(0,T;L2(2x D))

Therefore, with ¢ y = \/M@h,N, the estimate analogous to (2.7.4]) for alternating-
direction method I is the following:

1Y — n,Nllese 0,152 (:9)) + 11V — Yn,n 20,702 (0:8))

<QW<JL 1o wzﬁ
B VM |0 mms 12y |1 VM O Iz rms iz oy VM 0,010 i3 (D))
+ 7= )
M llg2(0, 751241 (2512(D)))
_ P 1 oy (0
+02Nr"~‘<H + == +|—=
VM |l 0. r2me o))y 1VM Ot iz razmeny)y  I1VM llezo.rm (mx (D))
+| )
M lle20,7502 (151 (D))
_ ¥ 1 o "
+C3N, l(H +|—== +||—=
P MIVM e riaz @ oy I1VM 0 lliarpz@aa oy I1VM lerm @ o)
v )
M lle2 0,750 (H,H (D))
p P P
i N N —
VM lg20,7;12(2x D)) VM |l12(0,751.2(Qx D)) VM lg20,7;12(2x D))
k|l ¥ || ¥
FN7F || —= Nl | ) (3.7.2)
VM e ran e oy ¢ VM le@mm @ (o))

for s, k,l > 1, provided that 1 is such that the right-hand side is finite. Note than an obvious
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difference between (3.7.2) and (2.7.4)) is that in (3.7.2]) we require

yxyMﬁW

This regularity condition is necessitated by the presence of the cross term,

< 0.
02(0,T51.2(2x D))

(Var (u- Vi) Viarc)
in .

Remark 3.7.1 Looking at , it could be argued that there is a mismatch between the
convergence rates of the finite element method in 2 and the spectral method in D, in the
sense that the spectral method will generally be far more accurate. This is a reasonable
point, but we believe that in practice the numerical method analysed here is appropriate.
First of all, while in general a finite element scheme will have a low-order convergence rate,
its flexibility is invaluable when it comes to meshing physical space domains that may be
complicated. Moreoever, we do not have a diffusion operator in the g-direction, so it is not
obvious that 1 will be highly smooth in .

Nevertheless, it is certainly also reasonable to use a higher-order method for solving the
transport equation in physical space, for example, Chauviere & Lozinski used a spectral
element method for this purpose in [32,33]. Note that the analysis in this section would carry
over essentially unchanged if we replaced the finite element discretisation of by a
higher-order method.

On the other hand, the g-direction is much better suited to the use of a high-order method
since D is always a ball in R, and, as seen in Section at least for the FENE potential,
the solution profiles in D are generally very smooth. Note that in practice the spectral
convergence of the g-direction numerical method means that the discrete space Pn (D) need
only have a rather low dimensionality. This is highly advantageous because (a) each g-
direction solve requires relatively modest computational resources and (b) a reduction in the
dimensionality of Py (D) reduces the number of gz-direction solves that need to be performed

each time-step (cf. (3.3.31))). o

Remark 3.7.2 In the preceding argument, we made use of the (pointwise) divergence-free
assumption, . This assumption was made to simplify the argument, but it is not
essential. Note that it follows from that V, - u € L°(Q); hence if we allowed V, - u
to be nonzero and assumed the existence of a constant ¢, € (0, 1) such that

1
1= SAH[Ve w4 lLee(o) 2 e,

then the stability estimate still holds. Here, for z € R, we used to notation [z]; :=
max(0,x) for the positive part of x. For example, on taking ¢, = 1/2 we deduce that the
stability estimate holds provided that At||[V, - u]4[|pe(q) < 1. It is important to note
that this restriction of At is completely independent of the spatial discretization parameters
hand N. ¢
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Now, following the discussion in Section we consider the convergence of 7. In order
to coincide with Section here we consider only the FENE spring force and the case in

which d = 2.
Using Parseval’s identity from Chapter we write the weak solution w( ) o(z,r 0, t)
as follows:

O(z,r,0,t) = 1 (z, 7t +ri ( z,7,t) cos(210) + By(z,7,t) Sln(2l9)> (3.7.3)
=1

and supposing we use basis A in the g-direction, we define the numerical solution as:

Nyr—1 1 Ny Np-—
U (e, 0) = (1=r) Y ou(@)Pe(r) +r(1 -7 ZZ )ir(6),
k=0 =0 =1 k=0

where ﬁlo,k, \i/}’ i € Vi, are line functions as in (3.3.20)).
Therefore, proceeding as in Section we obtain

I (™) = T (D5 ) [F 2

Ny—1
<c. / Gilert) = (1= Y B @Pe)|
@ k=0 L2 (0,1)
_ 2
(z,r,t") —r(l—r) Z \il[l)z () Pr(r) dz, (3.7.4)
LZ(0,1)
where C, is defined in .
Also, the analogue of here is:
(s 8") = DR ()2 x
Ny—1 2
dil, ") = (L=r) Y g, (z) Pi(r) dz
@ k=0 L2 (0,1)
Ny - 2
—|—wa/ rA(z,r, t") —r(1 — 1) Z ]?g)Pk(T‘) dg
1=1 7% k=0 L2 (0,1)
Ny N,.—1 2
Jrﬂ'bZ/ rBy(z,r,t") —r(l—r) \ifl{,?(g)Pk(r) dz
=179 k=0 L2 (0,1)
2
+7b Z / < rA(z, 7, t") 20, 1) + |rBy(z, r,t") L%(0,1)> dg, (3.7.5)

I=Np+1

and hence, once again, the 711 error only contains two terms from the infinite series in (3.7.5|),

and as in (2.8.20)), we have

IT11(4) — 711 (Nl 0,112 () < 5 *b 1 — v |l goo (0,712 (2% D)) - (3.7.6)
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Note that since the line functions ‘lig ;. and \Ill ) i are computed by solving (3.3.31])
using the z-direction finite element method we expect an C’)(hs ) error to dominate the spatial

convergence rate of T, just as in - However, by comparing (3.7.4)) and (|3 7.5), we can

see that only relatively few terms in the g-direction spectral expansion of wh N contribute
to the 71 error. Hence, this suggests that the accuracy of T will be less sensitive to the

resolution of the g-direction spectral method than the accuracy of wh ~- In Section
show that this is indeed the case in practice.

3.8 Implementation of methods I and II

In this section we consider the implementation of the g-direction spectral method and the
z-direction finite element method in Sections [3.8.1] andN|3.8.2|, respectively, and then in Sec-
tion we discuss the g-direction quadrature rule used to integrate these two methods into
a single alternating-direction algorithm. Finally, we consider the parallel implementation of
the alternating-direction methods in Section

3.8.1 The g-direction stage

We note first of all that from an implementational point of view method I and method II

are almost identical; the only difference between the two methods is that method I uses a

semi-implicit temporal discretisation whereas method II uses the backward Euler scheme.
Therefore, letting ¢”*(xm) € RMp be the vector with k' entry equal to ¢2*(z,,) and

defining w”(gm) analogously, the set of g-direction linear systems to be solved at time-level
n for method I is:

At .
(M + oo ) w”*( m) = (Mg + AtCJ) ™ (zm), (3.8.1)
form=1,...,Qq, whereas for method II we solve:
At m \ 7 nk mn
My + o8y = ALCY ) 67 () = Myt (m), (3.8.2)

for m = 1,...,Qq. The matrices My, S; and C¢" in (3.8.1) and (3.8.2) are as defined in
(2.8.4), where £ in Cy" is sampled at g,,,. These matrices depend on the choice of basis of
Pn(D); refer to Section for a discussion of the construction of bases A and B for the
d = 2 case, and basis C in the case of d = 3.

It is clear that for both method I and method II, we must solve an Np X Np linear system
Qq times per time-step in the g—direction. Qq can be very large in practice. For example,

in Section we consider some computations for which Qq is on the order of 10%. The use
of parallel computation can be very helpful in this situation because the g—direction linear
solves are independent and therefore it is straightforward to perform them in parallel (we
discuss this in detail in Section .

It is also interesting to note that method I requires significantly less computational effort
in each time-step than method II because the matrix on the left-hand side in is
constant for all m and therefore we need only perform one LU-factorisation per time-step
with method I, whereas the linear system in must be reassembled and solved afresh at
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each quadrature point ,, since in general () varies from one quadrature point to the next.
On the other hand, the numerical experiments in Section [2.8.2] indicate that the backward
Euler temporal discretisation of the g—direction equation is more stable, and it allows one
to take larger time-steps, especially for larger values of Wi or || gHLoo(Q). Hence, there is a
familiar trade-off in efficiency: each time-step is faster with method I, but we can take larger
time-steps with method II. Therefore the optimal choice of numerical method depends on the
problem at hand.

Remark 3.8.1 The alternating direction method used by Chauviere & Lozinski in [33] is
similar to method I in that it treats the 5 convection term implicitly in time. In the follow-up
papers [32,91] the same authors developed a fast solver approach in which the computational
work required for each g-direction solve was significantly reduced. However, their fast solver
was based on an assun;ption that r arises from a two-dimensional velocity field (i.e. that
Q) C R?) whereas in this work we are interested in developing numerical methods that are
suitable for Q C R3. o

The g-direction solvers for methods I and II were implemented in the C++ programming
language and PETSc [8] was used to perform the linear algebra operations. PETSc was a
natural choice in this context because it is designed for use on parallel architectures, which
is a feature we made extensive use of.

3.8.2 The gz-direction stage

In the g-direction, methods I and II are identical: For each line function, 1&2*, k=1,...,Np,
we solve the transport equation . This involves solving an Nq x Ng linear system Np
times, although the system matrix M, + At T, only needs to be assembled once per time-step.

In our implementation, we used an H!(Q)-conforming finite element method with quadratic
shape functions to perform the g-direction computations, and we used GMRES to solve the
resulting linear systems. Hence, assuming sufficient regularity for ¢//v/M, we can set s = 2 in
(3-7.2), which yields O(h?) terms in the error estimate. Note that in order to strengthen the
norm in which the g-direction solver is stable, Chauviére & Lozinski used an SUPG scheme
to discretise the transport equation in [33]. It would be straightforward to integrate such a
scheme into our alternating-direction framework, but since the analysis in the preceding sec-
tions was performed for a standard Galerkin formulation in the g-direction, for consistency,
we prefer to use the Galerkin method in practice also. Moreover, our numerical results in
Section [3.9 and in Section [] demonstrate that the standard Galerkin formulation performs
well in practice.

This method was implemented using the free, open source C++ finite element library
libMesh [68]. Note also that the g-direction computations are independent from one another,
and hence parallel computation can again be used effectively.

3.8.3 The gz-direction quadrature rule

We have a great deal of freedom in the choice of the z-direction quadrature rule. From the
analytical point of view, it is preferable to choose a quadrature rule that satisfies QH1, since
then, at least with method I, we have access to the equivalent one-step formulation @ ,
which was the foundation of the convergence analysis of Section However, Lemma @D
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also shows that only QH2 is required for the stability of method I and method II. In practice,
the overall computation time depends very strongly on QQq and hence it is often desirable to
only satisfy QH2 in order to keep Qo as low as possible.

We now discuss some quadrature rules with which we can satisfy either QH2 or both QH1
and QH2 (recall that QH1 is a stronger hypothesis than QH2). Of course, the quadrature rules
depend on the element type and the dimension; we will consider triangles and quadrilaterals
in two dimensions and tetrahedra and hexahedra in three dimensions. We discuss element-
based quadrature rules only. By combining the quadrature rule on each element of 75 we
obtain a global formula as in .

We assume that each element K € 7}, is an affine mapping of some canonical element K.
Hence we only need to consider quadrature rules on K.

Tensor product elements: In this case, we consider K to be either the square [—1,1]?
or the cube [—1,1]3. Let {Z1,...,2,} and {u1,...,w,} define the points and weights of a
Gaussian quadrature rule, such that ; € (—1,1) and @w; > 0 for each i (e.g. see Chapter 10
of [117]). It is well known that a Gaussian quadrature rule with n points in one dimension is
optimal in the sense that it integrates polynomials of degree 2n — 1 on & € [—1, 1] exactly.

For tensor product finite elements defined on the reference square [—1,1]2, the natural
choice of quadrature rule is a tensor product Gaussian rule. For example, following [129], we
use the quadrature points:

{(il,il), (:%17'@2)7 ERK} (ilain% (j27j71)? SRR (inai‘n)}a
and corresponding weights:
{1 Wy, W Wa, ..., W1 Wy, W1, ..., W, Wy}

This quadrature rule involves @ ;. = n? points and weights and exactly integrates polynomials
n [—1,1]? of degree 2n — 1 in each direction. A three dimensional tensor product Gauss
quadrature rule on [—1,1]* can be defined analogously.

It is clear from the discussion above that we can construct tensor product Gauss quadra-
ture rules to exactly integrate polynomials of arbitrarily high degree on [—1,1]? or [—1,1]3.
We now consider how many quadrature points we require to satisfy QH1 or QH2 on tensor
product elements in two and three dimensions.

In the computations considered in Section [3.9 and in Chapter [4] we use tensor product
quadratic shape functions on each element K € 7}, for qﬁh, ~ and for y. Hence the components
of £ = V,u can also be quadratic in each direction. Therefore, in order to satisfy QHI,
we need to be able to exactly integrate polynomials of degree six, and for QH2 we need to
integrate polynomials of degree four exactly. Let p denote the highest degree polynomial
that can be exactly integrated by a quadrature rule. We use the following tensor product
quadrature rules on the reference square and cube:

e QHIL, p=7: Qz =16 0n K = [~1,1]% and Qz = 64 on K = [—1,1]%.
e QH2, p=5:Qz =9 on K = [~1,1]%, and Q4 = 27 on K= [—1,1]3.

These quadrature rules are implemented in the 1ibMesh software package.
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Simplices: In this case we assume that K is either a triangle in two dimensions or a
tetrahedron in three dimensions. We again consider quadratic shape functions for ¢ and 1/;;17 N
but since we are no longer using tensor product finite elements, the components of £ = V. u
are only linear functions in this case, so that in order to satisfy QH1 we need to exactly
integrate fifth degree polynomials. To satisfy QH2, we need to exactly integrate degree four
polynomials, as in the tensor product case.

In our computations, we used the following quadrature rules, which are implemented in
the libMesh software package on triangles and tetrahedra:

e QHI on triangles, p=5: Qz =7 [123].
e QH2 on triangles, p = 4: Q = 6 [94].
e QHI & QH2 on tetrahedra, p = 5: Qx = 14 [123].

Note that there is a fourth order 11 point quadrature rule on tetrahedra from [64] that is
implemented in 1ibMesh also, but it contains a negative weight and therefore we cannot use
it for our alternating-direction method since we need the quadrature rule to define an inner
product, cf. . Therefore we use the same p = 5 rule on tetrahedra for both QH1 and
QH2.

3.8.4 Parallel implementation of the alternating-direction method

It is clear that the computational effort required to solve the high-dimensional Fokker—Planck
equation can be very large, particularly in the case d = 3. Parallel computation is a key
ingredient in the alternating-direction framework developed in this chapter, since it makes
many problems tractable that would otherwise be well beyond our reach. As indicated above,
methods I and II are very well suited to implentation on a parallel architecture; indeed these
algorithms are “embarassingly parallel” in the sense that they involve performing a large
number of independent solves in each time-step.

More specifically, suppose we use Nproc processors (Nproc > 1) to solve a problem (using
either method T or II) with parameters Np, Nq denoting the number of basis functions
in the g—direction and g-direction, respectively, and QQq defining the number of quadrature

points in ©Q, as in ([3.3.16). At time-level n, we store a dense matrix D" € R2*XNp  where
(D”)ij = 1&2(3@), and 1/);‘ € V}, is a line function as in . The entries of D™ uniquely
determine ¢} v € Vj, ® Pn(D). In practice D™ can be a very large matrix, so we partition
it among the7processors so that each processor stores a subset of the rows (for g-direction
solves) or columns (for g-direction solves) of D™. We would like these submatrices to be
equally sized to obtain ideal load balancing between processors, but depending on Qq, Np
and Nproc, this is often not possible. However, to simplify the discussion here, we will assume
for the remainder of this section that Np.oc is a common divisor of Qo and Np and hence
that the submatrices are equally sized.

Now, let us consider the g-direction computations at time-level n (we do not distinguish
between methods I and II here because, from the point of view of the current discussion, they
are identical). We distribute D™ so that each processor stores Qo /Nproc rows of the matrix.
Then, simultaneously, each processor solves the Qo /Nproc g—direction problems corresponding

to its rows in D™ and updates the data in the matrix. In this manner, D" is updated to D™*
where (Dn*)ij = 7" (i)
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Next, we perform the g-direction computations. First of all, however, we need to redis-
tribute D™ so that each processor stores Np/Nproc columns of the matrixﬁ This involves a
global communication operation between all of the processors, which can be time consuming.
The time required to perform this parallel communication step depends on the problem size
and the number of processors being used. We discuss this issue with regard to some practical
computations in Section where we show that by selecting Nproc appropriately it is gen-
erally possible to ensure that the matrix redistribution steps take only a small proportion of
the overall computation time.

So, once this matrix redistribution is complete, the g-direction computations on each
processor proceed in the same way as in the g-direction. That is, each processor works
sequentially through its Np/Nproe columns, first solving , and then sampling the
resulting line function 7,52“ at , for m=1,...,Qq and writing these values back into the
matrix. This yields the updated matrix D"*! on completion of all of the gz-direction solves.

This process is performed for each time-step, n = 1,..., Np. Note that for computations
with the Navier—Stokes—Fokker—Planck system we will need to compute the extra-stress tensor
T also. This can be easily included into the framework described above. Suppose we have
just finished the g-direction solves so that D"*! has been computed and is stored column-
wise so that each processor holds Np/Npoc columns of the matrix. Then to begin the next
time-step, we redistribute D™*! again so that each processor holds Qq /Nproc rows. Once the

redistribution is complete and before we begin the g-direction solves, for each m =1,...,Qq
we compute and store the values Z"H(gm) € R4 yusing (1.3.37) on the g-direction cross-

section 7’;24&1 (Zm,-) € Pn(D); this is again done row by row, and hence each processor

only performs Qq/Nproc computations with Kramers expression. Using (3.3.27), we can
reconstruct R{z"*(zm)} € (Vi)™? which can be used in the right-hand side of (1.3.34).

3.9 Numerical results

In this section, we present some numerical results for the alternating-direction approach
considered in this chapter applied to a model problem for the FENE Fokker—Planck equation
in the d = 2 case. We take u to be the solution of the steady incompressible Navier—
Stokes equations with Re = 1, and with forcing term f(z,y) = (5sin(27y), —5sin(27z)), in
the domain Q = (0,1)2. In this case, |5llLee(@) & 2. We imposed the Dirichlet boundary
condition ¥ = 0 on 0f2, which ensures that is satisfied. The streamlines of u are
shown in Figure and we take u to be constant in time throughout ¢ € (0,7]. This
velocity field was obtained by solving the Navier—Stokes equations using the Taylor-Hood
finite element scheme with quadratic shape functions for 4 and linear shape functions for the
pressure (this numerical method is discussed in more detail in Section , and we use the
same finite element mesh, 73, for the Navier—Stokes equations as for the alternating-direction
method, and hence v € V}. Note that in general the Taylor-Hood scheme for the Navier—
Stokes equations does not yield a (pointwise) divergence-free velocity field, and hence the
assumption is not satisfied for the computational results in this section. However, as
noted in Remark the analysis developed in this chapter can be extended essentially
unchanged to the case in which y is not divergence-free.

3In our implementation, we performed this redistribution using PETSc’s transpose operation for parallel
dense matrices.
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Figure 3.1: Streamlines of the macroscopic velocity field ¢ driving the enclosed flow model problem.
The velocity field is the solution of the steady Navier-Stokes equation with Re = 1 on 2 = (0,1)?2
with forcing f(z,y) = (5sin(2my), —5sin(27x)).

We now consider computations using methods I and II for the model problem described
above, with the parameters Wi = 1 and b = 12. Also, in each of the computations dis-

cussed below, we used the initial condition 1&2 ~N(z,q) = /M(q), where M is the normalised

Maxwellian and we ensured that N, > 6, since according to Remark that guaran-
tees that VM € Pn (D) in this case. Our goal is to compare the performance of methods
I and II, and to study the convergence of these methods under mesh refinement. All of
the computations in this section were performed on the Lonestar parallel computer at the
Texas Advanced Computing Center (TACC), http://www.tacc.utexas.edu, and we used
the parallel implementation of the alternating direction method described in Section

We do not know the exact solution of the Fokker—Planck equation with the velocity field
in Figure [3.1] and therefore in order to obtain quantitative convergence results we first com-
puted a “reference solution”, 1[1ref, and corresponding polymeric extra-stress tensor, Tref, using
method I with basis A in the g-direction and with a quadrature rule on (2 that satisfied QHI.
We obtained this reference solution using a highly refined discrete space, (Vi @ Py (D)), o
for which 7;, was a 40 x 40 uniform mesh of square finite elements and (N, Ny) = (14, 14).
In order to satisfy QHI in this case we required @, = 16, and hence Qo = 25600 (cf. Sec-
tion . We took 200 time-steps with At = 1073 so that T = 0.2; this value of At is
sufficiently small so that temporal discretisation error does not contaminate the spatial con-
vergence results presented below. The components of Tref at T'= 0.2 are shown in Figure

In order to obtain convergence data, we then computed 1/3;17 n~ and the corresponding stress
tensor 7 for several coarser discrete spaces than (V, ® Py (D)), First of all we carried out
this process using the same numerical method with which we obtained the reference solution,
i.e. method I with basis A and a quadrature rule that satisfied QH1. The solution data
obtained from these computations are denoted 1@1 and 71 below. Then, we also computed a
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Tref,11 Tref,12 Tref,22

Figure 3.2: The components of Tref at T'=0.2. Note that we do not show 7yf 21 since it is identical
t0 Tref,12- In the Tyer11 and Tyer,22 plots, the values range from 0.882 (blue) to 1.15 (red), and in the
Tref,12 Plot we have -0.229 (blue) to 0.229 (red).

corresponding set of numerical solutions on the same discrete spaces, but using method II
with basis A and a quadrature rule that only satisfied QH2E| We denote the solution data
in this second case by ¢ and TII-

The numerial results for 1[)1 and 71 were obtained using a numerical method that satisfies all
of the hypotheses required by the convergence estimates in Section (except the divergence-
free assumption on y, but, as mentioned above, this assumption is not essential; we only used
it in order to simplify the analysis in this chapter). Hence, the 1,51 and 71 convergence data
in the table allow us to compare the theoretical estimates with practical convergence results.
Also, the numerical results enable us to compare the convergence behaviour of method I with
QH1 to method II with QH2. These two methods are very similar to one another hence we
expect to observe the same convergence behaviour in the two cases, but it is important to
provide experimental evidence that these two methods converge to the same solution, and at
the same rate, in practice because strictly speaking the convergence analysis in this chapter
is only valid for method I with QHI.

The convergence estimates (3.7.2)) and indicate that if the error due to the g¢-
direction spectral method is negligible compared to the error from the g-direction finite
element method, we should obtain O(h?) convergence rates for both ¥ and 7 as 7y is refined.
Table gives the relative errors

191 — Pretllr2x )/ 1Wret L2 (@x by @nd [P — Yretll2(@x 0y /1 Pret 1.2 (0% D)

as well as

IT111 = Trer11lln2()/ [I7et 11 M2 (o) and || 711 — Teer 11 lL2(0)/ 17ret 11112 (0)

at T = 0.2, for the discrete spaces that we considered.
In order to gain further insight into the convergence behaviour of the numerical methods,
we plotted the data in Table [3.1]in Figures [3.3 and

4Recall that we only require Q % =9 to satisfy QH2 on square finite elements.
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T ( Ny, Ng) 1)1 error TI,11 €rTor 1 error TI1,11 €ITOr
5x5 (6,6) 2.07 x 1072 | 1.63 x 1072 || 2.08 x 1072 | 1.63 x 10~2
5x5 (8,8) 2.05x 1072 | 1.63 x 1072 || 2.06 x 1072 | 1.63 x 1072
5x5 | (10,10) || 2.05x 1072 | 1.63 x 1072 || 2.06 x 1072 | 1.63 x 1072
10x10 | (6,6) 6.25 x 1073 | 4.22 x 1073 || 6.30 x 1073 | 4.24 x 1073
10x10 | (8,8) 5.62 x 1073 | 4.22 x 1073 || 5.65 x 1073 | 4.23 x 1073
10 x 10 | (10,10) | 5.54 x 1073 | 4.22 x 1073 | 5.58 x 1073 | 4.23 x 1072
20 x20 | (6,6) 329x 1072 1 9.95 x 107* [ 3.40 x 1073 | 1.07 x 1072
20x 20 | (8,8) 1.80 x 1073 | 9.90 x 10~* || 1.89 x 1073 | 1.04 x 1073
20 x 20 | (10,10) || 1.52 x 1073 | 9.90 x 10~* || 1.67 x 1073 | 1.04 x 1073

Table 3.1: Convergence of 1& and 711 with respect to the reference solution @ref and reference polymeric
stress tensor Tyef,11 for a series of increasingly refined discrete spaces. The errors are calculated

in the L? norm at 7 = 0.2, and are normalised by dividing by ||1ﬁref(-,-,T)HL2(QxD) = 0.31 and
HTref,ll('aT)”Lz(Q) = 1.04.

In Figure the convergence results for 1&1 and 12111 with (N, Ng) = (6,6) and (N,, Ng) =
(10,10) are plotted on a log-log scale. We have also included a plot of h? to show how the
decay of the computed errors compare to the expected asymptotic rate. First of all, it is clear
from the figure that the two numerical methods behave very similarly; the lines from 12)1 and
1[111 are almost indistinguishable. Also, Figure shows that we obtain O(h?) convergence
when (N,, Ny) = (10, 10). However, when (N,., Ny) = (6, 6), the plots plateau, which indicates
that the error due to the spectral method dominates the O(h?) finite element error when 7,
is a 20 x 20 mesh.

10

Figure 3.3: Plots of the 1&1 and 1ﬁn convergence data in Table The black line shows the expected
asymptotic decay rate, h?, and the blue and red lines show the convergence of the two numerical
methods when (N,, Ny) is fixed at (6,6) and (10, 10), respectively.

The 7111 and 711,11 convergence data is plotted in Figure The data in Table is
almost identical for (N,, Ng) = (6,6),(8,8) and (10,10), and therefore we only show the
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(N, Ng) = (6,6) data in the figure. The plot shows that we obtained O(h?) convergence for
both 71 11 and 71,11 as 7}, is refined from a 5 x 5 mesh to 20 x 20 mesh, when (N, Ny) = (6,6).
This is markedly different from the convergence behaviour of 1&;17 N, in which the g-direction
spectral error for (N,, Ny) = (6,6) dominated the finite element error on the 20 x 20 z-
direction mesh. Therefore, this indicates that, just as in Section the D domain spectral
method exhibits superconvergence for 7 compared to 121 This behaviour is dictated by ,
which indicates that only a small fraction of the terms in the expansion of z/sh’ N in terms
of spectral basis functions contribute to the error in 7. As has been noted earlier, the
superconvergence of T is extremely beneficial in the context of micro-macro computations for
simulating dilute polymeric fluids because in that setting the error in 1& is irrelevant; we are
solely interested in the T error.

Figure 3.4: Plots of the 7111 and 711,11 convergence data in Table The black line shows the
expected asymptotic decay rate, h?, and the solid and dashed blue lines show, respectively, the 71 11
and 77,11 data for (N,, Ng) = (6,6). The data for the other values of (N, Ny) are not plotted since
the 71 convergence data in Table is virtually unaffected by increasing the number of spectral basis
functions.

Recall from the discussion in Section [3.8.1] that we expect method I to require significantly
less computational work per time-step in the g-direction than method II. To demonstrate this
in practice, we solved the same enclosed flow model problem using both method I and method
II. We used a 20 x 20 uniform mesh 7}, of square finite elements with Qo = 3600 and basis
B with (N, Ny) = (15,15) so that Np = 465. With Npoc = 4, the total computation time
per time-step for method I was 1.75 seconds, whereas for method II it was 3.42 seconds.
This difference is due to the fact that method II took 2.37 seconds per time-step to perform
the g-direction computations, whereas method I only took 0.70 seconds per time-step in the
g—di;ection.

Nevertheless, for problems of physical interest, method II is often the preferred alternating-
direction method. This is because the fully implicit temporal discretisation used by method II
is more stable than the semi-implicit scheme in method I, especially for larger flow rates and
Weissenberg numbers (cf. Section [2.8.2). Hence method I can require much smaller time-step
sizes than method II, and this can often outweigh the reduced computational complexity per
time-step of method I. Also, for large-scale problems we generally prefer to satisfy only QH2
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rather than QHI since with QH2 we can obtain a smaller value of (o, which in turn reduces
the computational work required in each time-step of the alternating-direction method.

We now move on to consider the scaling of the computation time as we increase the
number of processors in the parallel implementation of the alternating-direction method. The
enclosed-flow problem considered above provides a convenient test case with which we can
quantify the parallel speedup for the alternating-direction method. We studied this speedup
by, first of all, solving the enclosed flow problem on one node of the Lonestar parallel computer
(each node contains 4 processors) to get the base computation time per time-step, which we
denote T'(1). We then repeated the same computation, but using more computational nodes
of the parallel computer and we recorded the computation time, T'(IN), in each case, where N
denotes the number of computational nodes that were used. We refer to the ratio 7°(1)/T'(NV)
as the parallel speedup.

The parameters that have the most significant effect on the computation time of the
parallel alternating-direction scheme are Np and (Qq, since these determine the number of
z- and g-direction solves that need to be performed each time-step. Note that there are only
two stef)s in the alternating-direction algorithm for which the computation time does not
scale down proportionally to the number of processors being used: the matrix assembly for
(3-3.33), which must be performed exactly once per time-step irrespective of Nppoc, and also
the dense matrix redistribution that precedes direction changes in the alternating-direction
method. However, if the g- and g-direction solves dominate the overall computation time,
then we can expect that the parall?el speedup will scale linearly with the number of processors
being used.

In order to examine the scaling of the parallel speedup in practice, we performed com-
putations for two different discrete spaces, such that (i) Np = 120 and Qo = 3600, and
(il) Np = 1800 and Qo = 8100. We solved the enclosed flow problem for these spaces
using a number of different choices of Npoc. We used method II with basis B to ob-
tain the data below, but the parallel speedup behaviour is essentially the same whether
we use methods I or II or bases A or B. The base computation times were 7'(1) = 0.53
seconds for the (Np,Qq) = (120,3600) computation, and T'(1) = 157.0 seconds for the
(Np, Qq) = (1800, 8100) case.

The parallel speedup of the alternating-direction method for the two discrete spaces dis-
cussed above is plotted in Figure In the case that (Np, Qq) = (1800,8100), we obtained
a parallel speedup of 14.8 when N =15 (i.e. Nproc = 60), whereas the speedup tailed off to
less than 10 when N = 15 for the computation with (Np, Qq) = (120,3600). This difference
in the scaling of the parallel speedup is primarily due to the fact that the overhead from the
redistribution of D" is much larger, as a proportion of the overall computation time, for the
smaller problem. For example, for the (Np, Qq) = (120, 3600) problem, matrix redistribution
took 8.66% of the overall computation time when N = 1, but when N = 15, it increased to
30.4%. By contrast, in the larger problem with (Np, Qq) = (1800,8100), more time is spent
on the q- and gz-direction solves in each time-step, so that only 0.89% of the computation
time was taken for the matrix redistribution when N = 1, which increased to 2.25% when
N = 15. Since 2.25% is still only a small proportion of the overall computation time, the
matrix redistribution overhead does not significantly detract from the near optimal scaling of
the parallel speedup shown in Figure [3.5]for the (Np, Qq) = (1800, 8100) case. This indicates
that as long as the values of Np and Qg are large enough, the alternating-direction method
can scale efficiently to a very large number of processors.
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15

101

Speedup

Figure 3.5: Plot of speedup, i.e. T(1)/T(N), as the number of computational nodes is increased
from 1 to 15. The speedup data for (Np, Qq) = (120, 3600) is plotted as a solid line and the dashed
line shows the data for (Np, Qq) = (1800, 8100). For each computation we chose the number of nodes
so that Nproc(= 4N) was a common divisor of Np and Qgq in order to ensure optimal load balancing
in each case so that the comparisons of computation time are fair.

3.10 Conclusions

In this chapter we developed an alternating-direction method for the Fokker—Planck equation,
which is a hybrid of a classical Douglas—Dupont-type Galerkin alternating-direction scheme,
and a new quadrature based scheme. We were able to derive a range of theoretical results
for this scheme, including stability results in Section and convergence estimates in Sec-
tion Much of this theory built upon the analysis of the Fokker—Planck equation in D
that was considered in Section 2l We also put particular emphasis on practical computations
in this chapter, and we discussed the implementation of the alternating-direction scheme in
Section and followed up in Section by presenting a range of computational results for
alternating-direction methods I and II applied to a model problem with a fixed velocity field,
u. We demonstrated that the convergence rates observed in practice for this model problem
are accurately described by the theoretical results in Section Moreover, we showed that,
just as in Chapter [2| the g—direction spectral method yields a more accurate solution for ¢

than it does for LZJ, which means that if we are solely interested in the accuracy of 7 — as is the
case when we consider the Navier—Stokes—Fokker—Planck system — then we can take fewer
spectral basis functions than we would need if i) were the quantity of primary interest. This
leads to significant savings when we solve the Navier—Stokes—Fokker—Planck system, since
the computational work required by the alternating-direction method for the Fokker—Planck
equation depends strongly on Np, the number of ¢-direction basis functions. In the next
chapter we combine the numerical methods developgd in this chapter for the Fokker—Planck
equation with a finite element scheme for solving the Navier—Stokes equations to obtain an
algorithm for solving the full micro-macro model for dilute polymeric fluids.
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Chapter 4

The coupled
Navier—Stokes—Fokker—Planck
system

4.1 Introduction

In this chapter we develop an algorithm for solving the Navier—Stokes—Fokker—Planck system,
7, and we use this algorithm to obtain computational results for flow problems
that are of physical interest. This chapter is relatively brief because the components of our
algorithm are already well understood; we use a standard mixed finite element method for
solving the Navier—Stokes equations and we couple this to the alternating-direction scheme
for the Fokker—Planck equation that was considered in detail in Chapter [3] Our focus in this
chapter is on obtaining practical computational results. The convergence analysis of a finite
element approximation to the coupled Navier—Stokes—Fokker—Planck system will be carried
out in Chapter [6f we note however that the the scheme studied there is based on a direct
time-discretisation of the Fokker—Planck equation and does not including the alternating
direction scheme developed in Chapter [3| and used herein.

The chapter is structured as follows. The numerical method for the Navier—Stokes—
Fokker—Planck system is discussed in Section [4.2] and we present numerical results in Sec-
tion Note that throughout this chapter we consider the FENE potential only but, once
again, the methodology would be the same for any spring potential that satisfies Hypotheses
A and B.

4.2 Numerical method for the micro-macro model

The algorithm we use to couple the numerical methods for the Navier—Stokes equations and
the Fokker—Planck equation is essentially the same as those used by Chauviere & Lozinski
[32,133,01] and Helzel & Otto [55] for this purpose. We discuss this procedure below, but
first we introduce numerical methods for the Navier—Stokes equations, and also for the Stokes
equations.

Recall the nondimensionalised Navier—Stokes equations from Chapter 1 in which V. -1

121
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arises as a forcing term:

Ju Y b+d+21—7vy
a + (QNVx)Q+vip = ﬁAxy"_ b ReWi~?® T (4‘2'1)
Veu = 0. (4.2.2)

In this chapter we will also consider a Stokes—Fokker—Planck model, which is valid in the
limit Re — 04. In the Stokes equations the incompressibility condition (4.2.2)) is unchanged,
but we use the following momentum equation (in dimensional form):

1

instead of (1.3.2)). We nondimensionalise (4.2.3) by using (1.3.15]) and the pressure rescaling
)ﬁﬁ

p = (vUy/ Lo to obtain:

b+d+21—v

Vap = 78U+ —— wi YL

(4.2.4)

Next, we introduce mixed finite element approximations of the incompressible Navier—
Stokes and Stokes equations. The numerical analysis of these equations is well understood
and therefore we discuss our approach only briefly; for further details see [46] or [51].

Asin Chapter let 7;, denote a finite element triangulation of Q, and let V}, be the corre-
sponding finite element space with quadratic shape functions that we used for the alternating-
direction method for LZAJh, ~ in Chapter Also, let P, denote the H!(Q)-conforming finite
element space based on 7, that uses linear shape functions. Then V', := [Vh]d and P, are the
Taylor-Hood finite element spaces for the Navier—Stokes equations (¢f. Chapter 5 of |46]);
these spaces are known to satisfy the inf-sup stability condition (¢f. Section 12.6 of [26]). As
noted in Chapter [3] in general the Taylor-Hood scheme does not yield a pointwise divergence
free velocity field. In the context of the coupled Navier—Stokes—Fokker—Planck system, this
may lead to undesirable effects, for example, related to the integral conservation property
identified for the Fokker—Planck equation in . We did not examine the behaviour of
this integral property in our numerical experiments presented in Section [£.3] but this is a
question of interest for future research.

Using the discrete spaces introduced above, our numerical method for the Navier—Stokes
system is defined as follows:

Suppose u) € Vp, p) € P, and IhN € L2(Q) = (L2(9))44 for n = 0,..., Ny — 1 are

given. Then, for n =0,..., Ny — 1, find yzﬂ € Vy and pZH € P, satisfying:

T
/ ch Fhoydg —l—/ ((QLZJrl -Va) LLZH) ~ypdg — / pZHNVx cup dg
o At Q Q

b+d+21-—
+7/yx@2+1:§x2hd%+ et ’Y/ZZ,Nﬂya:th@
Q Q

~ b Re Wi

+ o [(pZJr I— %yz LLZJF — b ReWiZz’N noq| -vnds =0 Yoy, € Vy, (4.2.5)
/ an V- gZH dz =0 Yan € Pn.  (4.2.6)
Q

L This pressure scaling is appropriate for creeping flow.
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Here noq signifies the unit outward normal vector to d€2. For tensors A and B, the colon
notation used above is defined as A : B := ) a;;b;;.

In this section we consider channel flow problems in which we have an inflow boundary,
04y, an outflow boundary, 0Qy: and channel wall boundaries 0€)y, such that 92 = 9, U
O0Qout U 029. We assume that the channel wall boundaries are stationary and we impose the
no-slip boundary condition y; = 0 on 9. Also, we impose up, = uin on 082y, where u;y, is an
inflow velocity profile corresponding to a fully-developed flow. In Section the maximum
of uiy is denoted by Upax. As a result of these Dirichlet boundary conditions, we have v, = Q
on 00, U 90Q. Also, on 9Qoys X (0, 7], we impose

b+d+21-—
(pi—}zeyx%— ks ’ )nang-

S b ReWi~

We approximate this boundary condition weakly, by omitting

1 il i1 bHd+21—~
/(990uc Kp,f £_§yxgh+ B b Re WihN | 2o -upds

from . Hence in the boundary term in vanishes on all of 9€2. Note that the Th,N
terms in are at time-level n rather than n + 1; we shall see below that this enables us
to couple the Fokker—Planck and Navier—Stokes equations in a convenient manner.

The momentum equation, (4.2.5), is nonlinear due to the term fQ((zNLZH Vo upth) vy, da.
Hence, we use Newton’s method to solve the nonlinear system of equations arising from
and at each time-level.

We now turn our attention to the Stokes equations, which we discretise in a very similar
manner. The difference is that we replace with the following equation:

btd+21—
_/S2pz+lym‘ﬂhd§+7/gyxﬂz+l:ymﬂhd5£++b+VVifY/QZZ,N:nyhd%

- szﬂz Yt - PR AE 2] _.”zZN> nm} ds=0 Vo € Vi (42.7)
a0 ~ ~ b Wi ="

We we apply the same boundary conditions as discussed above for the Navier—Stokes case, and

therefore the boundary term in (4.2.7) vanishes also. Note that there is no time derivative

in , and hence in this case the time-dependence comes only through 7  and the

boundary data. The Stokes equations are linear and therefore we do not requiré a Newton

scheme in this case.

The mixed finite element methods described above for the Navier—-Stokes and Stokes
equations were implemented in the finite element library libMesh [68]. In both cases, we
solve the linear systems that arise from the finite element discretisations using GMRES with
incomplete LU factorisation as a preconditioner. In order to obtain faster convergence rates
for the iterative solver one could apply more advanced preconditioning techniques, such as
the techniques discussed in [46] that take advantage of the structure of the linear systems
arising from the discretisation of Stokes or Navier—Stokes problems. However, there is little
incentive for us to accelerate the convergence of our Navier—Stokes or Stokes solvers in this
way because the overall computation time for computations with the Navier—Stokes—Fokker—
Planck system is dominated by solving the Fokker—Planck equation on € x D.

In Chapter [3] we restricted our attention to enclosed flows to simplify the analysis in
that chapter, but we are now interested in problems that have inflow and outflow boundaries.
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Therefore, we need to define the boundary conditions for the Fokker—Planck equation on 0€2iy,
and 0Qgut.

In fact, since the Fokker—Planck equation on () is a pure advection problem, we do not
need to do anything different on 0y since by definition we have u - ngqg > 0 thereﬂ
However, we do need to treat the inflow boundary differently. Suppose we set | 00, = uiy
for the Stokes/Navier—Stokes system for n = 1, ..., Np. Then that boundary data also defines
/j”; = Vui on 6Qin and Kin in turn determines the inflow boundary data, zﬁm, on 0, X D
for the Fokker-Planck equation. That is, for s € 9y, 1/331( )iq€D— wm(s q) € R for
n=1,..., Nr is determined by solving the g—direction Fokker-Planck equation corresponding

to i (s), so that Y (s,-) € Py(D) for each n. Writing

sz)ln S q Zd)mk Yk: (S,g) € 8Qin X D7

it then follows from that &in’k defines the inflow boundary data on 9€);, for &k in
. In practice we only solve for zﬁin at the nodes of 7;, on 9, so that we can impose
the inflow boundary condition on the line function %Z;k in an interpolatory sense. Notice
also that we can compute the inflow boundary data for 1&;% ~ before we begin solving the
Navier—Stokes—Fokker—Planck system, since ui, and kin are specified a priori.

We now define the algorithm for solving the Navier—Stokes—Fokker—Planck system. First

of all, we initialise the system to the equilibrium state by setting gg = (0 on 2, and therefore
50 = Yauj = 0 on Q also. Putting 5 = 0 in (2.8.9), we can see that ¢ = M is the
corresponding equilibrium steady-state solution, and hence we set @2 N =VM e V,@Pn(D)
on 2x D Also, for consistency with @Z%N, we set 7;27]\, = T on Q. Then, forn =0,...,Nr—1,
we perform the following steps:

1. Compute u"+1 €V, and an € Py using the mixed finite element method discussed

above for elther the Navier-Stokes or Stokes system. We use the tensor 7y  in (4.2.5)

2. Use method I or method II to compute AZJJFVI € Vi ® Py(D) with £ in (3.3.30) for
method I or with /ﬁ”“ in m 3.3.46|) for method II, and u”+1 in (3.3.33]) for either method.

3. Using (|1.3.37)), compute 7'”Jrl on () based on @ZJ"H € Vi @ Pn(D).

4. Return to 1. and continue marching in time.

Note that the 75, v terms in the momentum equations (4.2.5) or (4.2.7) are explicit in
time. This allows the Stokes/Navier—Stokes equations to be coupled to the Fokker—Planck
equation in a simple manner, but the drawback is that the algorithm defined in steps 1. to

2Strictly speaking, one has to be more careful: since the definition of the outflow boundary depends on U,
and u is one of the unknowns, one cannot in general know a priori whether or not a specific portion of 0€ is
or isn’t an outflow boundary. The numerical test problems considered here will, however, be simple enough
to enable us to fix the location of 0Qu: independently of .

3Since uin is a fully-developed flow, we assume that the velocity field upstream of 0, has the same profile
Uin; this ensures that V.uin is well-defined on the inflow boundary.

4We assume here that \/M € Pn (D), which is reasonable according to Remark
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4. above is only conditionally stable. In Section we use At = 0.01 and this time-step size
is sufficiently small to yield a reliable numerical method for the micro-macro problems that
we consider.

4.3 Numerical results

In this section, we consider two distinct problems. The first is a planar contraction flow in
the d = 2 case, which we discuss in Section and the second is a flow around a sphere
in the d = 3 case, considered in Section [4.3.2] For each of these two problems we present
numerical results for one particular discrete space V3 @ Py (D), but in each case we performed
mesh refinement studies (i.e. we solved using a sequence of increasingly refined spaces) to
ensure that the numerical results shown below are accurate.

4.3.1 4-to-1 planar contraction flow

Contraction flows are standard benchmark problems in computational rheology because they
are challenging from the numerical point of view and they also have practical relevance in
industrial applications (for a detailed discussion of contraction flows see Chapter 8 of [103]).
In this section we consider the coupled Navier—Stokes—Fokker—Planck model with Re = 1
in a contracting domain, which is 10 units long, 4 units wide in the wider section and 1
unit wide in the narrow section. We set 9€);, and 9€y to be the left-hand and right-hand
boundaries of €2, respectively, and we let the top edge boundary be 0€)y. In this case, to
save computational work we also imposed a symmetry boundary condition on the bottom
boundary by setting the y-component of uy; to zero there. We set ui, to be a parabolic
inflow profile, corresponding to steady Poiseuille flow in a channel, that vanishes at the top
boundary and achieves its maximum value of Upyax = 1 at the symmetry boundary.

As specified in Chapter 3, we need £ = Vaup € L*°(Q) in order to use the alternating-
direction methods I or II. Clearly, for any H'()-conforming finite element approximation,
up, this condition will be satisfied. Nevertheless, for the moment, let us consider the weak
solution, u € H¥(Q) for some k > 0. In order to guarantee that V,u € L*°(£2), we require
the embedding H*(€2) C L*>°(Q) to hold; a sufficient condition for this embedding is that
k—1>d/2,ie. that k > 2 when d = 2. However, contraction flows of polymeric fluids
are typically simulated using ‘L-shaped’ domains and it is well known that the Stokes and
Navier—Stokes equations exhibit a corner singularity on domains of this type so that in general
u & H*(Q) (¢f. Remark 5.10 in [46]). Therefore, V,u will not, in general, belong to L>(€2),
and hence the sequence xj, = Vzup will not be uniformly bounded in h as h — 04. As a
result, instead of an L-shaped domain, we use the physical space domain with a rounded
corner shown in Figure [£.I] Also, in order to resolve the solution satisfactorily, the finite
element mesh, 7,, has been graded so that it is finer near the (rounded) corner.

We applied the algorithm defined in Section for the coupled Navier—Stokes—Fokker—
Planck system to the contraction flow problem described above. We set b = 12, Wi = 0.8,
v = 0.59 and took 500 time-steps with At = 0.01 so that 7' = 5. We used alternating-
direction method II with basis A and the p = 4 quadrature rule on triangles for which Q . = 6
(¢f. Section so that QH2 was satisfied. The mesh 75 contained 905 triangular finite
elements and therefore Qo = 543OE| Also, we used (N;, Ng) = (20,20) for the g-direction

56335 quadrature points would have been required to satisfy QHI; hence we obtain a significant reduction
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spectral method, so that Np = 820. The macroscopic velocity field at T = 5 is plotted
in Figure (b) and the corresponding components of 75y are shown in Figure The
computation was performed using 40 processors of the Lonestar supercomputer at the Texas
Advanced Computing Centre using the parallel implementation of the alternating-direction
method described in Section [3.8.4] and each time-step took 1.16 seconds.

As shown in Table the backward Euler temporal discretisation of the Fokker—Planck
equation in the g—direction is more stable than the semi-implicit discretisation in the case
that Wi||g|ec(q) = 5. Therefore, for the contraction flow problem considered here, in which
Wi [|g[|pe (@) = 10 (the maximum g values occur near the corner), the stability advantage of
method IT outweighs method I's advantage of lower computational cost per time-step.
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Figure 4.1: (a) The finite element mesh 7}, used for the contraction flow computations. 7}, contains
905 triangular elements. (b) Streamlines for the macroscopic velocity field; this corresponds closely
to the Figure 8.9 in [103|, which shows computational results for planar contraction flows obtained
using the fully macroscopic Oldroyd B model.

4.3.2 Flow around a sphere

The planar flow of a polymeric fluid around a cylindrical obstacle in a channel has also
been a popular benchmark problem in the computational rheology literature (see Chapter
9 of [103]). In this section we consider a three-dimensional analogue in which we solve the
micro-macro model for a suspension of FENE dumbbells for the flow around a sphere with
radius 1 in a three-dimensional channel with 4 x 4 square cross-section. In this case Q C R3
and Q x D C RS, We set b =12, Wi = 1, v = 0.59 and we used the Stokes equations for the
macroscopic velocity field.

The mesh 7}, is shown in Figure We set uiy to be the velocity profile corresponding to
steady Stokes flow in a channel with square cross-section, with Uy.x = 1. We also imposed a
no-slip boundary condition condition on the channel walls and on the spherical obstacle, and
we set two symmetry boundary conditions so that we only needed to simulate the flow in one
quarter of the domain. We again used alternating-direction method II for this problem since
Wi||5[lLe (o) & 5.

The mesh 7}, contains 5150 tetrahedral elements. According to Section we require
Qi = 14 in order to satisfy either QH1 or QH2, and hence we have Qo = 72100. For

in the number of g-direction solves per time-step by satisfying QH2 only.
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Figure 4.2: The components of 75 5 at 7' = 5. In the 711 plot, values range from 0.45 (blue) to 15.7
(red), in the 712 (= 721) plot we have -9.75 (blue) to 1.41 (red) and in the 722 plot, 0.46 (blue) to 11.5
(red). The polymeric extra-stress is largest in the region near the rounded corner.

the g-direction spectral method we used basis C with (N, Ngpn) = (12,12), so that Np =
1092. Therefore, in each time-step, 72100 three-dimensional g-direction solves and 1092 three-
dimensional g-direction solves were performed. We took 100 time-steps with At = 0.01 to
reach T' = 1. Plots of the x-component of u; and of p;, at T' = 1 are shown in Figure
Also, the components of the polymeric extra-stress tensor at T' = 1 are shown in Figure
This computation was performed with Npoc = 128 and it took 38.7 seconds to evaluate each
time-step of the coupled Stokes-Fokker—Planck system.

4.4 Conclusions

In this chapter we introduced a deterministic multiscale algorithm for the micro-macro model
of dilute polymeric fluids. This algorithm couples the alternating-direction scheme from
Chapter [3| to a finite element method (for Stokes or Navier-Stokes) for computing the macro-
scopic velocity field. We used this algorithm to simulate two channel flows; a 4-to-1 contrac-
tion (with a rounded reentrant corner to avoid a singularity in u) in Section and a flow
around a spherical obstacle in a channel with square cross-section in Section [4.3.2

We made extensive use of parallel computation in order to obtain the computational
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(b)

Figure 4.3: (a) Plot of the pressure, p, € Pj, at T = 1, with values ranging from 0.5 (blue) to
14.4 (red). Also, this plot shows the mesh 7;,. Note that the mesh is very fine in the vicinity of the
spherical obstacle in order to resolve the solution structure in that region. (b) The z-component of
the macroscopic velocity field at T' = 1; values range from 0 (blue) to 1 (red).

results in Section [4.3] In particular, to the best of our knowledge the micro-macro model has
not previously been used in the case that Q x D € R® and this was only made feasible in
Section through the use of large-scale parallel computation.
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Figure 4.4: Plots of the components of the polymeric extra-stress tensor, 7, n, at 7' = 1 for the
channel flow around a spherical obstacle. The minimum (blue) and maximum (red) values in each
plot are as follows; 71: 0.53 to 6.25, Ty2: —1.25 to 2.41, 713: —1.21 to 2.5, 799: 0.48 to 3.35, 7o3:
—0.33 to 1.15 and 733: 0.47 to 3.46.
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Chapter 5

Existence of global weak solutions
to Navier—Stokes—Fokker—Planck
systems

5.1 Introduction

This chapter is concerned with the question of existence of global weak solutions to a system
of nonlinear partial differential equations that arises from the kinetic theory of dilute polymer
solutions. The solvent is an incompressible, viscous, isothermal Newtonian fluid confined to
a bounded open set @ C R? d = 2 or 3, with boundary 0. For the sake of simplicity
of presentation, we shall suppose that 2 has solid boundary 0€; the velocity field y will
then satisfy the no-slip boundary condition ¥ = 0 on 0€2. The polymer chains, which are
suspended in the solvent, are assumed not to interact with each other. The conservation
of momentum and mass equations for the solvent then have the form of the incompressible
Navier—Stokes equations in which the elastic extra-stress tensor 7 (i.e., the polymeric part of
the Cauchy stress tensor) appears as a source term:

Given T € Rso, find u : (z,t) € Q x [0,T] = u(z,t) € R? and p : (z,t) € Q x (0,T]
p(z,t) € R such that

glf—l-(g-ym)y—yAxg—i-yzp = [+Va-1 in Q x (0,77, (5.1.1a)
Vo u = 0 inQx (0,7],  (5.1.1b)

u = 0 on 002 x (0,7], (5.1.1c)

w(z,0) = wo(z) Vz € Q, (5.1.1d)

where y is the velocity field, p is the pressure of the fluid, v € Ry is the viscosity of the
solvent, and f is the density of body forces acting on the fluid.

In the kinetic models under consideration here the extra-stress tensor 7 is defined as the
weighted mean of ¢, the probability density function of the (random) conformation vector
of the polymer molecules (cf. below). The Kolmogorov equation satisfied by v is a
Fokker—Planck-type second-order parabolic equation whose transport coefficients depend on
the velocity field u.

131
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Polymer solutions exhibit a range of non-Newtonian flow properties: in particular, the
stress endured by a fluid element depends upon the history of deformations experienced by
that element. Thereby, rheological properties of non-Newtonian fluids are governed by the
flow-induced evolution of their internal microstructure. Following Keunings [66], a relevant
feature of the microstructure is the conformation of the macromolecules, i.e., their orientation
and the degree of stretching they experience. From the macroscopic viewpoint it is only the
statistical distribution of conformations that matters: the macroscopic stress carried by each
fluid element is governed by the distribution of polymer conformations within that element.
Motivated by this observation, kinetic theories of polymeric fluids ignore quantum mechanical
and atomistic effects and focus on “coarse-grained” models of the polymeric conformations.
Depending on the level of coarse-graining, one may arrive at a hierarchy of kinetic models. For
example, a dilute solution of linear polymers in a Newtonian solvent can be described in some
detail by the freely jointed bead-rod Kramers chain, which comprises a number of beads (of
the order of 100) connected by rigid linear segments. A coarser model of the same polymer is
the freely jointed bead-spring chain, a Rouse chain, consisting of a smaller number of beads (of
the order of 10) connected linearly by entropic springs. A coarser model still is the dumbbell
model, which involves two beads connected by a spring; cf. Bird, Curtiss, Armstrong, and
Hassager [23]. As has been emphasized by Keunings [66], such coarse-grained models are
not meant to capture the detailed structure of the polymer. Rather, they are intended to
describe, in more or less detail, the evolution of polymer conformations in a macroscopic flow.

Many of the interesting properties of dilute polymer solutions can be understood by mod-
elling them as suspensions of simple coarse-grained objects (viz. dumbbells) in a Newtonian
fluid. This chapter is devoted to the mathematical analysis of dumbbell models that are non-
linearly coupled Navier—Stokes—Fokker—Planck systems of partial differential equations: from
the technical viewpoint these relatively simple models already exhibit many of the analytical
difficulties encountered in the study of more complex models.

Suppose that the domain of admissible conformations (orientation vectors of polymer
chains) D C R? is a balanced convex open set in R?; the term balanced means that q € D
if, and only if, —q € D. Hence, in particular, Q € D. Typically, D is the whole of R? or a
bounded open d-dimensional ball centred at the origin Q € RY.

Let O C [0,00) denote the image of D under the mapping g — %]g |2, and consider the
spring-potential U € C*°(O;R>g). Clearly, 0 € O. We shall suppose that U(0) = 0 and that

U is monotonic increasing and unbounded on ©. The elastic spring-force F' : D C R — R?
is then defined by

F(q) =U'(3lq*) ¢- (5.1.2)

~
~ ~

Example 5.1.1 In the Hookean dumbbell model, the spring force is defined by E(g) =q,
with ¢ € D = R%, corresponding to U(s) = s, s € O = [0,00). Unfortunately, this simple
model is physically unrealistic as it admits arbitrarily large extensions. We shall therefore
assume in what follows that D is a bounded open ball in R? centred at the origin Q € RY. o

We shall further suppose that there exist constants ¢; > 0, i = 1,2,3,4, and v > 1 such
that the (normalized) Maxwellian M, defined by
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and the associated potential U satisfy

c [dist(g, 0D)]" < M(q) < cp[dist(g, OD)]” Vg € D, (5.1.3a)
cg < [dist(q, 0D)] U'(%\Q\Q) <ecy VgeD. (5.1.3b)

Observe that
M(q) Vo M(g)] ™ = ~[M(@)] 7V, Mlg) = VUGBl = U'RlaP) g (5.04)

Since [U(5]q|*))> = (—In M(q) + Const.)?, it follows from 1 b) that (if v > 1, as has
been assumed here, then)

/D 1+ [U(1g)2 + [0 (B[] M(q) dg < oc. (5.1.5)

Example 5.1.2 In the FENE (finitely extensible nonlinear elastic) dumbbell model the
spring force is given by

1 1
E(g)—1_|g‘2/bg7 QGD—B<va2)7
corresponding to U(s) = —% In(1-2),s€0=10, %) Here B(0, b%) is a bounded open ball
in R? centred at the origin 0 € R? and of fixed radius b%, with b > 0. Direct calculations show
that the Maxwellian M and the elastic potential U of the FENE model satisfy conditions
(5.1.3ab) with 4 = & provided that b > 2. Thereby also holds for b > 2.

It is interesting to note that in the (equivalent) stochastic version of the FENE model a
solution to the system of stochastic differential equations associated with the Fokker—Planck
equation exists and has trajectorial uniqueness if, and only if, b > 2 (cf. Jourdain, Lelievre,
and Le Bris [62] for details). Thus, the assumption v > 1 can be seen as the weakest
reasonable requirement on the decay-rate of M in as dist(g ,0D) — 0. ©

Due to the flow-induced thermal agitation, polymer molecules are subjected to Brownian
forces. Let (z,q,t) — (z,q,t) denote the probability density function corresponding to
the vector-valued stochastic process (X (t),Q(t)), where X(t) €  is the position vector of
the centre of mass of the dumbbell at time ¢ > 0, and Q(t) € D is the conformation (or
end-to-end) vector of the dumbbell at time ¢ > 0. RoughlyN speaking, ¥ (z, g, t) represents the
probability at time ¢ of finding the centre of mass of a dumbbell at g and having elongation
vector q.

The governing equations of the coupled Navier—Stokes—Fokker—Planck model are
d), where the extra-stress tensor 7 is defined by

2

@)=k ( [ 40" (31aF) wie 0dg ~ s ) (5.1.6)

with the density of polymer chains located at z at time ¢ given by

~

p(z,t) = /Dw(z:,g,t) dg. (5.1.7)
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The probability density function v is a solution of the Fokker—Planck equation

0
B b Ve )+ Vg - (gw) qv) =

1
ot Vi (Ve + U’(%!gl2) g?/J) +eAy, (5.1.8)

2\
with g(v) = Vv, where (Vo v)(z,t) € R and {V, v}i; = gTU; (cf. Barrett and Sili |11]).
Here, ¢ = ¢2/(8)) is the centre-of-mass diffusion coefficient of the dumbbells, ¢y < diam(2)
is the characteristic microscopic length-scale (i.e. the characteristic dumbbell size) and A =
(/4H. The parameter A\ € R characterizes the elastic relaxation property of the fluid,
¢ > 0 is a friction coefficient, H > 0 is a spring-constant, kg > 0 is the Boltzmann constant
and 7 > 0 is the absolute temperature.

A noteworthy feature of compared to classical Fokker—Planck equations for bead-
spring models in the literature is the presence of the g-dissipative centre-of-mass diffusion
term e A1) = (£2/8)\) Az on the right-hand side of the Fokker—Planck equation (5.1.8). We
refer to Barrett and Siili [11] for the derivation of and the mathematical justification
of the presence of the centre-of-mass diffusion term e A, v; see also the recent article by
Schieber [108] concerning generalized dumbbell models with centre-of-mass diffusion. In
standard derivations of bead-spring models the centre-of-mass diffusion term is routinely
omitted, on the grounds that it is several orders of magnitude smaller than the other terms
in the equation. Indeed, when L = 1 is a characteristic macroscopic length-scale (such as,
for example, diam((2)), Bhave, Armstrong, and Brown [19] estimate the ratio ¢3/L? to be
in the range of about 107 to 10~7. However, the omission of the term € A1) from
in the case of a heterogeneous solvent velocity u(z,t) is a mathematically counterproductive
model reduction. When ¢ A, 1) is absent, becomes a degenerate parabolic equation
exhibiting hyperbolic behaviour with respect to (z,t). Since the study of weak solutions
to the coupled problem requires one to work with velocity fields y that have very limited
Sobolev regularity (typically u € L°°(0,T;L*(Q)) N L2(0, T; H{())), one is then forced into
the technically unpleasant framework of hyperbolically degenerate parabolic equations with
rough transport coefficients (cf. Ambrosio [2] and DiPerna and Lions [40]). The resulting
difficulties are further exacerbated by the fact that, when D is bounded, a typical spring
force F(q) for a finitely extensible model (such as FENE) explodes as ¢ approaches 0D; see
Example above. For these reasons, here we shall retain the centre-of-mass diffusion term
in . At the macroscopic level, centre-of-mass diffusion can be seen as stress diffusion: in
the case of the Hookean model with centre-of-mass diffusion, the corresponding macroscopic
model is Oldroyd-B with stress diffusion. For a careful numerical study of the Oldroyd-B
model with stress diffusion, we refer to the paper of Sureshkumar and Beris [118]; see also
the paper of Bhave, Armstrong and Brown [19].

We conclude this introduction with a brief survey of recent developments on the analysis
of classical bead-spring models; with the exception of Barrett and Siili |[11] mentioned above
and Bhave, Armstrong and Brown [19] and El-Kareh and Leal [45], all articles cited consider
models that correspond to formally letting € = 0 in , i.e., omitting the centre-of-mass
diffusion term.

An early contribution to the existence and uniqueness of local-in-time solutions to a
family of bead-spring type polymeric flow models is due to Renardy [106]. While the class
of potentials F'(¢q) considered by Renardy [106] (cf. hypotheses (F) and (F') on pp. 314-
315) does include the case of Hookean dumbbells, it excludes the practically relevant case of
the FENE model (see Example above). More recently, E, Li, and Zhang [43] and Li,
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Zhang, and Zhang [81] have revisited the question of local existence of solutions for dumbbell
models. A further development in this direction is the work of Zhang and Zhang [127], where
the local existence of regular solutions to FENE-type models has been shown. All of these
papers require high regularity of the initial data. More recently, Lin, Zhang and Zhang [85]
have shown the global existence of smooth solution to the two-dimensional FENE dumbbell
model.

Constantin [37] has considered the Navier—Stokes equations coupled to nonlinear Fokker—
Planck equations describing the evolution of the probability distribution of the particles
interacting with the fluid. He described, in the case when D is a Riemannian manifold, re-
lations determining the coefficients of the stresses added in the fluid by the particles; these
relations link the extra stresses to the kinematic effect of the fluid velocity on the particles
and to the interparticle interaction potential. In equations (of Type 1, in the terminology of
Constantin [37]) where the extra stresses depend linearly on the particle distribution density,
as is the case in the present chapter, the energy balance requires a response potential. In
equations (of Type 2) where the added stresses depend quadratically on the particle distribu-
tion, it is shown that energy balance can be achieved without a dynamic response potential,
and global existence of smooth solutions is shown if inertial effects are neglected. The neces-
sary relationship (eq. (2.14) in Constantin [37]) for the existence of a Lyapunov function in
the sense of Theorem 2.2 of Constantin [37] does not hold for the polymer models considered
in the present chapter.

Otto and Tzavaras [102] have investigated the Doi model (which is similar to a Hookean
model (cf. Example above), except that D = S?) for suspensions of rod-like molecules
in the dilute regime. For certain parameter values, the velocity gradient vs. stress relation
defined by the stationary and homogeneous flow is not rank-one monotone. They considered
the evolution of possibly large perturbations of stationary flows and proved that, even in the
absence of a microscopic cutoff, discontinuities in the velocity gradient cannot occur in finite
time.

Jourdain, Lelievre, and Le Bris [62] studied the existence of solutions to the FENE model
in the case of a simple Couette flow. By using tools from the theory of stochastic differen-
tial equations, they established the existence of a unique local-in-time solution to the FENE
model in two space dimensions (d = 2) when the velocity field u is unidirectional and of the
particular form u(z1,z2) = (u1(z2),0)T. The notion of solution for which existence is proved
in the paper of Jourdain, Lelievre, and Le Bris [62] is mixed deterministic-stochastic in the
sense that it is deterministic in the “macroscopic” variable z but stochastic in the “micro-
scopic” variable ¢. In contrast, our notion of solution (cf. Section [5.3 below) is deterministic
both macroscoplcally and microscopically, since the microscales are modelled here by the
probability density function ¥ (z, q,t). The choice between these different notions of solution
has far-reaching consequences on computational simulation: mixed deterministic-stochastic
notions of solution necessitate the use of Monte Carlo-type algorithms for the numerical ap-
proximation of polymer configurations, as proposed in the monograph of Ottinger [101] and,
for example, in the paper of Jourdain, Lelievre, and Le Bris [61]; whereas weak solutions in
the sense considered herein can be approximated by entirely deterministic (e.g., Galerkin-
type) schemes, as was done, for example, in Lozinski, Chauviére, Fang, and Owens [92] and
Lozinski, Owens, and Fang [93]—at the cost of solving a Fokker—Planck equation in 2d spatial
dimensions.

In the case of Hookean dumbbells, and assuming € = 0, the coupled microscopic-macroscopic
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model described above yields, formally, taking the second moment of q— w(g ,z, 1), the fully
macroscopic, Oldroyd-B model of viscoelastic flow. Lions and Masmoudi [86] have shown the
existence of global-in-time weak solutions to the Oldroyd-B model in a simplified corotational
setting (i.e. with o(u) = V. u replaced by %(ymg — (Vzu)")). The argument of Lions and
Masmoudi [86] is based on exploiting the propagation in time of the compactness of the solu-
tion (i.e. the property that if one takes a sequence of weak solutions which converges weakly
and such that the corresponding sequence of initial data converges strongly, then the weak
limit is also a solution) and the DiPerna—Lions |40] theory of renormalized solutions to linear
hyperbolic equations with nonsmooth transport coefficients. It is not known if an identical
global existence result for the Oldroyd-B model also holds in the absence of the crucial as-
sumption that the drag term is corotational. We note in passing that, assuming ¢ > 0, the
coupled microscopic-macroscopic model above yields, taking the appropriate moments in the
case of Hookean dumbbells, a dissipative version of the Oldroyd-B model. In this sense, the
Hookean dumbbell model has a macroscopic closure: it is the Oldroyd-B model when € = 0,
and a dissipative version of Oldroyd-B when € > 0 (cf. Barrett and Siili [11]). In contrast, the
FENE model is not known to have an exact closure at the macroscopic level, though Du, Liu
and Yu [42] and Yu, Du, and Liu |125] have recently considered the analysis of approximate
closures of the FENE model. Lions and Masmoudi [87] proved the global existence of weak
solutions for the corotational FENE dumbbell model, once again corresponding to the case
of e = 0, and the Doi model, also called the rod model. As in Lions and Masmoudi [86], the
proof is based on propagation of compactness; see also the related paper of Masmoudi [96].

Previously, El-Kareh and Leal [45] had proposed a macroscopic model, with added dis-
sipation in the equation that governs the evolution of the conformation tensor A(z,t) :=
I} DQQTU ! (%|g 12) ¥(z,q,t)dg, in order to account for Brownian motion across streamlines;
the model can be thought of as an approximate macroscopic closure of a FENE-type micro-
macro model with centre-of-mass diffusion.

Barrett, Schwab, and Siili [10] established the existence of, global in time, weak solu-
tions to the coupled microscopic-macroscopic model d) and with ¢ = 0, an
z-mollified velocity gradient in the Fokker—Planck equation and an g-mollified probability
density function v in the Kramers expression—admitting a large class of potentials U (in-
cluding the Hookean dumbbell model as well as general FENE-type models); in addition to
these mollifications, u in the g-convective term (u - V)¢ in the Fokker—Planck equation
was also mollified. Unlike Lions and Masmoudi [86], the arguments in Barrett, Schwab, and
Siili [10] did not require the assumption that the drag term was corotational in the FENE
case. The mollification S, of the velocity field v that was considered in Barrett, Schwab
and Siili [10] was stimulated by the Leray-a model of the incompressible Navier-Stokes equa-
tions (the viscous Camassa—Holm equations), proposed by Foias, Holm, and Titi [50], with
the mollified velocity field S,u defined as the solution of a Helmholtz—Stokes problem, thus
ensuring that the mollified velocity field S,u is still divergence-free and satisfies the same
boundary condition as u.

In Barrett and Siili [11], we derived the coupled Navier—Stokes—Fokker—Planck model with
centre-of-mass diffusion stated above. The anisotropic Friedrichs mollifiers, which naturally
arise in the derivation of the model in the Kramers expression for the extra stress tensor and in
the drag term in the Fokker—Planck equation, were replaced by isotropic Friedrichs mollifiers.
We established the existence of global-in-time weak solutions to the model for a general
class of spring-force-potentials including in particular the FENE potential. We justified also,
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through a rigorous limiting process, certain classical reductions of this model appearing in
the literature that exclude the centre-of-mass diffusion term from the Fokker-Planck equation
on the grounds that the diffusion coefficient is small relative to other coefficients featuring
in the equation. In the case of a corotational drag term we performed a rigorous passage to
the limit as the Friedrichs mollifiers in the Kramers expression and the drag term converge
to identity operators.

In the present chapter neither the probability density function ) in the Kramers expression
nor the velocity field ¢ in the drag term

Y, (ewan) =V, - jewant ()] (5.9

appearing in will be mollified. Instead, motivated by recent papers of Jourdain,
Lelievre, Le Bris, and Otto [63] and Lin, Liu, and Zhang [84] (see also Arnold, Markowich,
Toscani, and Unterreiter [6], and Desvillettes and Villani [39]) concerning the convergence of
the probability density function ¢ to its equilibrium value oo (2, q) := M(q) (corresponding
to the equilibrium value uso(z) := 0 of the velocity field) in the absence of body forces f,
we observe that if ¢)/M is bounded above then, for L € R+ sufficiently large, the drag term

(5.1.9) is equal to
(0
: Mph (=
Vq [g(y)g B (M)]

where 3 € C(R) is a cut-off function defined as

L,N._ | s for s < L,
B (s) -—{ I for I < 5. (5.1.10)

It follows that, for L > 1, any solution % of (5.1.8]), such that ¢)/M is bounded above,
also satisfies

S (e Ve )+ Y, - [g@%MﬁL <w)]

= yq.<Myq (;Z))erxw in Qx Dx(0,T]. (51.11)

We impose the following boundary and initial conditions:

[M Y, (‘”) —g(u)q M " (‘”ﬂ Ay on Qx dD x (0,T], (5.1.12a)

2\ M M)] lql
eVa® - noa =0 on 02 x D x (0,T], (5.1.12b)
¥(z,9,0) = vo(z,q) = 0 V(z,q) € @ x D; (5.1.12¢)

where qis normal to 9D, as D is a bounded ball centred at the origin, and ngq is the unit
outward normal to Q. Here [, ¢o(z,q)dg =1 for a.e. x € Q.

The coupled problem ((5.1.1af-d), GglgD, (5.1.7), (5.1.11), (5.1.12af-c) will be referred to
as a dumbbell model with microscopic cut-off. In order to highlight the dependence on ¢ and
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L, in subsequent sections the solution to (5.1.11)), (5.1.12a}-c) will be labelled 1, 1. Due to
the coupling of (5.1.11)) to (5.1.1a)) through (5.1.6)), the velocity and the pressure will also
depend on ¢ and L and we shall therefore denote them in subsequent sections by w. r and
Pe,L-

A detailed argument for introducing cut-off, albeit of a very different nature, was put
forward in El-Kareh and Leal [45] (cf. (3.10a,b)); the authors used a nonnegative function g €

D +— g(|q|) that is compactly supported in D, in both the right-hand side of the momentum
equationN and in the macroscopic counterpart of the Fokker—Planck equation, in order to
truncate the unbounded function ¢ € D — U/(%|g\2) =1/(1- |g\2/b), |g\2 < b, to a bounded
compactly supported function ¢ € D+ g(|q|) U’(%|g]2).

The cut-off 3 proposed here has several attractive properties. We observe that the
couple {Uco, Yoo}, defined by uoo(z) = 0 and ¥o(z,9) = M(q), is still an equilibrium
solution of 1 d) with f =0, (I5.1.6|), (]5.1.7[), q5.1.11|), 5.1.12a-c) for all L > 0. Thus,
unlike the truncation of the (unbounded) potential proposed in El-Kareh and Leal [45], the
introduction of the cut-off function $% into the Fokker-Planck equation (5.1.8) does not alter
the equilibrium solution (¢eo,%eo) of the original Navier—Stokes—Fokker—Planck system. In
addition, the boundary conditions for 1) on 92 x D x (0,T] and Q x 9D x (0,T] ensure that

1 1
¥(z,q,t)dgdz =

¢0(§ag) dg d%’ =1 Vit € Rzo.

TQI QxD TQI QxD

Our objective is to establish the existence of, global in time, weak solutions to the the
dumbbell model with microscopic cut-off. The chapter is structured as follows. We begin,
in Section by stating the weak formulation of the coupled Navier—Stokes—Fokker—Planck
system with centre-of-mass diffusion and microscopic cut-off, for the general class of potentials
U under consideration. In particular, the FENE model fits into the general setting. In
Section [5.3| we embark on the proof of existence of weak solutions to our model. We introduce
a family of weighted Sobolev spaces that provide the natural functional-analytic framework for
the problem: the weight of the space is the Maxwellian induced by the potential U appearing
in the Fokker—Planck equation. Our proof requires a special compact embedding result in
these Maxwellian-weighted Sobolev spaces, which is proved in the Appendix to this chapter
by combining compact embedding theorems by Antoci [5] and Shakhmurov [113]. The proof
of existence of global weak solutions to the coupled Navier—Stokes—Fokker—Planck system
(5.1.1a}-d), (5.1.6), (5.1.7)), (5.1.11)), (5.1.12al-c) then rests on a weak-convergence argument.
A key ingredient, resulting in sufficiently strong a-priori bounds, is a special testing procedure
based on the convex entropy function

s€Rspg— F(s):==s(Ins—1)+1€Rxg

in the weak formulation of the Fokker—Planck equation. This leads to a fortuitous cancellation
of the extra stress term on the right-hand side of the Navier—Stokes equation with the drag
term in the Fokker-Planck equation and results in an L°°(0, T; L'(©)) bound on the relative
entropy Epr(¥) of 1 with respect to the equilibrium solution 1., = M, where

eut) = [ F (;@) M(g)dg.

The choice of the entropy function F in the present context has been motivated by
the papers Arnold, Markowich, Toscani, and Unterreiter |6], Desvillettes and Villani [39],
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Jourdain, Lelievre, Le Bris, and Otto [63] and Lin, Liu, and Zhang [84] cited above. It
is important to note that the cut-off function 3% and the entropy function F are closely
related, viz. (#%(s) = min(1/F"(s), L), and this connection will play a crucial role in our
argument. Due to the fact that F”(s) is unbounded at s = 0, in Section the strictly
convex entropy function F will be replaced by a strictly convex regularization .7-'5]‘ whose
second derivative is bounded above by 1/6 and bounded below by 1/L, § € (0,1), L > 1; at
the same time the cut-off function S will be replaced by a strictly positive cut-off function
BE defined by BE(s) = 1/[FE])"(s). The existence of global weak solutions to the regularized
cut-off problem is shown in Section In Section we then pass to the limit 6 — 0
with the regularization parameter J, to deduce the existence of a global weak solution to the
coupled Navier-Stokes—Fokker—Planck system (/5.1.1atd), (5.1.6]), (5.1.7), (5.1.11)), (5.1.12af
¢) with microscopic cut-off. Ideally, one would like to replace 3”(s) = min(s, L) by B(s) =
s in the Fokker—Planck equation. However, our current proof of existence in the general
noncorotational case requires the presence of the microscopic cut-off function 8% on the drag
term. Nevertheless, in the case of a corotational drag term at least passage to the limit
L — oo recovers the Fokker—Planck equation , without cut-off (see Remark .

The convergence analysis of a general class of Galerkin-type approximations to the cou-
pled corotational Navier—Stokes—Fokker—Planck model, which is mentioned above and was
formulated in Barrett and Siili [11], was considered in Barrett and Siili [13]; for the conver-
gence analysis of finite element approximations to the general noncorotational model with
cut-off, considered herein, we refer to the discussion in the next chapter.

5.2 The polymer model

We term polymer models, under consideration here, microscopic—-macroscopic-type models,
since the continuum mechanical macroscopic equations of incompressible fluid flow are cou-
pled to a microscopic model: the Fokker—Planck equation describing the statistical properties
of particles in the continuum. We first present these equations and collect assumptions on
the parameters in the model.

Let Q C R? be a bounded open set with a Lipschitz-continuous boundary 052, and suppose
that the set D of admissible elongation vectors g in is a bounded open ball in R?,
d =2 or 3, centred at the origin.

Gathering (5.1.1af-d), (5.1.6]), and (5.1.8]) together, we then consider the following initial-
boundary-value problem dependent on the parameters e < 1 and L > 1:

(Per) Find uer ¢ (2,t) € R s we r(z,t) € R and pef, ¢ (z,t) € R pop(z,t) €
R such that

Oue
L (wer Vo )ter =V Ao+ Voper = f+ Ve 1(er) (5.2.1a)
in Q x (0,77,
Ve mer = 0 mQx(0,T],  (52.1b)

Uer, = 0 ondQx(0,7], (5.2.1c)

wer(50) = wo on (5.2.1d)
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where v € Ry is the given viscosity, f(z,t) is the given body force and (e ) : (z,t) €
R s T(Ve,r)(z,t) € R%*4 is the symmetric extra-stress tensor, dependent on a probability
density function ¢ 1 : (z,q,t) € R2d+1 Yer(2,q,t) € R, defined as

T(Wer) =kp T (C(Wer) — p(ther) D). (5.2.2)

Here kp, T € Ry are, respectively, the Boltzmann constant and the absolute temperature,
[ is the unit d x d tensor, and

Cer)(z,t) = /D%,L(%“,g,t)U'(%Ig\2)ggng (5.2.3a)

and

p(Yer)(z,t) = /DwE,L(g,g,t)dq. (5.2.3b)

~

The Fokker—Planck equation with microscopic cut-off satisfied by 1) 1, is:

O, e,
8tL + (Ue,r - Vo )ber + Vg - [g(@e,L)gMﬂL <ML>]

1 € .
:”\yq.(MNVq <¢ML>)+5AI¢E,L in QxDx(0,T]. (5.24)

Here, g(v) = V. v and, for a given L > 1, & € C(R) is defined by (5.1.10).
We impose the following boundary and initial conditions:

[;\i Vq (dje’L) — g (Ue,r) gMﬁL <T’Z)E’L>} A 0 on Q x 0D x (0,T], (5.2.5a)

eVater - nog =0 on 02 x D x (0,T], (5.2.5b)
Ye,(2,9,0) = Yo(z,q) = 0 V(z,q) € 2 x D, (5.2.5¢)

where 7190 is the unit outward normal to 9Q. Here [}, 4o(z,q)dg = 1 for a.e. g € Q. The
boundary conditions for 1. 1, on 9 x D x (0,T] and £ x 9D x (0,T] have been chosen so as
to ensure that [, e r(z,q,t)dgdz = [, pto(z,¢q) dgdz = |Q| for all t > 0.

5.3 Existence of global weak solutions
Let

Hi={wel*Q):V, - w=0} and V:i={weHj(Q):V, w=0}, (53.1)

where the divergence operator V, - is to be understood in the sense of vector-valued distribu-
tions on 2. Let V' be the dual of V. Let S : V' — V be such that Sv is the unique solution
to the Helmholtz—Stokes problem

/§Q' wd£+/y$(§y):ymwdg=<y,w>v Yw eV, (5.3.2)
Q Q
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where (-, -)y denotes the duality pairing between V' and V. We note that
(0.50)y = IS vl YeeV D (HQ). (5.3.3)

and ||S - |1 (q) is @ norm on V.
For later purposes, we recall the following well-known Gagliardo—Nirenberg inequality.

Let r € [2,00) if d =2, and r € [2,6] if d = 3 and § = d (3 — 1). Then, there is a constant

C, depending only on Q, r and d, such that the following inequality holds for all n € H*():
Inllir) < Cllnlitz(o) I - (5.3.4)

Our aim here is to prove existence of a (global-in-time) solution of a weak formulation
of the problem (P, ) for any fixed parameters ¢ € (0,1] and L > 1 under the following
assumptions on the data:

00 e CO, wygeH, =M "yoel3(Qx D) with o> 0ae inQxD, (53.5)
v>1 in (5.1.3alb), and  feL%0,7;V’).

Here L3,(Q x D) is the Maxwellian-weighted L? space over  x D with norm

1
2
. 12
?lly2 = / M| dng:} .
12152, ) {M 61 dg

Similarly, we introduce L%\/l (D), the Maxwellian-weighted L? space over D.
On introducing

1

2
ol py = { [ M [0 419267 19008 | agas}s 630
QxD
we then set
X=H,(QxD) = {@ € Lie(2 x D) : [ lli (0 < oo}. (5.3.7)

It follows that
C>®(Q x D) is dense in X. (5.3.8)
This can be shown, for example, by a simple adaptation of Lemma 3.1 in Barrett, Schwab, and
Siili [10], which appeals to fundamental results on weighted Sobolev spaces in Triebel [120]
and Kufner [77]. We have from Sobolev embedding that
L@ L3, (D)) < HY(Q; L3, (D)), (5.3.9)

where s € [1,00) if d =2 or s € [1,6] if d = 3. Similarly to (5.3.4) we have, with r and 0 as
defined there, that there exists a constant C, depending only on 2, r and d, such that

180, on < CI21t0n o 16000 @z, 0y 79 € HURIZ(D).  (5:3.10)
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In addition, we note that the embeddings

L3/(D) < Hj (D), (5.3.11a)
L2,(Q x D) = L2(Q; 1L3,(D)) «— H},(Q x D) = L2(Q; H, (D)) nHY(Q; L3,(D)) (5.3.11b)

are compact ify>1in b ; see .

Let X’ be the dual space of X Wlth L2,(92 x D) being the pivot space. Then, similarly to
, let G : X’ — X be such that G 7 is the unique solution of

/ngM[(gﬁ) Vo (G) Ve ¢+ Ve (G) Vs } g ds
€

= (Mi,¢)gx  VpeX, (5.3.12)
where (M -,-)¢ denotes the duality pairing between X’ and X. Then, similarly to 1) we
have that

(M#,Giyg = IGall;  VieX, (5.3.13)

and [|G - |¢ is a norm on X'

We recall the following compactness result, see, e.g., Temam [119] and Simon [115]. Let
By, B and B; be Banach spaces, B;, ¢ = 0, 1, reflexive, with a compact embedding By — B
and a continuous embedding B — B;. Then, for a; > 1, i = 0,1, the embedding

{n € L(0,T;By) : % € L1(0,T;B1) } = L(0,T; B) (5.3.14)

is compact. We note here that the proof of Theorem developed in [71] for the Fokker—
Planck equation does not rely on the compact embedding of H}(D; M) into L?(D). However
that argument does not work for the coupled Fokker—Planck—Navier—Stokes system considered
in this chapter since due to the presence of nonlinearities; thus we shall have to rely on the
compact embedding of H},(D) into L3,(D) and the compact embedding with suitable
choices of By, B, B1, ag and ;.

Throughout we will assume that (5.3.5) hold, so that and b) hold. We
note for future reference that (5.2.3a) and (5.1.5) yield that, for ¢ € L?M(Q x D),

/|CMgp|2dx—/ZZ</ Mchqqudq> dz

=1 j5=1
<d (/ M (W) gl? dq) (/ Mrsoﬁdqdm)
<C < M |p|* dg daz) : (5.3.15)
QxD ~

where C' = C(d) is a positive constant.
In order to prove existence of weak solutions to (P, 1), we require a further regularization.
Let F € C(Rsg) be defined by

F(s):=s(ns—1)+1, s> 0. (5.3.16)
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As lim,_, F(s) = 1, the function F can be considered to be defined and continuous on
[0,00), where it is a nonnegative, strictly convex function with F(1) = 0.

We then introduce the following convex regularization F (SL € C%Y(R) of F defined, for any
5€(0,1) and L > 1, by

522_552+s(1n5—1)+1 for s <4,
FE(s) = ]—;(s) =s(lns—1)+1 ford<s<IL, (5.3.17)

L s(mL-1)+1 for L<s.

Hence,

$+mndo—-1  fors<9,
[F5)'(s) = { Ins for § < s < L, (5.3.182)
7+nL—-1 for L <s,

o1 for s <6,

[FF'(s) =4 st ford<s<L, (5.3.18b)
Lt for L <s.
We note that
82
F(s) >3 23 fors <0, (5.3.19)
| i -CW) for s > 0;

and that [F£]”(s) is bounded below by 1/L for all s € R. Finally, we set
By (s) = ([F51") " (s) = max{B"(s), 8}, (5.3.20)

and observe that 3F(s) is bounded above by L for all s € R.

5.3.1 Existence for (P )

(P..1.5), with solution {uc r,5,%e 15}, will denote problem (P, r), where BE() in 1' and
1) is replaced by ﬁéL (+); recall (]5.1.10[) and (]5.3.20[). In this section we will prove existence
of a solution to the following weak formulation of (P, r,s) for given parameters ¢, 6 € (0, 1]

and L > 1 with ¢ 5 = 9. 1.5/M:

(P..ps) Find ueps € L°(0,T;L2(Q)) NL2(0,T;V) N Wha(0,T; V') as well as 5 €
L0, T3 1.2,(Q x D)) N L2(0,7;X) N Wb (0, T; X), with C(M 4. 15) € L2(0,T; LX(%)),
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such that ye,L,(S('a 0) = L/JO(')a &e,L,(S('v 70) = 7/)0(3 ) and

T [Ouers
= , W dt
[

T
+ / / H(UE’L’J -V )ue_l”g] “w+vVauers: Vg 'LU} dzdt
0 Q ~ ~ ~ ~ & o ~

T T
= / (f,w)yydt — kT C(Mers5): Vowdrdt Yw € Lﬁ(O,T; V); (5.3.21a)
0~ 0o Ja~ Mo ~ ~

T 1 . R )
+/ / M [ Ve rs —[o(uer,s) Q]ﬁgL(¢e,L,5)] - Vgpdgdadt
o Jaxp 2~ ~ ~ ~ ~

T
+/ / M (e V0 fens = tersPers] - Vo pdgdzdt =0 Vg € L0, T; X). (5.3.21b)
0o Jaxp ~ ~ ~ ~

whereas if d = 3, then u. s is weakly continuous only as a mapping from [0,77] into H
(similarly as in Theorem 3.1 on p. 191 in Temam [119]). It is in the latter, weaker sense
that the imposition of the initial condition to the u.r s-equation will be understood for
d = 2,3: that is, limy_o, [o(uers(z,t) —uo(z)) - v(z)dz = 0 for all y € H. Similarly, for
the initial conditions of the 1,E€7L75—equation for d = 2,3: limy_.o, fng M (&67,;75(35,%,15) —

1[10(%*,%)) @(z,q)dgdz =0 for all ¢ € L2,(2x D). o

Remark 5.3.1 If d = 2, then u. 1 s € C([0,T]; H) (cf. Lemma 1.2 on p. 176 of Temam [119]),

Remark 5.3.2 We note that the change of variable 1[) := 1)/M considered here differs from
the change of variable ¢ := 1¢/v/M considered in the previous three chapters. One can,
however, easily adapt our earlier analysis to this alternative change of variable. ¢

In order to prove existence of a weak solution to (P, s), we discretize in time; and
so for any T > 0, let NAt = T and t" = nAt, n = 0 — N. To prove existence of
weak solutions under minimal smoothness requirements on the initial data, recall , we
introduce y° € V such that

/ [uo w4+ AtV ul Y, v} de = / ug - vdr Yv € V; (5.3.22)
Q ~ ~ o~ ~ o~ ~

~ Q- ~ o~ ~ ~

and so
[P+ 8¢9 0P 1z < [ P dz<c. (5.3.23)
Q Q

In addition, we have that u® converges to uo weakly in H in the limit of At — 0.
Let QS,L,J = ng and ng’é = 1)o. Then, forn =1 — N, given {@22,157 1/}?215} € VxL2,(Qx
D), find {u; 5,97 s} € V x X such that

u; s —u

e,L,0 e L6 _
/ [NAt—l-(uzL}(;-Vx)uZM] -wdx—i—I//quZL’L’(;:wadx
Q ~ ~ ~ ~or Q= -~ T

= [ f"wde—kp7T | C(M 1[12,:,5) : Vywdx Yw eV, (5.3.24a)

Q~ - Qr ~ ~ ~
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Bty i
M IeLd  Telid $dqdr
axD At ~

M 1 " n ™ ~
+ /{; I |: 2\ qu we,L,é - [g(ye,L,é) q ] ﬁ(%(we,L,é)] ’ qu (,qu df
™ ~ ~ ~

+/ M [evm;fm—ugglﬂz?gm} Vepdgdz=0 VpeX;  (5.3.24b)
QxD ~ ~oTm T ~

~
~

where

1 [t
) =t ) (- t)dt e V'. (5.3.25)

Now, letting IAt’+(~,t) = f(-)fort € (""" L,¢"],n=1— N, (]5.3.5[) and (]5.3.25[) imply that

FALF  f strongly in La(0,T; V') as At — 0., (5.3.26)

~

It is convenient to rewrite (5.3.24a)) as
b(ul 5 w) = Gl (W) YwEV; (5.3.27)

where for all w; € H) (), i = 1,2,

b(wy,we) 1= / [wl + At (u?zl(s Ve )wl} cwodx + Atv | Vywy: Vywadz, (5.3.28a)
~ ~ Q L~ ~& ~ ~ ~ ~ ~ o~ ~

~ -
and for all w € H} () and ¢ € L3,(2 x D)
Gp(P)(w) = At (f™, w)y —i—/ [u?zl(g cw—AtkgT C(M ) : Vg w] dx. (5.3.28b)
~ o~ Q L~o ~ ~ ~ o~ ~
We note that
JRCRATARTTE
Q
= —/ [(v-Vo)ws] -wnde  VoeV, Yuwi,ws e Hy(Q), (5.3.29)
Q

and hence b(-, -) is a continuous nonsymmetric coercive bilinear functional on H(2) x H§(€2).
In addition, £,()(-) is a continuous linear functional on V for any ¢ € L2, (Q x D).
For r > d, let

v fuer@: [ o Vowde—o vwew @), (5.3.30)
Q

It is also convenient to rewrite (5.3.24b)) as

~ ~ A~

a(¥ire P) = la(Uers Yers) (@) Vo eX, (5.3.31)
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where, for all ¢1, @9 € X,
(@1, ¢2) = / M <<ﬁ1 P2 + At [6 Vi1 — s 951] - Vo @2
QxD ~ ~ ~
At _ .
+ BN Vo1 - Vo | dgde, (5.3.32a)

and, for all y € HY(Q), / € L2,(Q x D) and ¢ € X,

S
tq
LSy
ASH

| I
o

IS
o
8
—~~
at
w
w
[\]
=

Llwi)@)= [ 3 | e+ Arlg(o)a] o

It follows from (5.3.30) and (5.3.9) that for r > d

My¢ -Vopdgdz=0 YyeY', VpeX; (5.3.33)

QxD

and hence that a(-,-) is a continuous nonsymmetric coercive bilinear functional on X xX. In
addition, £,(v,7)(-) is a linear functional on X for all y € H'(2) and 7 € L3,(Q x D).

In order to prove existence of a solution to (| M,b we consider a fixed-point argument.
Given v € L2 512 x D) let {u* ,¢*} € V x X be such that

b(zj fiu) =/ (1/1)(N) Yw eV, (5.3.34a)
a(P*, @) = La(u*, ) (@) VpeX. (5.3.34b)

The Lax—Milgram theorem yields the existence of a unique solution to (5.3.34alb), and so the
overall procedure (|5.3.34alb) is well defined.

Lemma 5.3.3 Let G : L3,(Q x D) — X C L3,(2 x D) denote the nonlinear map that takes
P to Y* = G(Y) via the procedure ((5.3.34ab). Then G has a fized point. Hence there exists
a solution {u; 5,V s} € V x X to (5.3.24alb).

Proof. Clearly, a fixed point of G yields a solution of (5.3.24alb). In order to show that G
has a fixed point, we apply Schauder’s fixed-point theorem; that is, we need to show that
(i) G : L%,(2 x D) — L3,(Q x D) is continuous, that (ii) it is compact, and that (iii) there
exists a Cy € Ry such that

||1Z}||L?W(Q><D) < Ck (5.3.35)

for every ¢ € L2,(Q x D) and & € (0,1] satisfying 1 = x G(1)).
Let {1 };50 be such that

ﬁ(i) — 1& strongly in L?\/[(Q x D) as i — 00. (5.3.36)

It follows immediately from (5.3.20)) and (5.3.15)) that
M2 BEY) — M: B (@) strongly in L*°(©2 x D) as i — 00, (5.3.37a)
( M D) — C(M o) strongly in L2(Q) as i — 00. (5.3.37b)



5.3. EXISTENCE OF GLOBAL WEAK SOLUTIONS 147

We need to show that
7D = GWY) — G() strongly in L2,(Q x D) as i — oo, (5.3.38)

in order to prove (i) above. We have from the definition of G, see (5.3.34alb), that, for all
1>0,

a7, @) = (@, 4O) () VpeX, (5.3.39a)
where v € V satisfies
b, w) = 4(D)(w)  VweV. (5.3.39D)
Choosing ¢ = 7¥ in 1) yields, on noting the simple identity

2(s1 — s2) 81 = 57 + (51 — 59)% — 53 Vs, 82 € R, (5.3.40)

(5.3.33)) and (5.3.20)) that, for all i > 0,

/ M[W“r%m@ GIThE 4 S AP + 22 Ve O] dgar
QxD ~ "~

< M]z/zeL5]2dqu+C(L A) At/ Vs v )2 dz. (5.3.41)
QxD

Choosing w = v in (5.3.39b)), and noting (5.3.40), (5.3.29)), (5.3.15), (5.3.2), a Poincaré
inequality and ([5.3.36)) yields, for all 7 > 0, that

/[|v()|+|v ELa}dx—l—Atu/|VU |dx

/’UEL5|2d$+CAtHan||H1 +C At i DMW;(“qudfgC. (5.3.42)
y .

Combining ((5.3.41)) and ([5.3.42f), we have for all i > 0 that
||77(i)H5< + 0@ i) < C(L, (A8 7). (5.3.43)

It follows from (5.3.43] , and the compactness of the embedding (5.3.11b)) that there
Zk /U k)

exists a subsequence {77 )}1 >0 and functions 7 € X and v € V such that, as i, — oo,

7 — weakly in L*(Q;L3,(D)), (5.3.44a)
M2V, i) - M2V,  weakly in L2(Q x D), (5.3.44b)

1 A (i) 1 ~ . 2
M2V 0\ — M2 Vg7 weakly in L*(Q x D), (5.3.44c)
7)) — g strongly in L2,(Q x D)), (5.3.44d)

o) — g weakly in H'(Q); (5.3.44e)
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where s € [1,00) if d =2 or s € [1,6] if d = 3. It follows from (5.3.39b)), (5.3.28alb), (5.3.44¢)
and (5.3.37b)) that v € V and ¢ € X satisfy

b(v,w) = b)) (w)  YweV. (5.3.45)

It follows from d5.3.39a|), (]5.3.32a|,b), (]5.3.443]»6) and that 7, ¥ € X and v €V,
satisfy

a(il @) = Lal,9)(@) VP EX. (5.3.46)
Comblmng 1) and 1' we have that 1 = G(@@) € X. Therefore the whole sequence
7D = GpW) = G(v) strongly in L2,(2 x D) as i — oo, and so (i) holds.

As the embedding X < L.2,(Q x D) is compact, it follows that (ii) holds.
As regards (iii), ¢ = x G(¢) implies that {v,¢} € V x X satisfies

b(v, w) = (V) (w) Yw eV, (5.3.47a)
a(, @) = Kla(v,9)(@) Ve eX. (5.3.47b)
Choosing w = ¢ in (5.3.474a)) yields, similarly to (5.3.42)), that

1
5 [ [P+ b= b — bR ] dz+ atw [ (9auPds
Q Q

= At {Q@",y)v - kBT/Qg(M D) : yxydg] . (5.3.48)

Choosing ¢ = [FL(¢) in and noting (5.3.184)), (5.3.20), (5.3.8), (5.1.4), (5.2.3a)

and that v is divergence-free yield

[ [Fh@) - Fredh)] dads
QxD ~

- 1
$At [ M (Vb Ve (FF @) + g Vaie Vo (FF(0)| dgda
QxD 2A~ ~
< kAt Ma(v)q-vqlz}dqda:
QxD ® Y~ ~
= kAt | (M) :o(v)da. (5.3.49)
Q= ~ o~ ~
Combining (5.3.48) and (5.3.49), and noting (5.3.2)) and a Poincaré inequality yields that
K/ {|v[2+\vfueL5 }dm+/€Atu/|V v|2d$+kBT M FE()dg dz
2 Ja QxD ~
+kB:rAt/ M | Vo Vo (FHV W) + o5 Vo - Yy (FEV ()| dgda
QxD 20~ 1 oo~
<KAo)y + 5 /\u€L5|2dx+kBT M FE (kL) dg da.
QxD ’7 ~
K — n
<: V/\Vzv\QderHAtC(V Y18 £l o

/ ulL, 52 dz+kpT M Ff (k9! %) dg da. (5.3.50)
QxD B ~
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It is easy to show that F¥(s) is nonnegative for all s € R, with FF(1) = 0. Furthermore,
for any x € (0,1],

Fy(rs) < Fy(s) ifs<Oorl<ks,
Fl(rs) < FE0) < 0<rks<l.
Thus we deduce that
Fh(rs) <FE(s)+1  VseR, Vue(01]. (5.3.51)

Hence, the bounds ((5.3.50]) and (5.3.51)), on noting (5.3.19) and (/5.3.18b)), which implies that
[FE(s)]" > L1 for all s € R, give rise to the desired bound ([5.3.35) with C, dependent only

on L, kg, 7 and w . Hence (iii) holds, and so G has a fixed point. Thus we have proved

existence of a solut10n to (5.3.24alb). O
Choomng w=y';sin 1) and ¢ = [FLY (1/1? s), and combining, then yields, simi-
larly to , that

; / [ s s b de b ke T [ MER ) dgds
Qbt" ~ ~ QxD ~
+ At [V/|quzL5]2dx+kBTe MVﬂZJ?L(;-Vx([f(;L]’(i/}?L(;))dqu
2 Jo ="~ ~ QxD "~ B ” ~ o~
kT

o Mt () e da]
QxD ~

< AW IS ey + [ zh da

+kpT M FF (@Z)6 Lé) dq dz. (5.3.52)
QxD

Summing ([5.3.52)) from n =1 — m, with 1 < m < N, yields that

[tz + 37 [ s —whPae | < ke T [ MR Az
Q" e o Ry M ~ QxD
m y . A
+ ZAt [2 /Q VoulpsPde ks Te | MVadips-Va(FT(W0rs) dgda
n= ~ X ~
ksT .
o Vg weLé Vy ([féll]l(we,L,é))dqu]
QxD "™ ~
g;/|u0| Qo kT [ MFH)dgdz + O ZAtHan”Hl
Q" QxD n—1
g;/\uOPdeBT M FH (o) dg da + O~ )/ 1S £l dt < C; (5.3.53)
Q" ~ QxD 0 ~o~

where C is independent of §, L and At, on assuming that L is chosen so that

0<¢o<L aeinQxD. (5.3.54)
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Choosing ¢ = 9"} ; in , and noting (5.3.40)), (5.3.33), (5.3.20) and (5.1.5), yields
that

[ [l P+ s = 0] dgda
QxD ~
. 2 1 ) 2
+At/ M [25 (vzng”( + = (vqu}gw‘ ] dg dz
axD ~ sy )\ ~ » ey oo~
- Wﬁuﬁmt[ (u00) 0] B (0205) - Vit s] dada
. 1

</ MR g da 4+ 5 / MYl ol da d
xD

+C(L, \) At/ Voulp sI°de. (5.3.55)
Q~ ~ ~
Summing ([5.3.55)) from n =1 — m, with 1 < m < N, yields, on noting ([5.3.53)), that
m
[ ompdrsPagde e > [ Ml - ik dg s
QxD ~ T /XD ~

S
n=1

QxD

N A N
M |2e|oitn| + 55 [aites| | dada

g/ M [iho|? dg de + C(L) Zm/ Vauly o de < C(L). (5.3.56)
QxD ~ = Q= ~ ~

n _ n—1
Choosing w = S <W> € V in (5.3.27) yields, on noting (5.3.2)), (5.3.3) and
(5329), that

—1
At
~ unL 5 . unfl(s
B / [7V Volers — ks TO(M dJZL,(S)} PV S (NeAtNEL dz
ol =7~ ¢ Va |S .
um . unfl o N unil
-1 e, L6 e L,6 UL s ulrls
* s [(%?’L"S e S(m)] e <f5 (m) >v

<O IS iy + [ (10002 0P + 19l + W2 i o] ] (5357

2

Lt

Applying the Cauchy—Schwarz inequality, the algebraic-geometric mean inequality, (5.3.4]),
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and a Poincaré inequality yields that

1 1
2 2
[l s < ( / !325}5\4&2:) ( / |22L’5\4d9~c>

<3 Z /|U6L5’4d$
n—1

m=

n 2‘% %
> [</Q |E?L’5|2d:f> (/QB%E??L,&I?dfg) ] (5.3.58)
=n—1

m

Taking the % power of both sides of || summing from n = 1 — N, and noting (5.3.58]),
p.3.23

63.15), (53.50), (5.3.53) and (5.3.23) yields that

s UlLs = Yo g Wls = Ui

2 At 2 At
(/ COM s ) |2d:c> ZAt/w ueL(stx]
_max </ ul 1 sl drv)

4
+ ZAt 1S I3 g
n=1 ~

IA

2 2
dz

~

+

x
Q

ZA /

+C(T

+C(T

N
ZAt/ V. ugmﬁdx]
n=0 Q= - -

T 4
< C(LT) +c/ 1o dt < C(LT). (5.3.50)
0 ~ o~

Choosing ¢ = G <”A”’”) € X in (5.3.31)) yields, on noting (5.3.12), (5.3.13)), (5.3.20

and (5.1.5)), that
G Vins — ¢ZZ,15
At .
X

[Hw Lal% + el sl o / M [ul P o7 “qudx . (5.3.60)

Similarly to ([5.3.58)), on noting ((5.3.4)) and (5.3.10)), we have that

2

0 M|u€L5\ W’ L(;\qudx < H“6L5||L4 Q) H@b L6”L4(Q 12,(D))
xD

< 0 Iz 19+ 2225 e

+ Hw L(SHL? QLQ ||,l/] L§||H1 QL2 ( )) . (5361)
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Taking the % power of both sides of (5.3.60)), summing from n =1 — N, and noting (|5.3.61}),
.3.59

(5.3.56) and (5.3.23)) yields, similarly to (5.3.59)), that

Tn—1
€,L,0 €,L,6
Z At <At )

Now we introduce some definitions prior to passing to the limit At — 04. Let

4
d

<C(L,T). (5.3.62)
X

At l— tn_l n " —1 n—1 n—1 4n
UL 1) = A7 ul () + TQ@L,(S(’% te[t" "], n>1, (5.3.63a)
and
uSEC) =), wlps G =unT ), te (e, > L (5.3.63D)

We note for future reference that

auAt
ul s —ulys = (t—tvE) ”cgit” te (LY, n>1, (5.3.64)
where ¢+ := " and ¢~ := t""!. Using the above notation, and introducing analogous

notation for {1[’?1 5 IV (5.3.27) summed for n = 1 — N can be restated as

8u6
/ La,w dt
0 ot '~
/ / eL(S )Ufz’ﬂ cw+vVy u§2§ 1V, w] dz dt

T —
_ FA w)y — kT 0M¢AH Vywdz| At Vw e LT(0,T; V).
. e,L,0 VY ~

(5.3.65)
Similarly, (5.3.31) summed for n =1 — N can be restated as
/ <M ¢€L5,<ﬁ> dqudt
0 ot
X
1 ) N ~
o [Av B8~ S OS] - Tubdadrar
QxD ~ ~ oo~
/ / [ v.9 ?iw?iﬂ V. ¢dgdzdt =0
QxD ~ ~ oo~
¥p € L2 (0,T; X). (5.3.66)
We have from (5.3.53)) and (5.3.63alb), on noting ([5.3.18b)), that

At,+

‘y’eL(S ~6L5’2
sup / \yeL(S / / dg dt
t€(0,T)

+1// /\v PlPRAgdt < OT).  (5.3.67)
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In the above, the notation qu( ;E) means u s With or without the superscripts . Similarly,

we have from (5.3.56), (53.53), (5.3.19), (l'“_b5 3.15), (5.3.59), (5.3.62) and (5.3.63alb) that

sup [
te(0,T) L/QxD

/ / M |9, wﬁi;] dqudt+5/ / M|V, ¢§;g\ dg dz dt
QxD QxD ~

1
M|@ZJ€L5 |dqu]—|— sup

[ M[wfz(ﬁ] dq dm}
te(0,7) LJaxD

' w“* 5|2
+ sup U |OM¢§£(;S ] / M eksd ders dq dz dt
te(0,T) ” QxD ~
4
T uAt |d d
+// M ~eLd +|jg —=Ld ¢EL‘5 dgdedt < C(L,T).  (5.3.68)
o Jaxp ~ ot o~
HI(Q)

We are now in a position to prove the following convergence result.

Lemma 5.3.4 There exists a subsequence of{gfz P 1&?};5]&»0, and functions ue s € L>(0, T
L2(Q)) N L2(0,T;V) N Wha (0, T: V') and deps € L=(0,T;12,(Q x D)) N L*(0,T;X) N
Wl’%(O,T;f{’) such that, as At — 04,

y?z(’éi) — UeL§ weak* in L0, T;L3(Q)), (5.3.69a)
geAz(’éi) — UeLs weakly in L2(0,T;V), (5.3.69b)
UAE § 6 L ,0 . 4

=52 = 9 o weakly in Ld(0,T;V), (5.3.69c¢)
u. L(’ ) 5 Ue, L5 strongly in L2(0, T;L"(Q), (5.3.69d)

where r € [1,00) ifd =2 and r € [1,6) if d = 3; and

Mz PAE L Me ), s weak* in L=(0, T;L2(Q x D)), (5.3.70a)
Ml TAL,+ 7 ; 2 LT 2
2Vt — M3 Votbers — weakly in L (0, T;L*(Q2 x D)), (5.3.70b)
M2 Vo2t — M2 Vaters  weakly in L3(0,T;L3(Q x D)), (5.3.70¢c)
€, a Ae . 2 >
G Ovch NN Vel weakly in L4 (0, T; X), (5.3.70d)
ot ot
At( +) 1. r2 2
1/} — M2 15 strongly in L*(0,T;L*(Q2 x D)), (5.3.70e)
M% L, 2 At(E) ERN . 0 LT o0
Bs (1/;€7L75 ) — M2 B35 (Yer5) strongly in L>(0,T;L>(2 x D)), (5.3.70f)

C(M ﬂﬁzgf)) — C(M 1&6’&5) strongly in L2(0,T;L2(Q)). (5.3.70g)
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Proof. The results (5.3.69al-c) follow immediately from the bounds {i and the bound
on ’LLAE 5 in (]5.3.68D The strong convergence result 1j for u s follows immediately
from (]5 3.69al-c), (5.3.3) and m, on noting that V C Hj(Q) is compactly embedded in

L"(Q) for the stated values of . We now prove (|5.3.69d|) for uAL 5 Flrst we obtaln from the
bound on the second term on the left-hand side of (5.3.67)) and from ) that

A
||UeL6 NEE?HLQ (0,7,12(2)) < CAt. (5.3.71)

Second, we note from (5.3.4)) that, for all n € L2(0,T; H!(Q)),
||"7||L2 (0,T;L7(2)) < C ’|77HL2 0,T;L2(2)) ’|77Hi2(07T;H1(Q)) (5372)

for any r € [2,00) if d = 2 or any r € [2,6) if d = 3, where § = d (3 — 1) € [0,1). Hence,
combining (]5 3.71), (5.3.72)), and l) for uE 1 o yields (5.3.69d) for y?i?

The result (5.3. 7 aj) follows immediately from the bounds on the first and sixth terms on
the left-hand side of ([5.3.68]). It follows immediately from the bound on the third term on the
left-hand side of (5.3.68) that (5.3.70b)) holds for some limit g € L2(0,T;L%(2 x D)), which

we need to identify. However, for any n € L2(0,T;C3°(Q x D)), it follows from li and
the compact support of n on D that [V, - (M% n) ]/M% € L%(0,T;L%(Q x D)), and hence the
above convergence implies, noting (5.3.70a)), that

s onrs Vo o (M37)
/ / ndqudt — / M§ ———dgdgdt
Q><D ~ QxD &L0 ~

v .
. _/ M3 ep st dgdgdt  (5.3.73)
0 JaxD M2

as At — 04. Hence the desired result ((5.3.70b)) follows from ([5.3.73)), noting the denseness
d)

of C3°(2 x D) in L%(Q2 x D). Similar arguments prove (5.3. on noting ((5.3.70al), and
the fourth and seventh bounds in ([5.3.68]). The strong convergence result (|5.3.70€) for 1/3?}4 5
follows immediately from (5.3.70al-c), (5.3.13)), (5.3.14) and (5.3.11b}). Similarly to ,
the sixth bound in (5.3.68)) then yields that (5.3.70e) holds for 1 L? Finally, the desn"ed

results ((5.3.70fg) follow immediately from ([5.3.70¢]), (5.3.20), (5.2. 3a) and (5.3.15). O
Similarly to (5.3.72)), we have, for any r € [2,00) if d =2 or any r € [2,6] if d = 3, that

90, gy < € Wlizormeay i n € L¥(0, TsLA(®)), (5.3.74a)

19115 2 iz, oy < C 1@l @z, oy i & € L¥(0. T LA LA (D)): (5.3.74b)

where § = d(3 — 1) € [0,1]. It follows from (5.3.69al-d), (5.3.70g)), (5.3.29), (5.3.74al),

T

and that we may pass to the limit, At — 04, in (5.3.65) to obtain that
ters € L2(0,T5L2(Q) N I2(0,T3V) 0 WH(0, 73 V) and C(M ), r5) € Lo(0,T;L3(9))
satisfy (5.3.21a). It also follows from that e r,5(-,0) = uo(-) in the required sense,
recall Remark [£.3.7]

It follows from ([5.3.70a-f), (5.3.69bld), (5.3.74b|) and that we may pass to the limit
At — 0, in (5.3.66) to obtain that . 1 5 € L(0,T;L2,(Qx D))NL2(0, T; X)nW (0, T; X')
and u. 5 € L*(0,T;V) satisfy (5.3.21b).
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Hence we have proved existence of a global weak solution to (P, 1), (5.3.21alb). More-
over, it follows from ([5.3.67)), (5.3.68), (5.3.69a-c) and (5.3.70af-g) that

sup [/ |te.r.6]° dx} +V/ /|V Uer s dzdt < O(T), (5.3.75a)

te(0,T)

sup

N 1
[ M‘we,L,(S’qu dx] 4+ = sup
te(0,7) L/QxD ~

0 te(0,1) [ QxD
T 1 R R 2
<[ M[A\que,L,a\ + & | Vo terd] } dg dz dt
QxD ~

+ sup [/ 1C( Mi/JEL(;H dx]

te(0,T)
T
‘)
0

Remark 5.3.5 Since the test functions in V are divergence-free, the pressure has been elim-
inated in b); it can be recovered in a very weak sense following the same procedure
as for the incompressible Navier—Stokes equations discussed on p. 208 in Temam [119]; i.e.,
one obtains that fotpeyL’(;(-, s)ds € C([0,T];L2(2)). o

M [te 1,6)2 dg dff]

aue,L,§ E

81/;671175 g
ST

ot

dt < C(L,T). (5.3.75b)

+ HQ

H1(Q) X

5.3.2 Existence for (P.r)

As the bounds ([5.3.75alb) are independent of the parameter §, it follows immediately, simi-
larly to (5.3.69af-d), (5.3.70al-g), and (5.3.75alb), that the following lemma holds.

Lemma 5.3.6 There exists a subsequence of {ye,L75,1ﬁ67L75}5>0, and functions
e, € L(0,T; L3(Q)) N L2(0, T3 V) N Whi (0,75 V)

and

Ger € L0, T;12,(Q x D)) NL2(0,T;X) N Wb (0, T; X'),
b M

with IZ)E,L >0 a.e. inQxDx(0,T), such that, as § — 04,

Uers — Uel weak® in L>°(0,T; LZ(Q))y (5.3.76a)
Ues — Ue L weakly in L2(0,T;V), (5.3.76b)
§ 8@5,;,6 - § 8%;@ weakly in L%(O, T; Y)a (5376C)

UeLs — Ue L strongly in L2(0, T; L"(Q), (5.3.76d)
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where r € [1,00) if d =2 and r € [1,6) if d = 3; and

1. 1.
M>2 ¢6,L,6 — M>2 we,L

~

1 ~
1/} L5_>M§quwe,L

M\»—‘

M2V teps — M2 Vather

81&6,[/,6 R g 8"&6,[/
ot ot

G
M: 1[16,L,5 — M: T/AJe,L

M3 BE(ers) — M2 BE (e 1)

C(M ter5) =

C(M )

In addition, we have that

weak* in L0, T;L3(Q x D)),
weakly in L?(0,T;L*(Q x D)),

weakly in L2(0,T;L%(Q x D)),

4 N
weakly in La(0,T;X),

strongly in L2(0, T;L2(Q x D)),

strongly in L°°(0,T; L>°(2 x D)),

strongly in L2(0, T; L2(Q)).

sup [/ [t dm]w/ /\v ue | dzdt < O(T),
te(0,T)

sup [
te(0,T) LJQxD

M3 [ 1 dqu} + sup [/ C(M )P d:c]

~

te(0,T)

T 1 . .
[ ] u [A Voder| +e|Vaidi] } dg dr dt
0 JaxD ~

T
/
0

~ Ot

4
OUe, 1,

H1(Q)

a1[16,L E
ot

+g dt < C(L,T).

X

(5.3.77a)

(5.3.77b)

(5.3.77¢)

(5.3.77d)

(5.3.77e)

(5.3.77f)

(5.3.77g)

(5.3.78a)

(5.3.78b)

In particular, the nonnegativity of 1@, r in the above lemma follows from the second bound
in (5.3.75b]). Therefore we can then pass to limit 6 — 04 in (P, 1 5) to obtain global existence
of a weak solution to the following problem for given ¢ € (0,1] and L > 1:

(P.,z) Find functions u.z € L>(0,7;L*(Q2)) N L3(0,T;V)

AW (0,T5V) and ¢ €

L0, T;12,(2 x D)) NL2(0,T; X) NWha (0, T; X'), with C(M ¢ 1) € L°(0,T; LX(2)), such
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that QE,L(WO) = HO(‘), ¢6,L('70) = 7/;0() and

T 8UE7L
~ W dt
[(%e)

T
+/ / (u57L~Vz)u5,L} -w+uvxue7L:V$w] dx dt

T
:/ (f, )th—kBT/ CMl/JeL) V. wdx dt VweLfd(O,T;V),
0 oty ~ 2

(5.3.79a)
. .
/ <M&/’€’L,¢>> dt
0 ot )
X

/OT/QxDM [1)\ Vgter —[0(uer)q q] 8" (weL)} #dg dz dt

/ / Ver = terter|  Vepdgdrdt =0 Vo e Lia(0,T; X).
QxD ~ ~
(5.3.79b)

Remark 5.3.7 Although we have introduced z-diffusion and a cut-off above to 1[1 =1¢/M in
the drag term in the Fokker—Planck equation through the parameters ¢ € (0,1] and L > 1 in
the model (P, 1) compared to the standard polymer model, (P); we wish to stress that the
bounds on u. 1, the variable of real physical interest, in are independent of these
parameters € and L. ¢

Remark 5.3.8 We also note that, for any s € (0,7) and At sufficiently small such that

0 < At < s, we can choose ¢(z,¢,t) = A {[s—t]4 — [s — At — ]+ } in (P, 1) to yield that
1 s N
x M (2.0 dgdedt = [ Mo(z.q)dgdy.
At OxD QxD o

Passing to the limit At — 04, we deduce that

M e r(z,q,5)dgdg = M yo(z,q)dgdz Vs € (0,T).

QxD ~ QxD

An identical statement can be made about 7&5,L,5 in (P.rs). ©

Remark 5.3.9 In the case of a corotational model (i.e. with g(y) = V. v replaced by
Teorot (V) == 5 (Vav — (Va Q)T) in the drag term in the Fokker—Planck equation), the right-
hand sides in the estimates ) and m become independent of L as one can exploit
additional cancellations due to the skew-symmetry of acorot( ). Hence, is then also
independent of L. This raises the question whether in the case of a corotational model one
can pass to the limit L — oo to recover the Fokker—Planck equation, without cut-off. The
answer to this question is positive, however some modifications are required in the arguments
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above in order to show this. For the sake of brevity, we omit the details and only highlight
the key changes needed.

In our discussion above, because of the cut-off, we also control the time derivative of
1[157 1,6; without cut-off this does not appear to be possible. In addition, one should avoid
as the right-hand side of this inequality remains L-dependent regardless of whether
or not the drag term is corotational. It is possible to get around these technical difficulties
by proceeding as in Barrett and Siili [11]. Firstly, the time derivative has to transferred
from is’ Ls to the (time-dependent) test function in the weak formulation of the Fokker—
Planck equation. Secondly, as we will no longer have strong convergence of a subsequence of
{$57L75}5>0 to Tﬂa,L as 0 — 04, and of {1/357L}L>1 to @a as L — oo, the drag term has to be
rewritten using that fact that for all v € Hj(Q2) and o€ HY(Q;L3,(D))

)= (Ve @) gl - v| dgda.

S
>

M [georot (1) q] - dgdz = 5/ M [(y -q) (Va -
QxD QxD

One can then pass to the simultaneous limit 6 — 04 and L — oo in a very similar manner
as we did in the final section of Barrett and Sili [11]. o

5.4 Appendix: Compact embedding of Maxwellian-weighted
spaces

Let us suppose that D is a bounded open ball in R? centred at 0 € R%, and let U and M be as
in Section Our aim is to prove that the embedding of the Maxwellian-weighted Sobolev
space H};(Q x D) into the Maxwellian-weighted Lebesgue space L3,(€2 x D) is compact. The
proof proceeds in three steps.

5.4.1 Step 1: Compact embedding of Hj},(D) into L3,(D), completeness,
separability

We may suppose, with no loss of generality, that D = B(0, b%), with b > 0, as in the case of the
FENE model, whereby O = [0, 2). As in Section we shall assume that U € C*(O;R>y),
U(0) = 0, U is monotonic increasing with limg_,(p/2)_ U(s) = 400, and U and the associated
Maxwellian M satisfy (5.1.3alb) with v > 1. Elsewhere in this section we require v > 1 (cf.
(5.3.5)).

Let

1
F(r) == 2e VGO0 g e (0,b2],

where A € Ry. Clearly, lim,_o, f(r) =0, lim,_q, f'(r) =0, f is positive and increasing on
(0,07, f € C'[0,b2], and

M(g) = f(b> —lql)  ¥g : lql < b2,

~

With this choice of D and f, the compactness of the embedding of the Maxwellian-
weighted Sobolev space H} (D) into the Maxwellian-weighted Lebesgue space L3, (D) follows
from Lemma 5.2 in Antoci [5], while Theorem 2.3 in Antoci [5] implies, with p = 2, that
H},(D) and L%,(D) are Hilbert spaces.
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As a matter of fact, H},;(D) and L3,(D) are separable Hilbert spaces. This, as we shall
prove below, follows on noting that C!(D) is a separable Banach space (e.g. the set P of
all polynomials with rational coefficients is a countable dense subset of C'(D)) and that, by
Theorem 3.2.2(c) in Triebel [120], C*°(D) is dense in both H},(D) and L2,(D).

Indeed, given v € H},;(D) and any e > 0 there exists ¢ € C*°(D) such that

1
lo—llu, (p) < 3¢

Since C1(D) is separable, there exists a countable dense set P C C!(D); hence, given ¢ > 0
there exists p € P such that

o =Pl < 3 (Jo Myag) .
Clearly, C1(D) c H},(D) and therefore P C H},(D). Thus,
lv=plupy < llv—ellu, o)+ e —plla, o)
< Yo+l =plam (Jp M@ dg)1/2 <e
This shows that the countable set P C H},;(D) is dense in H}, (D). Therefore H},;(D) is
separable. By an identical argument, L?M (D) is separable.
5.4.2 Step 2: Isometric isomorphisms

Let © be a bounded open Lipschitz domain in R?. We now show the isometric isomorphism
of the following pairs of spaces, respectively: L3,(Q x D) and L*(Q;L2%,(D)); Hg’j (Q x D)
and L2(Q Hl,(D)); H}\}[O(Q x D) and H!(€;L3,(D)). For a precise definition of H?\;[l(Q x D)
and H (0 x D), see below.

Isometric isomorphism of L2,(Q x D) and L%(Q;L2,(D)). Let
LA 14,(D) = {o € Mu(QLRD)) = [ (@I, de < oo}

where
Myp(Q,13,(D)) := {v: Q — L2,(D) : v is weakly measurable on Q}.

Let {¢;}72; be a complete orthonormal system in the (separable) Hilbert space L3,(D) with
respect to the inner product (-,-) of L3,(D). For v € L?(;L3,(D)), we define the function

), ®5) ©i(q )

Mz

:1

As v is weakly measurable on €2, each of the functions z — (v(z),¢;), 7 = 1,2,..., is
measurable on §; therefore (z,q) — (v(z), ;) is measurable on Q x D for all j = 1,2,....
Similarly, ¢ — ¢;(q) is measurable on D for each j = 1,2,..., and therefore (z,q) — ©;(q)
is measurable on (2 x D. Hence, also Vi is a measurable function on €2 x D. NOVTJ, -

~

Vv (z, ) ZZ (@), ;) (0(x), o) ©5(q) erlq)-
7=1 k=1
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By the Cauchy—-Schwarz inequality My; ¢, = M%cpj . M%ka € LY(D) for all j,k > 1; hence
also M () |Vn(z,")|* € LY(D) for a.e. g € Q. Thus, by the orthonormality of the ¢;,
j=12,...,in L2,(D),

N
/M ) Vil P dg = S |(0(@), )2, ae g e
j=1

By Bessel’s inequality in L2 77(D), the right-hand side of this last equality is bounded by
lo@)I12> (D) for a.e. g € Q, and, by hypothesis, z — v(z) € L2(Q); therefore, by Fubini’s
M

theorem, M |Vy|?> € LY(Q x D). Upon integrating both sides over €, and using Fubini’s
theorem on the left-hand side to write the multiple integral over {2 and D as an integral over
Q x D, we have

N
IVNIIE2, () :2/ M(g)IVN($7g)Ingd£=Z/ [(v(z), ¢;)|* dz. (5.4.1)
QxD j=1 Q

Now, let

N
z)=> [((x), )’ ze

Jj=1

The sequence {yn(z)}%_; is monotonic increasing for almost all z € ; also, according to
Bessel’s inequality in L3,(D) we have that

0<uv@ < v@lE: ) YN21 ae ge®.

Thus {yn(z)}%_; is a bounded sequence of real numbers, for a.e. z € Q. Therefore, the
sequence {yn(z)}3_, converges in R for a.e. z € R, with

oo
y(z) = hm yn(z Z| , a.e. £ €
7j=1

By the monotone convergence theorem,

lim Z/I ), @)lPdg = lim [ yn(z)dg

N—oo N—oco Jo

= N v\r NE xX. A,
/Qy@g)dg/ggu @ e)Pdr. (542)

This implies that

[e.9]

N
> [ IR da

is a convergent sequence of real numbers. Hence, it is also a Cauchy sequence in R.

N=1
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Since, for any N > L > 1,

/ Vv (z,q) — Vi(z, ¢)|* dg dg = Z / (@), ) da,
QxD

j=L+1

it follows that {Vin}$$_, is a Cauchy sequence in L2,(Q x D). Since L2,(Q2 x D) is a Hilbert
space, there exists a unique V € L%W(Q x D) such that

V= lim Vy in L%,(Q x D). (5.4.3)

Thus we have shown that the mapping
7 :vel?(QL3,(D) —V:= Z ),95) pi(-) €L3,(Q x D)

is correctly defined. Next, we prove that 7 is a bijective isometry, and this will imply that
the spaces L2(Q;L2,(D)) and L2,(Q x D) are isometrically isomorphic.

We begin by showing that Z is injective. As 7 is linear it suffices to prove that if Z(v) =
then v = 0. Indeed, if Z(v) = 0, then

o0

> (@), ) pi(@) =0  forae. (z,q) €QxD.
j=1

Since {¢;}52, is an orthonormal system in L3,(D), it follows that (v(z),p;) = 0 for a.e.
z € Qandall j =1,2,.... The completeness of the orthonormal system {goj}‘]?‘;l in L2,(D)
now implies that v(z) = 0 in L2,(D) for a.e. g € Q, i.e. v =0 in L2(Q;L3,(D)).

Next we show that 7 is surjective. Suppose that V' € L3,(2 x D). Then, by Fubini’s
theorem, V(z,-) € L3,(D) for a.e. g € Q. Since {152, is a complete orthonormal system
in L2,(D), it follows that

Z ), ¢5) 5 ().
7=1

On defining v(z) := V(gz,-) € L%,(D), we have that Z(v) = V. Hence T is surjective.
Finally, we show that 7 is an isometry. Clearly

(5.4.3)

HVHi?M(QxD) - hm HVNHiQ (% D)
()
A}gnooZ/! (), ¢)|” dz

VT ; 2 X
. /Q;K (2),25) da.

Applying Parseval’s identity in L?W(D) to the infinite series under the last integral sign, we
deduce that

2 2
VI3 ey = [ 0@, 0y 42 = Il 3,00

Thus we have shown that ”IUHL?V[(QXD) = |lvllL2(@;1.2(p)), Whereby T is an isometry.
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Isometric isomorphism of Hg}ll (Q x D) and L*(Q;H},;(D)). Let us begin by observing
that L2,(Q x D) C Li (2 x D), and therefore any V in L3,(€2 x D) can be considered to be
an element of D'(2 x D), the space of R-valued distributions on 2 x D. Let V, denote the
distributional gradient with respect to g, defined on D'(Q x D). We define

HY (Qx D) :={V el3,(QxD):V,V el (Qx D)}

A completely identical argument to the one above shows that H?MI(Q x D) is isometrically
isomorphic to L2(Q; H},(D)); the only change that is required is to replace L3,(D) by H},(D)
throughout and to take {y; }3";1 to be a complete orthonormal system in the inner product
(-,-) of the (separable) Hilbert space H},(D), instead of L%,(D).

Isometric isomorphism of H}\}[O(Q x D) and H'(Q;L3,(D)). Concerning the isomet-
ric isomorphism of H}VIO(Q x D) and H!'(;L3,(D)) we proceed as follows. Given v €
HY(Q;L2,(D)) C L%(Q;L2,(D)), we define, as in the proof of the isometric isomorphism
of L3(Q;L%,(D)) and L3,(2 x D) above, the function

o

V(2,9) €EQx D Vi(z,q) =Y (v(z),9;)¢i(q) €R,

j=1
where {;}72, is a complete orthonormal system in L2,(D). We showed above that V €
L3/ x D), and |V|li2 xp) = IVlL2 @z, (0)-

Let V. denote the distributional gradient with respect to z, defined on D'(Q2 x D), and let

D, denote the distributional gradient, defined on D'(2;13,(D)), the space of L2,(D)-valued
distributions on 2. Applying V, to

V=3 (v,¢)p; inD(QxD)
j=1
and noting that
NVJ: V= Z(ND$U7 90]) Pj>
j=1

it follows from the isometric isomorphism of L3,(Q2 x D) and L*(Q;L3,(D)) that

2 2 2

2 2
””HL%{(Q;L%/,(D)) + HQWHL%Q;%(D))

2
1ol i1z, ()

which shows that H}\}[O(Q x D) and H(€;L3,(D)) are isometrically isomorphic.

5.4.3 Step 3: Compact embedding of H},(Q x D) into L3,(Q2 x D)

We use the results of Step 2 to identify the space L3,(Q x D) with L?(2;L2,(D)) and the
space H,(Q x D) = Hy (Q x D) N HY (Q x D) with H'(Q;1.2,(D)) N L2(; HY,(D)).

Upon doing so, the compact embedding of H},(2 x D) into L%,(Q x D) directly follows
from the compact embedding of H!(€;12,(D)) N L2(; HY /(D)) into L?(Q; L2,(D)), implied
by Theorem 2 on p.1499 in the paper of Shakhmurov [113].



Chapter 6

Finite element approximation of
Navier—Stokes—Fokker—Planck
systems

6.1 Introduction

This chapter is concerned with the construction and convergence analysis of a Galerkin fi-
nite element approximation to weak solutions of a system of nonlinear partial differential
equations that arises from the kinetic theory of dilute polymer solutions. The solvent is an
incompressible, viscous, isothermal Newtonian fluid confined to an open set Q € R, d = 2 or
3, with boundary 0€). For the sake of simplicity of presentation we shall suppose that {2 has
solid boundary 0€2; the velocity field u will then satisfy the no-slip boundary condition y = 0
on 9f). The polymer chains, which are suspended in the solvent, are assumed not to interact
with each other. The conservation of momentum and mass equations for the solvent then
have the form of the incompressible Navier—Stokes equations in which the elastic extra-stress
tensor (i.e., the polymeric part of the Cauchy stress tensor,) appears as a source term:

Find u : (z,t) € A x[0,T] — u(z,t) € R and p : (z,t) € Q x (0,T] — p(z,t) € R such that

(Zf—k(g Vo )u—vAgu+Vyp {+Vz T in Q x (0,77, (6.1.1a)
Vo u=0 in Q x (0,71, (6.1.1b)

u=0 on 09 x (0,77, (6.1.1c)

TNJ,(%',O) = ELO(ZZ) V€ Q; (6.1.1d)

where y is the velocity field, p is the pressure, v € R+ is the viscosity of the solvent, and f
is the density of body forces acting on the fluid. -

The extra stress tensor 7 is defined via a weighted average of v, the probability density
function of the (random) conformation vector of the polymer molecules (cf. below);
the progressive Kolmogorov equation satisfied by v is a Fokker—Planck type second-order
parabolic equation whose transport coefficients depend on the velocity field .

163
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Kinetic theories of polymeric fluids ignore quantum mechanical and atomistic effects, and
focus on ‘coarse-grained’ models of the polymeric conformations, i.e., the orientation and
the degree of stretching experienced by polymer molecules. The coarsest in the hierarchy of
kinetic models of dilute polymers is the dumbbell model, which describes the polymer molecule
by two beads connected by a massless elastic spring [21]; the elastic force F' : D C R? — R?
of the spring connecting the two beads is defined by a (sufficiently smooth) spring potential
U : RZO — RZO through

Flg)=HU'(3g?q. g€ D, (6.1.2)

~

where H € Ry is a spring constant. The elongation (or conformation) vector ¢, whose
direction and length define the direction and length of the polymer chain representeNd by the
dumbbell, is assumed to be confined to a balanced convex open set D C R%; the term balanced
means that Q € D, and —q€D whenever qeD. Typically, D is an open d-dimensional ball

of fixed radius rp > 0, or an ellipse with fixed half-axes, or the whole of R%. Our analytical
results in this chapter are concerned with the physically realistic case when D is bounded,
although we shall also comment on the idealized situation when D = R%,

The governing equations of the dumbbell model considered here are d), where the
elastic extra-stress tensor T is defined by the Kramers expression:

!

(0.1) = kn T ( [ aa" v (3aP) (e, g.1)dg = ple.) g) ; (6.13)

here kp is the Boltzmann constant and 7 is the absolute temperature. Further,

~

plant) = [ vleg0dg (6.1.4)

signifies density, and the probability density function ¥(z,q,t) is a solution to the Fokker—
Planck equation

O VUtV (Vo) qu) = A+ o Vg - (Voo +U'qu). (615)
Here A € Ryg and € € Ry are fixed positive real numbers, called the relaxation time and
the centre-of-mass diffusion coefficient, respectively. We refer to [11] for the derivation of the
model; see also the recent paper of Schieber [108] for a justification of the presence of the
z-dissipative centre-of-mass diffusion term & Ayt on the right-hand side of (6.1.5).

When D is B(0, b%), a ball of radius b2 in R? centred at the origin, a typical spring force
F(q) for a finitely-extensible model, such as the FENE (finitely-extensible nonlinear elastic)
model for example in which

b 2
U(s) = -3 In (1 - bs) . sel0b),

explodes as g approaches 0D; see Section below. Parabolic PDEs with unbounded coeffi-
cients are studied, for example, in the monographs of Cerrai [31] and Lorenzi and Bertoldi [89];
see also the article of Da Prato and Lunardi |105] and references therein. We note in passing
that, on letting b — 400, the FENE potential converges to the (linear) Hookean spring po-
tential U(s) = s while D then becomes the whole of R?, — corresponding to a mathematically
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simple(r) albeit physically unrealistic scenario in which a polymer chain can have arbitrarily
large elongation.

We note in passing that in contrast with the case of Hookean dumbbells, the FENE
model does not have an exact closure at the macroscopic level, though Du, Yu, and Liu [42]
and Yu, Du, and Liu [125] have recently considered the analysis of approximate closures of
the FENE model. Previously, El-Kareh and Leal [45] had proposed a macroscopic model,
with added dissipation in the equation which governs the evolution of the conformation tensor
Az, t) == [, q gTw(g, g,1) dg in order to account for Brownian motion across streamlines; the
model can be thought of as an approximate macroscopic closure of a FENE-type microscopic-
macroscopic model with centre-of-mass diffusion.

An early effort to show the existence and uniqueness of local-in-time solutions to a family
of bead-spring type polymeric flow models is due to Renardy [106]. While the class of
potentials F'(q) considered by Renardy [106] (cf. hypotheses (F) and (F’') on pp. 314-315)
does include the case of Hookean dumbbells, it excludes the practically relevant case of the
FENE model (see Section [6.2.2] below). More recently, E, Li, and Zhang [43] and Li, Zhang,
and Zhang [81] have revisited the question of local existence of solutions for dumbbell models.

The existence of global weak solutions to the coupled Navier—Stokes—Fokker—Planck sys-
tems of the form f with FENE type potentials, and related systems of partial
differential equations, have been studied by Barrett, Schwab, and Siili [10], Constantin [37],
Lions and Masmoudi [87], Barrett and Suli [11], [13], Otto and Tzavaras [102], and Mas-
moudi [96]. We refer to [13] for a detailed survey of the relevant literature.

For a survey of numerical algorithms for the approximation of kinetic models of dilute
polymers see, for example, Section 4 of the survey article of Li and Zhang [82]; for recent
progress on deterministic algorithms for the approximation of Fokker—Planck and coupled
Navier—Stokes—Fokker—Planck systems, see, for example, Lozinski et al. [92,93], and Knezevic
and Siili [71}72].

This chapter should be seen as a continuation of the discussion in the previous chapter,
which was based on our recent work [12], and [13]; in [13], under very general assumptions
on the finite-dimensional spaces used for the purpose of spatial discretization, including, in
particular, classical conforming finite element spaces and spectral Galerkin subspaces, we
showed the convergence of a (sub)sequence of numerical approximations to a weak solution
of the coupled Navier—Stokes—Fokker—Planck system 7, for a large class of un-
bounded spring potentials, including the FENE potential, in the case of the corotational
model, where V,u in the Fokker-Planck equation is replaced by its skew-symmetric part

Here, we shall be concerned with the general noncorotational model 7,
but where a cut-off function B%(-) := min(-, L), with L > 1, is introduced into the drag
and convective terms of . In contrast with the previous chapter where we used the
subscript 1, to indicate the presence of the cut-off, here we shall use the superscript, L.
The chapter is organized as follows. Section [6.2]is devoted to the statement of the problem,
including our structural assumptions on the admissible class of nonlinear spring potentials.
In addition, we review the energy law satisfied by the system. In Section [6.3] we introduce
the appropriate function spaces for the problem. Finally, in Section [6.4] we introduce our
Galerkin finite element method for this coupled Navier—Stokes—Fokker—Planck system with
microscopic cut-off, which involves an additional regularization parameter § > 0. We show
the existence of this numerical approximation, and that it satisfies a discrete analogue of the
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energy law for the continuous system. We then pass to the limit as the spatial discretization
parameter h and the time step parameter At, as well as the regularization parameter J, tend
to zero; using a weak-compactness argument in Maxwellian-weighted Sobolev spaces we show
that a subsequence of the sequence {%§ﬁ7¢§£}6>0,h>0,m>0 of numerical approximations to
the velocity field u and the scaled probability density function Qﬁ = /M, where M is the
normalized Maxwellian

M(q) = Z  exp(=U(3l4/*)), (6.1.6)

where

N[
=)
[\
~—
S—
o
LS

Z::/Dexp(—U(

converges to a weak solution {u, 1/3} of the coupled Navier—Stokes—Fokker—Planck system with
microscopic cut-off. We close the chapter with an Appendix, where we use the Brascamp—
Lieb inequality to construct a quasi-interpolation operator in Maxwellian-weighted Sobolev
spaces. By applying an extension of the Bramble—Hilbert lemma due to Tartar, we prove
sharp approximation error bounds; we also establish an, apparently new, elliptic regularity
result in the Maxwellian-weighted H? norm on D; we then use these results to show that the
orthogonal projection operator in the Maxwellian-weighted L? inner product is stable in the
Maxwellian-weighted H' norm, — a result that plays a crucial role in our convergence proof
of the numerical method.

The passage to the limit in this chapter is performed under minimal regularity assump-
tions on the data. The definition of the sequence of approximating solutions is completely
constructive in the sense that it is based on a fully-discrete and practically implementable
Galerkin finite element method. To the best of our knowledge this is the first rigorous re-
sult concerning the convergence of a sequence of numerical approximations to a global weak
solution of the coupled Navier—Stokes—Fokker—Planck model in the case of a general, non-
corotational, drag term.

6.2 Polymer models

We term polymer models under consideration here microscopic-macroscopic type models,
since the continuum mechanical macroscopic equations of incompressible fluid flow are cou-
pled to a microscopic model: the Fokker—Planck equation describing the statistical properties
of particles in the continuum. We first present these equations and collect the assumptions
on the parameters in the model.

6.2.1 Microscopic-macroscopic polymer models

Let Q € R? be a bounded open set with a Lipschitz-continuous boundary 92, and suppose
that the set D C R?, d = 2 or 3, of admissible elongation vectors g in is a balanced
convex open set. For the sake of simplicity of presentation, we shall suppose that D is a
bounded open ball in R?. Gathering (6.1.1al-d), (6.1.3) and (6.1.5), we then consider the
following initial-boundary-value problem:

(P) Find u : (z,t) € Qx [0,T] — u(z,t) € R and p : (z,t) € Qx (0,T) — p(x,t) € R such
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that
8u
8t +(u-Vo)u—vAgu+ Vap :{+sz Z(w) in Q x (0,77, (6.2.1a)
Ve u=0 in Q x (0,7, (6.2.1b)
u=0 on 092 x (0,77, (6.2.1c)
ZNL(.ZJ, 0) = ELO(SE) Vo € € (6.2.1d)

where v € Ry is the given viscosity, f is the given density of the body forces acting on the

fluid, and 7(¢) : (z,t) € Q% (0,T) — z(¢)(z,t) € R>*? is the symmetric extra-stress tensor,
dependent on a probability density function ¢ : (z,q,t) € Q@ x D x (0,T) — ¥(z,q,t) € R,
defined as h -

z(¥) =k T (C(¢) — p(¢) L) (6.2.2)

Here kp, 7 € Ryq are, respectively, the Boltzmann constant and the absolute temperature,
I is the unit d x d tensor,

@)

D)0 = [ veg0VUGlP)ag g md @)t = [ deands 623

In addition, the real-valued, continuous, nonnegative and strictly monotonic increasing func-
tion U, defined on a relatively open subset of [0, 00), is an elastic potential which gives the
elastic force F': D — R% on the springs via .

The probability density ¥ (z, g, t) represents the probability at time ¢ of finding the centre
of mass of a dumbbell in the volume element z+dg and having the endpoint of its elongation
vector within the volume element ¢ + dg. Hence p(¢)(z,t) is the density of the polymer
chains located at g at time t. The function 1) satisfies the following Fokker—Planck equation,
together with suitable boundary and initial conditions:

O (w Va o Vo (Vo) a ) = 5 Vo~ (Vtbt U'g ) + gt
inQxDx(0,T], (6.2.4a)
o5 (ot + U q9) — (ou)a | -nap =0 on © x 9D x (0,1},
(6.2.4b)
nyw-gagzo on 002 x D x (0,71,
(6.2.4c)
U(2,q,0) =¥ (x,¢) 20 V(z,q) €Qx D;
) ) ) (6.2.4d)

where npp and npq are the unit outward normal vectors to D and 0f2, respectively, and
U= U’(%|g]2). Here [, wo(g,g) dg =1 for a.e. z € €. The boundary conditions for 1
on Q x 0D x (0,T] and 922 x D x (0,T] have been chosen so as to ensure that p(¢)(z,t) =
Ip¥(z,q,t)dg = [, wo(g,g) dg =1 for a.e. (z,t) € Q7. In c) the parameters e, \ €
R, with A characterizing the elastic relaxation property of the fluid, and (V. u)(z, t) € R**¢

with {Vau}ij = %
J
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On introducing the (normalized) Maxwellian (6.1.6]), we have that
MY,M™'=-M"'Y,M=Y,U=U'q. (6.2.5)

Thus, the Fokker-Planck system (6.2.4a}-d) can be rewritten in terms of the scaled probability
density function ¥ =1 /M as

MO0 4 (0 92|+ T (T g M) = 5 V- (M V) 2 M AL
inQ2xDx(0,T], (6.2.6a)
M {;A (Vgth - (Vou) QNIIZJ] “ngp =0 on Q x dD x (0,T], (6.2.6b)
eM V¢ - ngg = on 90 x D x (0,T], (6.2.6¢)

Mj(z,q,0) = MyO(z,q) = ¢°(,q) 20 V(z,q) €Q2x D.  (6.2.6d)

6.2.2 FENE model

We present an example of a spring potential: the FENE potential, where D is a bounded
open ball in R,
In this widely used model

b 2
D= B(Q,b%) and U(s) = —§ln <1— ;) ,

| 2

b
_U(L qI” Yy
and hence e ven (1 N |Nb> ' (6.2.7)

Here B(0, s) is the bounded open ball of radius s > 0 in R? centred at the origin, and b > 0

is an input parameter. Hence the length |¢| of the elongation vector ¢ cannot exceed ba.
Letting b — oo in (6.2.7)) leads to the so-called Hookean dumbbell model where

—U(i|g|2 —Lig2
D =R¢ and U(s) = s, and therefore e VIZD _ om21dl, (6.2.8)

This particular kinetic model, with € € R+, corresponds formally to a dissipative Oldroyd-B
type model; see [11] for details.

6.2.3 General structural assumptions on the potential

As has been noted above, the choice of D = R? (corresponding to the Hookean model) is
physically unrealistic; thus, we shall henceforth suppose for simplicity that D = B(Q,7p)
is a bounded open ball in R? of radius rp € Rsg centred at the origin. We assume that
q U(%|g|2) € C*(D); that ¢ — U(%|g|2) is nonnegative, convex and has a positive definite
Hessian at each ¢ € D; that ¢ — U'(%]gP) is positive on D; and that there exist constants
¢; > 0,4=1— 5, such that the Maxwellian M and the associated elastic potential U satisfy
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c1 [dist(q, dD)]S < M(q) < ¢y [dist(q, dD)]* Vg € D, (6.2.9a)
cs < [dist(q, D) U'(5lal®) < eay  [U'(3la? < esU"(5lal®)  YgeD.  (6.2.9b)
It is an easy matter to show that the Maxwellian M and the elastlc potential U of the

FENE dumbbell model satisfy conditions (6.2.9a}b) with D = B(Q, b2) and ¢ = g. Since
[U(g)]2 = (—InM(q) + Const.)?, it follows from (6.2.9alb) that if ¢ > 1, then

/ M [1+U?+ U] dg < oo. (6.2.10)
. ¢

We shall therefore suppose that ¢ > 1. For the FENE model -7 ¢ = , and so the
condition ¢ > 1 translates into the requirement that b > 2. It is interesting to note that in
the, equivalent, stochastic version of the FENE model, a solution to the system of stochastic
differential equations associated with the Fokker—Planck equation exists and has trajectorial
uniqueness if, and only if, b > 2 (cf. [62] for details). Thus, the assumption ¢ > 1 can be seen
as the weakest reasonable requirement on the decay-rate of M as dist(g, 0D) — 0.

6.2.4 Formal estimates

We end this section by identifying formally the energy structure for (P). Multiplying (6.2.1a))
by u, integrating over €2, and noting ((6.2.1bfc) yields that

B dt [/ |u|2dx}+y/v u!2d:n— d :—/Z(MQ/A)):NVmudx

Let F(s) := (Ins—1) s+1 for s > 0, with 7(0) := 1. Multiplying the Fokker-Planck equation
(6.2.6a) with f’(w) In w, on assuming that w > 0, integrating over 2 x D yields that

d[ Mf@)dqu]+ / M[ Vb Vo [F ()] + £ Va b Vo [F ()] dgda
dt [ Jaxp QxD 2A~ ~ ~ ~ ~ o~

— [ MO((Vawq) Vo [F@)dgdr.  (62.12)

A~

It follows, on noting that F”(s) = s~' > 0 for s > 0 and hence that ¥ V, [F'(1))] = V49,

(6.2.5)), (6.2.1b)) and M = 0 on 9D that

| MOTawd) VP @) dgde = [ M(Vau)al-Vyddgds
QxD Y~ ~ QxD o~ oo~
= MU' q-[(Veu)q)¢dgda
QxD ~ L L

= C(sz):yxv;ad;f, (6.2.13)
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on recalling (6.2.3]). Combining ((6.2.11])—(6.2.13)), we obtain the following energy law for (P):

d [1 .
o [2/ lul*> dz 4+ kp T Mf(w)dqu] +u/ |V, ul? dz
Q- ~ QxD ~ Q= - ~
1 R R R R
2/\Vq¢Vq[fl(lﬁ)}JrEVxlﬁVx[f/(i/J)]} dqu: fde
N 2 2 2 T J L 2™
(6.2.14)

+ kT M |:
QxD

To make the above rigorous, and for computational purposes, we replace the convex function
F € C(Rxp) N C®(Rsg) by the the convex regularization FF € C?(R) defined, for any
0€(0,1)and L > 1, by

522_652—1—(1116—1)34—1 s <6,

Fk(s) := ]—;(S)QE (Ins—1)s+1 0<s<L, (6.2.15)
st mL-1)s+1 L<s.

Hence, it follows that

S4lnd-1  s<4, it s <6,
[FE)(s) ={ Ins §<s<L, and [FF'(s)={ s! 0<s<1L,
7+lnL-1 L<s, L=t L<s
(6.2.16)
In addition, we introduce
1) 5 <9,
BEGs) = [[FL" ()P =¢ s d<s<L, (6.2.17)
L L <s.
It follows from ((6.2.17]) for any sufficiently smooth ¢ that
Br@) Ve (F3V(@) =Vep  and  BF(@) Ve (@) = Vo & (6.2.18)

~

Let {u%, zZ(SL } solve problem (P%), which is a regularization of the problem (P) where the
drag term Vg - (Vo u) ¢ ¢) in the Fokker-Planck equation (6.2.6al) is replaced by

Vo - (Vo uf) a 55 (55))- (6.2.19)

Multiplying the Fokker-Planck equation in (P¥) with [FL)/ (%), integrating over Q x D,

noting (6.2.18]) yields, similarly to (6.2.12) and ((6.2.13]), that

d ~ 1 ~ ~
= [ M Fy (45) dg dx} t55 | MYOE-V, [[F @) dgda
dt | Jaxp ~ 2X Jaxp ~ ~ T
te | MYLGE-V [[FR@H] dade = | C(MF) Y, uf da.
QxD ~ ~ ~o Q= o
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Combining (|6.2.20)) and the (P(;L) version of (6.2.11f), we obtain the following energy law for
(PL), the regularized analogue of (6.2.14)),

d[1
— / luk? dz +kpT M FF (1/}5)dqdm +v | |Veuk|? dz
dt |2 Jo ~ QxD o=~ o~

kT Q@M[Myq&é, @) + e 9208 V. (A1) | dae
fouk dz. (6.2.21)

On noting that [FF)” > L1, and

¥

i if s <0
wmin{ FL(s), s [FL(s)) > 4 23 he= 6.2.22
(R, A ) {52—0@) fes0 (0222

one can establish from (6.2.21)), on assuming that 1/)0 < L, that

sup [/ |u§2dx] —i—y/ |V u dxdt—{—é L sup [ M|[1Z§},|2dqu <C.
te(0,1) LJa ~ ~ Qp ~ te(0,1) LJaxD ~
(6.2.23)

In addition, one can establish that
1 (T
sup [ M|w5| dg dx} / / M
te(0,T) Y QxD A QxD ~

o L

The above formal bounds have been made rigorous and the existence of a global-in-time
weak solution {ul,vf} to (P%) has been established in [12], see also the previous chapter.
Moreover, one can take the limit 6 — 04 in problem (P(SL) to establish the existence of

—~ |2
. L‘ dg d dt

Ve wé‘ dgdzdt+ sup [/ [ef M%)]de] <C(L,T). (6.2.24)
~ te(0,T)

a global-in-time weak solution {u”, 1~} to problem (PL), which is a regularization of the
problem (P) where the drag term V, - ((Vzu) q 1) in the Fokker-Planck equation |D is
replaced by

V(GG o o= { ) Eh (6.2.25)

~
~

Once again, see [12] and the previous chapter.

The aim of this chapter is to construct a finite element approximation of problem (P§ ),
which mimics the energy law at a discrete level. Moreover, show that this approx-
imation converges to a weak solution of (PL), as the spatial discretization parameter h and
the time step parameter At, as well as the regularization parameter §, tend to zero.

6.3 Function spaces

Assuming that 0Q € C%!, let
H={wel?):V, w=0} and V:={weH}Q):V, w=0}, (6.3.1)

~
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where the divergence operator VY, - is to be understood in the sense of vector-valued distri-
butions on 2. Here, and throughout, we adopt, for example, the notation L2(Q) = [L2(Q)]¢
and H}(Q) = [H(Q)]¢. Let V' be the dual of V. Let § : V' — V be such that Sv is the
unique solution to the Helmholtz—Stokes problem

/§%w%+/
Q Q

where (-, )y denotes the duality pairing between V' and V. We note that

l?<]

+Sv: Vewdz = (v, w)v Yw €V, (6.3.2)

~ ~

(. S0y =S ullfn  YeeV > H(Q) =H (), (6.3.3)

and |9 - [la1(q) is @ norm on V'. Here, and throughout, we adopt, for example, the notation
| - I for the norm, and | - |y () for the semi-norm, on H'(Q) or H'(Q). We require also
the duality pairing (-, )i () between H~1(Q) and H}(9).

For later purposes, we recall the following well-known Gagliardo—Nirenberg inequality.
Let r € [2,00) if d =2, and r € [2,6] if d =3 and § = d (% — %) Then, there is a constant
C, depending only on €, r and d, such that the following inequality holds for all € H(£):

Inllr@y < Cllnll iz Il oy (6.3.4)

We make the following assumptions on the given initial data and the cut-off parameter L

occurring in ((6.2.15)):

wWeH and % :=M W0 eL®(QxD) with 0<¢°<L ae. inQx D;
(6.3.5a)

and the body force density

{elﬂ«xI}H—%Q». (6.3.5b)

~

Let L2,(Q x D) be the Maxwellian-weighted L? space over 2 x D with norm

1

2

g = { [ MloPagaz}”.
L3, (QxD) OxD 1

Similarly, we consider L3,(D), the Maxwellian-weighted L? space over D. On introducing

1

2
1211k, ¢ ) = { / M (| +1Ya ¢ + Vo 6 | dg dg:} , (6.3.6)
QxD
we then set
XEH&@X[D:{@6M&@x[ﬂﬂ@h%mﬂn<m}. (6.3.7)
It follows that

C>®(Q x D) is dense in X. (6.3.8)
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This can be shown, for example, by a simple adaptation of Lemma 3.1 in Barrett, Schwab, and
Siili [10], which appeals to fundamental results on weighted Sobolev spaces in Triebel [120]
and Kufner |77]. We have from Sobolev embedding that

L*(Q;L3,(D)) — HY(Q; L3,(D)), (6.3.9)

where s € [1,00) if d =2 or s € [1,6] if d = 3. Similarly to (6.3.4) we have, with r and 6 as
defined there, that there exists a constant C', depending only on €2, r and d, such that

10z oy < CNeIEtnn o 160 @z oy Y0 € B LA(D)).  (63.10)
In addition, we note that the embeddings

L3/(D) < Hj (D), (6.3.11a)
2 (2 x D) =L*Q;L%,(D)) « H};(Q x D) = L3(Q; H},; (D)) N HY (Q; 1L3,(D)) (6.3.11b)
are compact if ( > 1 in (6.2.9a)); see the Appendix to Chapter I or the Appendix in [12].

Let X’ be the dual space of X with L2 77(© x D) being the pivot space. Then, similarly to
, let G : X’ — X be such that G 1 is the unique solution of

| M|@i)6+Va @)V 94 Ve (G0)- Vs @] dadz = (i 05 WX
(6.3.12)

where (M -,-)¢ denotes the duality pairing between X’ and X. Then, similarly to 1-) we
have that

(M, Gig =lgall;  vieX, (6.3.13)

and ||G - || is a norm on X'

We recall the following compactness result, see, e.g., Temam [119] and Simon [115]. Let
Yo, Y and YV, be Banach spaces, V;, i = 0, 1, reflexive, with a compact embedding Yy — Y
and a continuous embedding ) <— ). Then, for o; > 1, i = 0,1, the embedding

{n €L20(0,T;)0) : G € L (0,T; 1) } — L0(0,T; ) (6.3.14)

is compact.
We note for future reference that (6.2.3) and (6.2.10) yield that, for ¢ € L2,(Q x D),

/|C’M<p|2dz—/22</M<pquqjdq> dz

i=1 j=1

< </ MU' gl dq> < M|¢]2dqu> < c< M|<ﬁ|2dqu). (6.3.15)
D ~ ~ QxD ~ QxD ~

In [12] (see also Chapter , for any € > 0, L > 1 and T > 0 existence of a solution to the
following weak formulation was established:
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(PL) Find u € L°(0, T; L2(Q)) NL2(0, T; V)NWha (0, 7; V') and §~ € L=(0, T; 12, (Q
D))ﬁLQ(O,T;X)ﬂWL%(O, T;X') with c(M vl e L>(0,T;L*(€)), such that u”(-,0) = u°(-),
'lZL('7 70) = &0('7 ) and

T 8u
/ W dt+/ H(uL-Vx)uL} w4 vVeul: Vywl| dedt
0 Gt ap LU~ 57 ~ MV ol B
|4

T
:/0 <f,’LNU>H(1)(Q) dt —kpT A Q(MwL)NVx’LNU dx dt VEUEL‘l%d(O,T;Y);
o S ~

T a{b\L
/0 Go0) dt+//QD av oL — szL} V. §dgdradt
X

/ / Mg, o (v, ub) g BE(WY)| -V, Gdgdzdt =0 Vg eLi(0,T;X).
QxD 2/\N ~ ~ ~ s
(6.3.16b)

2

(6.3.16a)

Remark 6.3.1 If d = 2, then u* € C([0,T];H) (cf. Lemma 1.2 on p. 176 of Temam [119)]),
whereas if d = 3, then u” is weakly continuous only as a mapping from [0, 7] into H (similarly
as in Theorem 3.1 on p. 191 in Temam [119]). It is in the latter, weaker sense that the
imposition of the initial condition to the u’-equation will be understood for d = 2, 3: that is,
limy o, [o(ub(z,t) — u’(z)) - v(z)dz = 0 for all v € H. Similarly, for the initial conditions
of the ¢L-equation for d = 2, 3: limy o, [q,.p M (L (z, q:t) — VO(z, q)) ¢(z,q) dgdz = 0 for
all p e L2,(2 x D). o

Remark 6.3.2 Since the test functions in V are divergence-free, the pressure has been elim-
inated in (6.3.16alb); it can be recovered in a very weak sense following the same procedure
as for the incompressible Navier-Stokes equations discussed on p.208 in Temam [119]; i.e.,

one obtains that fgpL(-, s)ds € C([0,T];L2(Q)). o

6.4 Finite element approximation

Let us denote the measure of a bounded open region w C R by m(w). We make the following
assumption on €2 and the partitions of €2 and D.

(A1) For ease of exposition, we shall assume that 2 is a convex polytope. Let {7;"},~ be
a quasiuniform family of partitions of 2 into disjoint open nonobtuse simplices k., so that

Q= || 7 with h,, = diam(kg), hy = ma;g hy, < diam(Q)h and m(k,) > C he.
ke €T
ko €T)7

Let {77} 1>0 be a quasiuniform family of partitions of D = B(0,rp), rp € Rso, into disjoint
open nonobtuse simplices 4, with possibly one curved edge, d = 2, or face, d = 3, on 9D; so
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that

D

U Rq with hg, = diam(kg), hg = max hy, < diam(D)h and m(kg) > Che.
ko€l kq€T)

A “simplex” K, with a curved edge/face is nonobtuse if it is convex and the enclosed simplex
with the same vertices is nonobtuse, in the sense that all of its dihedral angles are < 7 /2. It
follows from the above that

@+@ <C as h — 04. (6.4.1)
hg =~ hg
We note that such nonobtuse simplicial partitions of {2 and D are easily constructed in
the case d = 2. For the construction of nonobtuse three-dimensional simplicial partitions we
refer to the papers of Korotov and Krizek, |74] and |75], for example; the reader should note,
however, that in [74] the authors use the term acute when they mean nonobtuse. Elsewhere
in the computational geometry literature the term acute is reserved for a simplicial partition
where all dihedral angles of any simplex in the partition are < 7/2, which is a more restrictive
requirement (especially in the case of d = 3) than what we assume here; see, for example,
the articles of Brandts, Korotov, Kifzek and Solc [25], Eppstein, Sullivan and Ungér [47],
and Itoh and Zamfirescu [59], and references therein. Nonobtuse simplicial partitions are
sometimes also called weakly acute (cf. [110], p. 363).
We adopt the standard notation for L? inner products, with n; € L2(Q x D),

(m,m2)0 ::/7]1 no dx VniGLQ(Q) and (m,1m2)axD ::/ mnedgdz, (6.4.2)
Q ~ Q ~

xD
which are naturally extended to vector/matrix functions.

Let P§ and P} denote polynomials of degree less than or equal to & in g and ¢, respectively.
We approximate the pressure and velocity with the lowest order Taylor—Hood element; that
is,

Ry = {nn € C(Q) :np, |, € P] Vky € T,7}, (6.4.3a)
W, = {wy, € [C)]?: w, |x, € [PE]? Vry € TF and wy, = 0 on 9N} C [HH(Q)]?, (6.4.3b)
yh = {gh S YVh : (NV‘T -’lNJh,nh)Q =0 Vn, € Rp}. (6.4.3¢)

It is well-known that R; and Wy, satisfy the inf-sup condition

(Ve - wh,mh)o
sup  ———— > Cp [|I1all12(q) Vry, € Ry, (6.4.4)
wieW, wnlme)

see e.g. |27, §VL.6]. Hence for all v € V, there exists a sequence {vp }n>0, with v, € Vj, such
that

lim [|v —vp 1) = 0. (6.4.5)
h—04 ~ ~
We require the L? projector Qn : V — V}, defined by

(U —Qn U,wh)g =0 Ywy, € Vy,. (646)
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We note that the convexity of € and the quasiuniformity of {Z;*}~o imply that Q) is
uniformly H'(Q) stable; that is,

1@nvlm) < Clvllug  VoeV, (6.4.7)

see [56].
For the approximation of the advection term in the Navier—Stokes equation we note that,
for all y € V and w, z € HY(Q), we have that

(v Vo)w o=} [((v- Vo)w,2)a = ((v- Va)z,whal (6.4.8)

~ ~ o~

In addition, the choice w = z leads to both sides of (6.4.8)) vanishing. Obviously as Vj, Z V,
the discrete analogue of the above does not hold; that is, it is not generally true that, for all
Uh € Vhy Whs Zh € Wh,

((vn - Vo )wp, zn)o = 3 [( (vh - Va )wn, zn)a = ((vn - Va )fh,iwuh)g} ) (6.4.9)

~ ~ ~ ~

We note that the right-hand side of vanishes if wy, = zp, which is not necessarily true
for the left-hand side. Hence, we use the right-hand side form of for the approximation
of the advection term in the Navier—Stokes equation.

To approximate X, we first introduce

XE:={oF € C(Q): ¢F |, € P¥ Vi, € T} € WHO(Q), (6.4.10a)
X1 :={¢l € C(D): ¢} |n, € P} Vhg € T,7} C WHe(D). (6.4.10b)

We then set
Xy =Xf X! cX. (6.4.11)

We note from (]6.4.3a{,d), (]6.4.103{) and (]6.4.11[) that, for any vj, € V, and any q€ D,

(Vo -on @n(0)a =0 Vo, € Xp. (6.4.12)

~

We note that for (6.4.12)) to hold in general, we reqlgre that Xfl C Ry,. B
We introduce the interpolation operators 7f : C(Q2) — X7 and 7} : C(D) — XJ such that

MG (P = (P, i=1—1 and  xlgU(PY) = UPY), i=1— 1",
(6.4.13)

where {P?}", and {P7}/’, are the nodes (vertices) of 7,;* and 7,7, respectively. The associ-
ated basis functions are

x¥ € X¥  such that Xi (Pf) =6ij fori,j=1—17, (6.4.14a)
and x! € X! such that Xf(PJ‘.I) =0 fori,j=1—1% (6.4.14b)

We introduce also 7, : C(Q x D) — X, such that

(mup)PEP) = G(PLPY) fori=1-T% j=1=10 (641
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Of course, we have that 7, = 77 W;]L = w}ql 7. The vector versions of the above interpolation
operators are

e [CQ))¢ — [XE)4, 7l [C(D))* — [XZ]d and  mp, : [CEO@x D) — [Xp]%.  (6.4.16)

~ ~

We require also the local interpolation operators

x qa

J— X q — X j— X
ﬂ-h,lim =T |Hz7 ﬂ-h,ﬁq = 7Th ’Hq7 Wh,”xxl‘iq = Th Kz XKq) Z-h,f{x — 7~rh ’Hz?

q

_ . q _ z q
Mg = Th kg and Thykexrg = Th |kaxrqg Vke €Ty, Veg €T,

(6.4.17)

For any @), € X, there exist Z5(on)l(z: q)» [E5(@n)l(z,q) € R4 for a.e. (z, q) €QxD
such that on k, X kg, for all kK, € T, kg € T2,

R
—~
Sy
>
~—

EPU™!  and  Tawen, |50 Vo (mal[FFT(@0)])] = Vodns  (6.4.189)

eP{]™?  and  mh,xn, [gg(%)yq(m[[ff]’(@h)])]:yq¢h. (6.4.18D)

2 2

SIS
—~
>
>
S—

Hence b) are discrete analogues of the relations . We now give the construc-
tion of ZF(-) and Zi(-). Let {ei}L | be the orthonormal vectors in R?, such that the j*®
component of ¢; is d;;, ¢, j = 1 — d. Let k be the standard reference sunplex in R? with
vertices {P }Z 0 Where P is the origin and P =¢i, @ =1—d. Given ¢ € Xp, ke € Tr
with vertices {Pw —0 and kq € T, with Vertlces {Pq }4_, then for a fixed vertex qu of kg,

let AF(P7) € RdXd be diagonal with entries

=0

P(B5,, PL) = ¢n(P,, P5)
Py = { PHTGHEE P~ PRy, BL)
= BR@n(PL,PL)) i ¢n(PEL P5) = n(PE PL).

if pn(P7, PY) # ¢n(PE, PL),

FE (Gn(P7, PL))
j=1—d. (6.4.19)

Let B,, € R%? be such that the linear mapping By, : y € R? — P{ + By, y maps the vertex
Pj to 7, j =0 — d, and hence £ to k. For any ¢} € X7, let @h,(2) = &5, (By,y) for all

ye k. Hence it follows that
Vi@ = [Be, ] Vy 8y (6.4.20)
Therefore, for k =0 — d,
=3(PL) = [BL] ™ AR(PL) B, (6.4.21)

is such that

=5(PL) Vemul[FH (@1))(@ PL) = Vo dn(a, PL) Vo € (6.4.22)



178 CHAPTER 6. FINITE ELEMENT APPROXIMATION OF NSFP SYSTEMS

Finally, on recalling (|6.4.14b|), we set

d

g(fag) = Z

k=0

Hence Z§ satisfies (6.4.18af). A similar construction yields gg satisfying (6.4.18b|). The only
difference is for those x, with a curved side or face, the corresponding linear mapping By,
maps k to the enclosed simplex with the same vertices as k.

As T, ’Z;h are quasiuniform partitions, we have from (]6.4.23[), QG.4.21D and Q6.4.19D, and

their gg counterparts that, for all ¢ € Xh,

2 [1]
2 [1]

s(PL)xi (@) VT €ky, Vg€ kg (6.4.23)

IE5 @I ) + IE8EN (e ) < C L2 (6.4.24)

We note that the construction of ZF(-) and Zi(-) satisfying (6.4.18alb) is an extension of
ideas used in e.g. [53] and [9] for the finite element approximation of fourth-order degenerate
nonlinear parabolic equations, such as the thin film equation.

As the partitions 7;* and 7,! are nonobtuse, we have that

VaXi Vaexj <0 onky i#4 i,j=1—1I" Vkg € 115 (6.4.25a)
and Vexi Vg X? <0 on Ky i#g, i4,j=1—19, Vg € T, (6.4.25Db)
It fol}ows from (6.4.25a}b) and the convexity of F, dL that, for all k, € T,%, k4 € 7,1 and for all
¢ € Xp,
2
o / Mﬂh,nxan |:‘vi (ﬂ'h,man[ [F(%]/(Sbh)])‘ :| dq df
Ky X Kq ~

<[ M, [Va 0 Vi | (00))] dg
KJIXK/q ~
(6.4.26a)

2
wd 5 [ M, |[Ta e [FF D] | gz
Ka X Kq ~

< [ M, [Ta9n T s, [FH (0)] da
IizXK/q ~
(6.4.26b)

Let 0 =ty <t1 <---<tny_1 <ty =T be a partition of the time interval [0, T] into time
steps At" =t — "1 n =1 — N. We set At = max,—1_ny At". We make the following
assumptions on the time steps {At”}gzl and the discrete initial data.

(A2) We assume that there exists C' € Rs( such that
At" <CAt" Y n=2-N, as At—0,. (6.4.27)

With At; and C as above, let Aty € R>0Abe such that At; < CAty. Given initial data
satisfying 1) we choose y?l € Vy and 1/)2 € Xj, such that

(uh, vn)a + Ato (Vo up, Vi vp)a = (1, 0n)0 Vo € Vi, (6.4.28a)

(M, 7 [) Gn))axp = (MY, ¢n)axp  Yén € X (6.4.28b)
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It follows from (6.4.28alb) and (/6.3.5a)) that

/ [|u2|2 + Atg | Vg u2|2} de <C and 0<) <L. (6.4.29)
ol~ ~ T~ ~
We set
1 t’VL
() = — f(,t)dt e HH(Q). (6.4.30)
~ Atn tn—1 ~ ~
It is easily deduced from (/6.3.5b)) and (6.4.30]) that
N
SO A s < / |l dt <C for any r € [1,2), (6.4.31a)
n=1 ~
and AT — f strongly in L2(0, T3 V') as At — 04, (6.4.31b)

where IAt*JF(-,t) = fr(-) fort € (" L,#"],n=1— N.

Our numerical approximation of (P%) is then defined as follows.

(P5™) Forn =1 — N, given {wj; ", 53"} € Vi x X, find {ufl), 15} € Vi x X such
that

n—1
ul, —u
&h — Ush
(At” JNUh> + v (Ve usp, Vo wn)o
0 ~ ~

4 [ Vet wna — (55"~ Vi, wa)o)

= (" wnmyo) — ks T (C(M Vi), Vo wh)o Vwy, € Vp,
(6.4.32a)
%Lh w?hl 5 1 n 5
(M,Trh [’At@h_{'gv 'lpéh x@h—i‘ﬁqué’h.yqsah
QxD
= (M@ 200 Tea]) k(e [0 0]),
VSOh € Xha
(6.4.32b)

where for ease of notation, we write 7, and 1p, in whereas it should really be 7, 4, xx,
and Tp x, xr,, respectively, on each r; X kg of 2 x D. In addition, we have suppressed the
dependence of the solution {ygh,@@gh} on L through the dependence of Z§ and gg on FF.
This is because we will not be passing to the limit L — oo, but only to the limit § — 0 in
addition to letting the discretization parameters h, At — 04.

We note that the approximations u? ugsp, and w 5 at time level t" to the velocity field and
the scaled probability distribution satlsfy a coupled nonlinear system, b We will
show existence of a solution to (| mb below, see Theorem via a Brouwer fixed
point theorem. First, assuming existence, we show that (Pj ph At) satisﬁes a discrete analogue
of the energy equality m For all the following lemmas and theorems we assume the
assumptions (Al) and (A2) hold.
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Lemma 6.4.1 Forn=1— N, a solution {Qghad;gh} € Vy X X, of (6.4.32a b), if it exists,
satisfies

3 LI alaqoy + ks = w3 2oy | + BB T (M mn[FE WD) Daxn + At v [Ty w22 g,
n n n 1 n n
+ a0k T (M |V Vi al FEY D + 35 o - Vo al FF 030D
3 1y IE20) + kB T (M, mn[Ff (55 Daxn + A uf )i o)

%Hu ||L2 +kBT(M Wh[fa (%h Maxp

QxD

IA

IN

+ A" [2 Hym gf{hHiQ(Q) +C HI"H%II(Q)] . (6.4.33)
Proof. On choosing w;, = U?,h in (6.4.32al), it follows that

; /ﬂ sl + s — i 12 = i 2] dz + Avmw /Q Vo whnl? d
= A [ e — ke T (COM G35), Vool » (64.34)
where we have noted the simple identity

2(s1 — 852) 51 = 55 + (51 — 89)% — 53 Vs1, 82 € R. (6.4.35)

On choosmg aph = mp| [FF) wéh” in , and noting the convexity of FF, 1 ab),
23, B3 and §23), v ave thi

(M, m[ﬁ%wsﬁm — FF @5 axo
# A (Mo [ 9o d - Tl FF D + 53 Vo Vo ml G0 )
< (M (Vo u55) 4 Vo Un)oxn + (M iy, Vot )axn
= (MU' g [(Vauin) )95 0)axp = 2(M Ve -4y, 03n)axn

QxD

(C(M % B> Ya: ugp)Q- (6.4.36)

Combining ((6.4.34) and (6.4.36)) yields the first inequality (6.4.33). The second inequality

follows from using a Young’s inequality and a Poincaré inequality. [
We now show using a Brouwer fixed point theorem that there exists a solution {u¥ S hs 1/1 5 nt

at time level t" to (| mb

Theorem 6.4.2 Given {uM ,@/}Z;hl} € Vi, x Xy, and for any time step At™ > 0, there exists

at least one solution {%g,mw&h} e Vi x Xp, to (6.4.32d,b).

Proof. We define the inner product, ((-,-)), on the Hilbert space Vj, x Xj, as follows:

((uns n}s {wn, @1})) = (un, wn)a + (M, 7 [n @n))axn  Y{un, ¥n}y {wn, &n} € Vi x Xp.
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Given {uéh ,¢j;h1} € Vi x Xy, let H : Vi, x Xp, — V), x Xj, be such that, for any {up, ¥} €
Vi x Xp,

(H(un, Pn), {wn, én}))

n—1
Up — Usp n
= (wh) + (Yo un, Vawn)o = (f" wn)ye) + ke T (C(M $n), Vawn)a
) J ~

>Q><D

- (M (Vo un) g, m [?g(%)vq @h])ﬂ T <Mgh,7jh [??(@h) Ve @hDQX[D
AR y -

+3 [((ggﬁgl Vi Jun, wa)e — ((ugy" - Ym)guh,gh)g]
o — 5" . )
Twﬁ—av o Un - x@h"‘ﬁy Y- Vg on

~

Y{wn, on} € Vi x Xp,. (6.4.37)

We note that a solution {uf,, @@g‘h} to (6.4.32a}b), if it exists, corresponds to a zero of H;
that is,

(H(u3 s b0) {wn, @1}) =0 V{wp, @n} € Vi x X (6.4.38)

On noting the construction of Z§ and gg, (16.4.19)—(6.4.23]), it is easily deduced that the
mapping H is continuous.

For any {up,¥n} € Vi X X, on choosing {wn,on} = {gh,ﬂh[[]—}L]'(wh)]}, we obtain

analogously to (6.4.33]), on noting (6.4.26alb) and neglecting some nonnegative terms, that

(P Cuns ). s mnl[FEY ()]1)
1 _ 5 S
> o |5 (lanllBeey = N3 ey + kT M, malFE ) = FEW3 Daso)|
v

+511Ve unlltey = C I/ f-1 (). (6:4.39)

Let us now assume that, for any v € Ry, the continuous mapping H has no zero {ygh, 7%},11}
satisfying (6.4.38)), which lies in the ball
Zy = {{wn, &n} € Vi x X = |[Hwn, @}l <735

where

=

1 {wn, @a 1| = [(({wn 2}, {wn, @1 )2 = lwll? 2 () + (M, Wh[(@h)g])QxD}

Then, for such v, we can define the continuous mapping &, : Z, — Z, such that, for all
{E’hy @h} 6 Z’Y7 R

H(wn, ¢n)
[H (wn &)l

By the Brouwer fixed point theorem, £, has at least one fixed point {u;, 1[1;:} in Z.; hence it
satisfies

Ey(wh, on) == —v

[1H{d, I = 111E; (i D) = . (6.4.40)
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It follows from ([6.2.22]) and (6.4.40)) that

S 220 + s T OLmlFE (G Da = ooy + 2 (M, ml(07) e — C(E)
> win {3, 22T g, e - e
— min {; kaT} V2 C(L), (6.4.41)

Hence for all v sufficiently large, it follows from (6.4.39)) and (6.4.41)) that
(H(ug ), {ug, ml[F51 (7)13)) > 0. (6.4.42)

On the other hand as {u;, @ZZ} is a fixed point of £, we have that

(M (s O2), A malIFFT (ODI)) = — i1 2y + (M, 7[5, [F5 1 (3 Daxp | -

(6.4.43)

A 174G, ) |
v

Similarly to (6.4.41]), we have from (6.2.22)) and (6.4.40) that

. . 1
7220y + (M, 747 [FFY @)D > 57 4* = C(L). (6.4.44)
Therefore on combining ((6.4.43) and ((6.4.44]), we have for all v sufficiently large that
(H(u ), g, mal[F5 T (W11) <0, (6.4.45)

which obviously contradicts . Hence the mapping H has a zero in Z, for «y sufficiently
large. O

In order to establish a stability result for our approximation (P 5 ), we need ﬁrst to
prove a number of auxiliary results. We note that, for all x, € Th with vertices {Px §=0>

d d
|7 6°1(@) 2 = | S0 07 (PE) (@) < SO (PP (@) = [, [(69)2](@)
=0

§=0 ~
Ve € Ky, V9© € C(Ry), (6.4.46a)

where we have used (6.4.14a)) and that X7, are nonnegative, and Z?:o Xi, (z) = 1 for all

T € K. Similarly, we have for all x, € T, k, € ’Z;]h that

|7}, @) < [, [(69)%]](a) Vg € g, V@l € C(Fy), (6.4.46b)

~ ~

)

6.4.46¢)
d

| [The g 21 (@ )P < [ Thgaxng [D°]1(2,0)  V(2,0) € o X 1g, Y € Clha X ig

q )
(

| Fasaeg 1@ D < Pty [B121(@,0) Y(@,0) € ko X gy ¥ € [C(Fz X R
(6.4.46d)

~ ~ ~ ~ ~
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In addition, for all x, € T%, 1, € T and for all ¢, ¥ € C(ky X Kq), ¢, ¥ € [C(kg X r5q)]¢ the
following inequalities are easily deduced for any n € Rsq

| [Tha g (201 @ @) < 5 Thacn, G2+ 07 2] (20q)  V(2,q) € Ko X Rg, (6.4.47a)

and
| [Thaxreg 2011 (@ O] < 3 [Wheoscry MG+ 0P )(zq)  Y(2,q) € Ko X kg (6.4.47h)

The following interpolation stability results are easily established for all k, € T,7, kg € T}

1927 ey < OV 8llim(er) V87 € W (), (6.4.488)
Vg . @ lLoe(eg) < C IV @iy T07 € WHP(ky). (6.4.48Db)
It follows from ([6.4.48alb) that
d d d d
ok 0
3 |prrnt], =3 [t [t
i=1 j=1 0w 9q; ’ Loo(keXkq) =1 j=1 9q; ! Loo (kg Xkq)
d d 52
A ~ 2,00
< C’Z Z oz, aq'cp _ Vo € W5 (kg X Ke). (6.4.49)
i=1 j=1 J Lo (kg X iq)

We recall the well-known approximation results for all k, € 7;* and k4 € 7!

(I =75, o )" oo () < C B2 10" [woe(ny)  VE© € WH (1), (6.4.50a)
(I =7, )P e () < Chg 1@ ware(ny) V9T € W2 (ky). (6.4.50D)

We require the following inverse bounds for all 37 € P{, ¢7 € P{ and for all K} C k, € T7,
Ky C kg € T, with m(k,) < Cm(k}), m(kg) < Cm(k}):

165l () < Cm / |2h|* da, (6.4.51a)
1@ IE o0 () < C 'l /\hIng, (6.4.51b)
V2l ar < 00 / JetPar<on? [ w16, (64510
/ \qu@g\?dqgmq—?/ \gazy?dngh;?/ o LIGh ] . (6.4.51d)
Ky ~ Ky ~ K}

The bounds (6.4.51alb) are standard inverse bounds in the case ) = k, and £} = x,. How-
ever, these results are easily generalized to £} C k; and kj; C k4 under the stated conditions.
The first inequalities in d) then follow immediately from b), respectively;
whereas the second inequalities in d) follow from b), respectively. The fol-
lowing bounds follow immediately from b) under the same stated conditions:

/wgm[m;ﬁ?]dxgc/ |¢¥|*dz  and /wgm[ dq<C/ \ h|2dq (6.4.52)
KX ~ KX ~ Ky

In addition, we require the following weighted bounds.



184 CHAPTER 6. FINITE ELEMENT APPROXIMATION OF NSFP SYSTEMS

Lemma 6.4.3 For all k4 € 'Z;h and for all ¢} € P{ we have that
[ miviara<cn? [ g son? [ e, 6P 6455
kq ~ kq ~ kq ~

| ara lgag < ( / qu> 1900y <€ [ Mg A0 (6.4:530)
Kq ~ Kq ~ Kq ~

Proof. If k, has no vertices on 0D, let gmin be the nearest point of x4 to 0D. It follows

from the quasiuniformity of 7:1" that dist(¢min, 0D) > C hy, and hence, on noting l , it
follows that

maXger, M(Q) C2 [dist(qmin, 8D) + hq]C

~

= <C. 4.54
mingee, M(q) ~— ¢ [dist(gmin,0D))S  ~ ¢ (6.4.54)

~
~

The first inequality in (6.4.53a)) then follows immediately from (6.4.51d|) and (6.4.54)). Simi-
larly, (6.4.53b)) follows immediately from (6.4.51b|) and (6.4.54]).

If k4 has vertices on 0D, we introduce, for appropriate C; € R,

Ky = 1{q € kg : dist(q,0D) > C1 hg} C Ky and  m(ky) < Com(ky). (6.4.55)

Similarly to (6.4.54)), we have from (6.4.54) and (6.2.9al) that

maXQEf@q M(Q)

— " (. 6.4.56
mingey: M(q) ( )

~

It follows from (6.4.55)), (6.2.9al), (6.4.56]) and (6.4.51d]) that

| Mgt <cs [ MV,
Kq ~ K ~ ~
schq“"/ M |p§]* dg

n; ~

gCth/ M |¢}|* dq, (6.4.57)
Nq ~

and hence the first inequality in (6.4.53af). Similarly, the bound (6.4.53b]) in this case follows
immediately from (6.4.51b]), (6.4.55)) and (6.4.56)).

Finally, the second inequality in (6.4.53al) follows in both cases from ((6.4.46b). [

In addition, we require the following inverse inequalities.
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Lemma 6.4.4 For all ¢, € P{ @ P{ and for all ky € T;F, kq € 7;:1 we have that

[ M, (VoinPldgdo < [ M n dgdo
Ko X Kq ~ ~

Kz XKq

< Ch,*? / M |¢p|? dg dz, (6.4.58a)
K X Kq ~

/ M Ty g HNVq ¢n|?] dg dﬂf < / M ’qu onl? dg d%“
Ka X Kq ~ ~

Ka X Kq

< Ch,? / M [@n[* dg da. (6.4.58b)
HTXI{(I ~

Proof. The first inequalities in (6.4.58alb) follow immediately from (6.4.53b|) and (6.4.52)),

respectively. The second inequalities in (6.4.58alb) follow immediately from the first inequal-

ities in (6.4.51c) and (6.4.53al), respectively. [

We require the following results.

Lemma 6.4.5 For all K, € T)F, kg € Th‘l and for all @@h, op € X}, we have that

| MU= ) [Vain - Vain) dg do
Kx Xfﬁ:q ~

VI

" (6.4.592)
| MU= ) (T Tl dg do
N
o (6.4.59b)

and

/ M (I = ey y) [0 @) dg da
Kg XFq ~

1
2
< Ch2 (/ M|V$zﬁh|2dqu> (/ M|Vm¢h\2dqdm>
Ko X Kq ~ ~ Ka X Kq ~ ~

2
+Ch (/ M|quzh|2dqu> (/ M|Vq¢h2dqu> . (6.4.59c)
Ka X Kq ~ ~ Ko X Kq ~ ~

o=

N
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Proof. As 'V, wh, ¢ Pn € [P¥]? on Ky X Ky, it follows from (6.4.50a]) that

/ M (I = Tpyxng) [V tn - V@ #n] dg dz
Ka XKq

< (/ qudg) (T =7 ) Vg O - Vg hllles (r)
KeXKg ~

< Ch? (/ M dng:) IVq b, - Vg @nllwzeo (s,)
KeXKg ~

1
2 2
dq dx /
~ Ko XKq

11]1

d d

<CR? ZZ/X M
K XKq

i=1 j=1

32%
0x;0q;

0%
a$iaqj

dg dx

~

(6.4.60)

The desired result (6.4.59a]) then follows from (6.4.60)) on applying (6.4.58a]) to the first

integral.

Similarly, as V, wh, = @n € [PY]? on Ky X Ky, it follows from (6.4.50b) that

dq dx

~
~

1
2 2
dg dz /
~ KaXKq

lel

83318%

(6.4.61)

The desired result (6.4.59bf) then follows from (6.4.61)) on applying (|6.4.58b|) to the first

integral.

To prove ((6.4.59¢|), we first note that
I — Th,ke Xkq = (I - Wlf,nz) + (I - Wz,nq) Wﬁ,ﬁz'

It follows from (6.4.50al) that
[ M=) W enllhoegen dade < CH2 [ MVl (V2 gl da s
Kz XKq ~ ~

Ko XKq
<Ch? </ M \Vxﬂh\qud:v>
Ko XKq ~ ~

[N

1
2
( / M |V, onl*dg dm) : (6.4.62)
Ko X FKq ~ ~ "
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It follows from (|6.4.50b|) and (| m ) that
(/ M dq d:f) ||(I - W}Z,Kz)ﬂ-}f,nz [J}h @h]HLw(nxan)
Kz X Kq ~

d d 0 A
< COh? (/ qudaz)ZZ o (20 O0n,
Kz XKq

Lo (k)

i1 j=1 a% 66]]

=

<Ch (/ M dq dif) 1Vq Dnll1oo () Vg @nllLee ()
Kx XKq ~

< Chl (/ M\qu&hy?dqu> </ M|vq¢h\2dqu> : (6.4.63)
Ko XKq ~ ~ Ko XKq ~ ~

Hence combining ((6.4.62)) and (6.4.63) yields the desired result ((6.4.59c|).

Lemma 6.4.6 For all k, € 1,7, kg € ’Thq and for all QZJ}Z, Py € X}, we have that

N =

O

~ 2
[ || B 2 T +\<g—gh,wq>[; (Ve[| dgaa
HIXK/q ~ ~ ~
d h 2
< C(L) (hi+hY) / dq dz 6.4.64
g 33 IR R (6464

Proof. As gg(q/ih) [P?]9%4 and Y, ¢p, € [PF]4 on Ky X Ky, it follows from d6 4. SOab (]6 4. 51c[)

and (6.4.24) that

/ M
Kz X Kq

d d
<Ch (/ qudx) ZZHV [Z5n)lislIEe s, ZZ R e
Ko XKq ~ =0 i=1 j=1 i04j
P |

=1 j=1
<C(L) /
i= 1] 1Y RaXhkq 8561'8(]]‘
Similarly, as gg(&h) € [P{]¥*? and V. ¢n € [P{]? on Ky X Ky, it follows from (6.4.50b)),

1
(16.4.53a) and (6.4.24]) that

/ M
Kz X Kq

N 2
1) Vool dada

Q[1]

(I - Z‘:hynz Xﬁq) [

~
/\

dg dz (6.4.65)

~

=5 (¢n) x@h]‘ dgdz

=1 j=1

(I - fh,nzan) [

~

2

Pn (6.4.66)

dgd
85618(]] 1

~

O

Combining ((6.4.65)) and ((6.4.66]) yields the desired result (6.4.64]).
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In addition, we introduce QhM : X — X}, and @hM : X — X}, such that

(M QhMév @h)QXD = (MI/A}, @h)QXD Yoy € Xh, (6.4.67&)
(M, 7 [(QN D) ¢n)axp = (MY, ¢n)axp  Yén € X, (6.4.67b)

In the Appendix, it is shown that
IQMBIZ <ClIbZ  WheX. (6.4.68)

We require a related result for @hM .
Lemma 6.4.7 The following bounds hold:
@I < (M, mn [|QV D1 +192 QDI +19, QD) <ClalE ek,
(6.4.69)

Proof. Given ¢ € X, let E = (QM — QM)4. Tt follows from (6.4.46¢), (6.4.67alb), (6.4.59¢),
(6-4.69), (6-458ab) that

(M, E¥axp < (M, m1[E*)axp = (M, (7, — D[(QM ) E))axp
3 3
< Clix |h2 (/ M|V, E[*dq dx) ( M|V, E*dq d:c>
QOxD ~ ~
< O (ho + hg) [9ll5 [(M, E)axp ]2 < C (hy + he)? D112 (6.4.70)
It follows from (6.4.58alb), (6.4.70) and (6.4.1) that
QY — QA% < C 113 (6.4.71)

The desired result (6.4.69) then follows from (6.4.71), (6.4.68)), (6.4.58alb), (6.4.59¢]) and
6.4.46dd). O
h,At

We are now in a position to prove the following stability result for (P;™").

Lemma 6.4.8 A solution {ugh,qﬁgh}gzl of (Pg’At) satisfies the following stability bounds:

max HuéhHLQ Q) T max (M, mp[F§ (%h)])ﬂxD

N
+ Z A" ||§z g:{hHi%Q) + Z l[ugp — E?ﬁlﬂ?ﬁ(ﬂ)

n=1 =1

N X .
4830 A (M 7l 9 (o FEY WD e + (M.l [V (ol (FE (300D e
n=1
<C ||1jg,h||1%2(g) + (M, 7 [ FF (W) Daxn + Y At” 1/ 10y | <, (6.4.72a)
n=1 ~

max_ (M, 7p 051" axp

n=1—
N N
+ A (M [V 5 + Ve 032 Daxn + (M ma[ |05, — 955 P ]axn
n=1 n=1

< C(L) + C (M, m[ |92 )axp < C(L), (6.4.72b)
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and
N u® _ungl %
e ers] e (255
B = HY(Q)
N no_ in—1 2
+> A g (%’h At:f}‘;’h ) < C(L,T)
n=1 X
(6.4.72c)
where
Ve (2,4) ifd=2 and 9=3 ifd=3. (6.4.73)

Proof. Summing (6.4.33) from n = 1 — m, for m = 1 — N, yields the desired result
(6.4.724) on noting (6.4.26alb), (6.4.29)), (6.2.15)) and (6.4.31a)).
On choosing ¢y, = 9§, in (6.4.32b) and noting (6.4.35), we obtain

T i (M, (16552 + 05 zﬁg;ﬂ)

QxD

+ A" <M Th [2€|V ¢5h|2 |v wéh‘2:|>
QxD

= (e [5°7]),,, 2007 (M @i am B0 T )

+2Atn (Muéhvﬂ-h |:\_45 @Z)(Sh V

~

]

%))

Hence, recalling (6.4.46d|) and (6.4.24)), for any n € R~(, we have that
T < (M, m, |[055 "7 +ACY) |ugnlFz ) + 1 Ve ug sl
S » Th 5.h axD n Us,nllL2 () YalUsnlliz(Q)
. . 2 . . 2
+ Ay ( o [Z505) Ve[ + mn [E208) Vodi| )
< (Myma [0 2]) |+ A COY) (gl e + 190wl R
= ) 5,h axD Usnlitz) T 11 Ya Usnliz (o)

4 At, C L2 (M, h [ Vo 024 + 1V, &gﬁ])w . (6.4.74)

QxD

On noting the definition of T", summing (6.4.74) from n =1 — m, for m =1 — N, with
chosen sufficiently small, and recalling inequalities (6.4.72al) and (6.4.29)), yields the desired

result (6.4.72h)).

The first bound in (6.4.72¢) follows immediately from the first bound in (6.4.72b]), (6.3.15])

and (|6.4.46¢]).

On choosing
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in (6.4.32al) yields, on noting (6.4.6)), (6.3.3]), (6.4.7) and Sobolev embedding, that

5 ugy, — Uy 5 ugy, — Uy
~ At" ~ At"
Q
n

2

n n—1
[ YT Y 0
Atn ) = h
H(Q)

n n—1
" Ush = Usn
Hp ()

< C[ICM A5 1E2(0) + 1V w8 nlIE2q) + g g ul 1E2(0)

+ [l gy | Vi ug | IE1vo0y + 1/ f=1 (0] (6.4.75)

for any 8 > 0 if d = 2 and for 0 = % if d = 3. Applying the Cauchy—Schwarz and the
algebraic-geometric mean inequalities, in conjunction with (6.3.4)) and a Poincaré inequality
yields that

n

| |1~L§,Zl\ ’QLSL,M ||i2(ﬂ) < Hggﬁlniqg) ”2%”%4(9) <3 Z ||§L§7h||i4(sz)
m=n—1
n

<C Y Il 190wl | - (6.4.76)

m=n—1

Similarly, we have for any 6 € (0,1), if d = 2, that

e 11V e w5l Ersogoy < N 1 s Ve inlace)
~ ~ o~ ~ Lo () =~
2(1—0) 1 2(14360)

< Clugy'llialoy D Ve ushlliai (6.4.77a)

m=n—1

and if d =3, (0 = %), that

-1 2 —1/12 2
n
< Cllugitlize Y- Ve ufilliz o) (6.4.77b)

m=n—1
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On taking the 2 5 power of both sides of (6.4 75)), recall (6.4.73)), multiplying by At™, summing
from n = 1 — N and noting (6.4.76)), (6.4.77a) with 6 = (0 — 2)/(6 — ©¥), (6.4.770)), (6.4.27),

(6.4.31a)), (6.4.72alb), (6.4.29) and the first bound in (6.4.72¢|) yields that

s ugy, —ugy
2 At

9

N
> A
n=1

H1(Q)
2
N 9
<C ZAtn ||C(Mw5 h)||L2 Q) + C ZAtn |:Hv u(Sh”L2 + an”%Il(Q):”
n=1 n=1 ~
i N )
v [, ()] [ S o 19l
< O(L,T); (6.4.78)

and hence the second bound in ((6.4.72c)).

On choosing
O3 — Oy
mat fo(fg

in (6.4.32D) yields, on noting (6.4.670), (6.3.13), (6.4.47b), (6.4.46d), (6.4.24) and (6.4.69),

that
: 5" e [ (P8 00
5,h &h — ¥o,h
X QxD

T T
(s

A~

€ Xy

1 R B ,(7;71 _,l!)nfl
= o (M,Tfh Vesn - Vg QM [g (W) ”)
QxD
R N ¥ do-
_%mewyx%g@3w>”)
QxD

QN

(=)
Atm
QxD
- 7
+ (M%hvf" [5 (050 Y [Qh [ <W>”D
QxD

< C(D) [l ey + Ve 3o ey |

+C <M,7rh[~q

+ (M (ym UG H) G5 Th [S (% nV

2})9“). (6.4.79)

Multiplying (6.4.79) by At™, summing from n = 1 — N and noting (6.4.72alb) yields the

desired result (6.4.72c¢). O
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Now we introduce some definitions prior to passing to the limit §, h, At — 0,. Let

t— tn_l n " =1 n n— n
Uhh () = g W)+ e v (), e =1 (6.4.80a)
upr TG =g (), ugy Tt =g, e (¢, n>1, (6.4.80b)
and A(t) :== At", te (™1 t", n>1. (6.4.80c)

We note for future reference that

ou At
uft —upy® = (t — ") Bih’ te (@), n>1, (6.4.81)
where t™T = " and t™~ t"_l. Using the above notation, and introducing analogous

notation for {1/15,1} _oand {f” n—1, (6.4.32a)) multiplied by At" and summed forn=1— N
can be restated as:

T 8uAt
/A [ o i Yawn| dzds
At,+ At,— At,+
/ / uah ‘N )Ea,h } " Wh — [(E&h 'Nvm)gUh} “Ush ] dﬂcht
— + TAL A
- / |:<f 7wh>H(1)(Q) —kpT 0 C(M ng,h ) Ve wp dx] de
0 ~ ~ ~ ~ ~ ~

Vwp, € LT9(0,T; V), (6.4.82)

where 9 is as defined in (6.4.73). Similarly, (6.4.32b)) multiplied by At" and summed for
n =1 — N can be restated as:

' 9 T
/ Mo | =g o dqudt—/ Musy™ - mh [?(w ) xgoh] dq dz dt
0 JQxD ~ 0 JQxD ~ ~ oo~

T
+/ Mﬂh[ v, ¢At+ Vo Pn+e Vo5t Vz(f)h:| dg dz dt
0 JaxbD ~ ~ ’ ~ ~

/ M (Voudi ) o [SU02) Vo n] dgdrdt =0
QxD

Vo € L2(0,T; X,). (6.4.83)

It follows from (|6.4.72al-c), (6.4.80aic), (6.2.22]) and (6.4.46c,d) that

+) 1 At(,£)
sup {H“s N Hi?(ﬂ)] T sup [(M, Wh[[%h ] exp] + / HV Us, t( ”L2(Q dt
te(0,T) te(0,T7)

+5/ M Ve (mal [FET @D + Vg (mal [P @D P)axn | di

Att 2
\“5 u h |
/ / dzdt < C (6.4.84a)
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and

T
sup [(M W)At :|:| )QXD] _|_/O (M |V ¢6t+| _|_|V ¢6t+| )QXD dt¢

te(0,T)
T TAL + AAt,— 2
+/ M W] wd’h dg dx
0 QxD ~

AN ==
dt + sup Hg(%ﬁ( Ez 0

A(t) t€(0,7)
T Ouldt ||@ T o PAE )12
+ / LY | I P / Yol 4 < o(n,1), (6.4.84D)
H1(Q) X
where 9 is as defined in (6.4.73). In the above and throughout, the notation y?i(’i) means
udA}; with or without the superscripts £, and similarly @?i(’i).

Before proving a convergence result for (Pg’m), we need the following result.

Lemma 6.4.9 For all K, € T)F, kg € ’Thq and for all oy, € Xh we have that

/ M |Z5(¢n) — B (¢n) I” dg da
Ko X Kq ~ ~

<C (52 + h2 / M\NVI @h’qudf+/ M Th oy x g [[cph} ] dg dac) )
Kz XKgq ~ Kz XKq
(6.4.852)

| Mk - e 1P dgda
Ko X Kq ~ ~ ~

M Kz X Kq [[Soh] ] dq dIL‘) .

(6.4.85b)

go<52+h§/ M|yq¢h|2dng+/
Ra XKq ~

Kz X Kq

Proof. Firstly, we have from (6.4.21]), (6.4.19)), (6.2.17)) and (6.4.53b]) that

/ M |Z5(#n) — B3 (#n) I* dg do < (/ M dq d§> 1A% (¢n) — B85 (2 )IHLoo (12 Xr5g)
Ko X Kq ~ ~ ~ Ko X Kq ~ ~

<Ch (/ M dq d{) IV 185 (@)1 0 (0 xg)
Ko X Kq ~

< Chi/ M |V, ¢p|? dg da. (6.4.86)
Ko XKq ~ ~
Similarly, we have from (6.4.21)), (6.4.19), (6.2.17) and (6.4.51a) that
/ M |Z4(¢n) — BE(p )I|2dq da < ChQ/ M |V, ¢nl?* dg da. (6.4.87)
Ko XKq ~ Ko XKq ~ ~

Next we note from (6.2.17]) and (6.2.25) that, for all s € R,
185 (5) = B (s)] < 0 = [s]. (6.4.88)
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In addition, we note that

[Pr]—(,q) > Thryxr, [[Pr]-] (7, q) V(z,q) € kg X Kq. (6.4.89)

~ ~ ~
~ ~ ~

Hence (6.4.88)), (6.4.89)) and (6.4.46¢) yield that

[ ik - @R agar < [ - p-Pagds
K/zXK/q ~ ~

Kz XKq

< / M 1S — T, [0]_P dq e
KaXKq ~

<C

5+ / M |Th s, g [@0)— | dgdz. (6.4.90)
Ko X Kq ~

Combining (6.4.86]), (6.4.87)) and (6.4.90) yields the desired results (6.4.85alb).

We are now in a position to prove the following convergence result for (Pg’At).

Theorem 6.4.10 There exists a subsequence of { {“5h> wﬁfl} }os0,h>0,at50, and functions
u € L0, T; LA(Q))NL2(0, T; V)W (0,75 V') and 1 € L(0, T3 L3, (2x D))NL2(0, 75 X)N
HY(0,T; X’) with ¥ >0 a.e. in Q@ x D x (0,T) such that, as 0, h, At — 04,

gé}i(’i) —u weak™ in L0, T; %2((2)), (6.4.91a)
gﬁz(’i) —u weakly in L2(0, T; IN-I(I)(Q)), (6.4.91b)

Ousp ou 4
5 Bt — 587; weakly in LE(O,T;Y), (6.4.91c)
gé}i(’i) —u strongly in L2(0, T PT(Q)), (6.4.91d)

and

Mz — Mz weak* in L°(0, T; L2(Q x D)), (6.4.92a)
M3V ppt — M2 V1) weakly in L2(0,T;L3(Q x D)), (6.4.92b)
Mz Vgt — M2 Vy i) weakly in L*(0, T; L*(Q x D)), (6.4.92¢)
gaqgf’ﬁ — g%f weakly in L2(0,T;X), (6.4.92d)
M: &ﬁi(’i) M3 ¥ strongly in L2(0, T; L*(Q x D)), (6.4.92¢)
M2 Ef’;}(?])ﬁ;(’i)) — M2 ﬁL(lﬁ)g strongly in L2(0,T; LQ(Q x D)), (6.4.92f)
Mz gg(z/}?;@i)) — M BYW)I  strongly in L*(0,T; L*(Q x D)), (6.4.92g)
C(M Psy) — O(M ) strongly in L*(0,T; L*(Q)); (6.4.92h)

where ¥ is defined by (6.4.75) and r € [1,00) if d =2 and r € [1,6) if d = 3.
Furthermore, {u,1} solves the following problem:
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(P) Find functions
w € L®(0, T LA(9) N L(0.7:¥) nWh (0,73 V)

and

¢ e L=(0,T;L3,(Q x D)) nL2(0,T;X) N HY(0,T; X"),
with () > 0 a.e. in Q x D x (0,T) and Q(M@ZAJ) € L>(0,T;L*(Q)), such that u(-,0) = u’(-),
1/}('7 K 0) = ¢0('7 ) and

T
:/ (fyw)yoy dt —kpT [ C(M¢):V,w dadt Yw € Lﬁ(O’T;V);
0o ~ Qp ~ YaWar u \
(6.4.93a)
T
/ ot @ dH_/ / EV ¢—U5L(¢)] x tpdqd:cdt
0 at QxD
/ /Q D[2>\~ <~Vz%)fJﬂL(1/3)] Vy@dgddt=0 VP eL3(0,T;X).
>< ~ ~
(6.4.93b)

Proof. The results (6.4.91af-c) follow immediately from the bounds (6.4.84alb) on not-
ing the notation The denseness of U Rh in L2(Q) and yield that
u € L2(0,T; V). The strong convergence result for ug, & follows 1mmed1ately from
(6.4.91alc), (6.3.3) and (6.3.14), on noting that y C HO(Q) is compactly embedded in L"(12)

for the stated values of r. We now prove (6.4.91d) for g?}i’i. First we obtain from the bound
on the last term on the left-hand side of (6.4.84a)) and (6.4.81)) that

At,+
Hué h Uai HL2(0,T7L2(Q)) < CAt. (6.4.94)

Second, we note from Sobolev embedding that, for all n € L2(0,7; H!()),

Inll2ozer@) < 01220 72200 1120 100y < C I1lT20 2y 111120 2 o)
(6.4.95)

for all r € [2,s), with any s € (2,00) if d =2 or any s € (2,6] if d = 3, and

0=1[2(s—nr)]/[r(s—2)] €(0,1].

Hence, combining 46.4.94[), (16.4.95[) and for u ! yields (6 for uAt £,

The result (6.4.92a)) follows immediately from the bounds on the ﬁrst and thlrd terms on
the left-hand side of ((6.4.84b]). It follows immediately from the bound on the second term
on the left-hand side of (]6.4.84b|) that (]6.4.92b[) holds for some limit g € L2(0,T;L%(2 x D)),

which we need to identify. However for any n € L2(0,T; C(Q2 x D)), it follows from 1)
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and the compact support of  on D that [V, - (M% n) ]/M% € L%(0,T; L%(Q x D)) and hence
the above convergence implies, on noting (6.4.92a)), that

’ ! san Yo o (M21)
/ / g-ndgdgdt / M’¢5h 7dqudt
0o Jaxp"~ ~ 7 0 JaxD ’ M
1
M2

1 (M
/ Mz —— 1 dgdzdt (6.4.96)
QxD

as d, h, At — 0,. Hence the desired result follows from (6.4.96|) on noting the dense-
ness of C3°(2 x D) in L2(Q2 x D). Similar arguments also prove ) on noting ((6.4.92al)
and the second and sixth bounds in ((6.4.84b|). The strong convergence result for 1/1,5
follows immediately from (6.4.92a}-c), (6.3.13)), (6.3.14) and Similarly to ,

the third bound in (|6.4.84b|) then yields that (6.4.92¢]) holds for w?}i i) The desired results

(6.4.92flg) follow immediately from (6.4.85alb) the second bounds in (6.4.84ab), (6.2.25)
and (6.4.92¢]). The desired result (|6.4.925|i follows immediately from (6.4.92a)), (6.2.3) and
6.3.15). Finally, the nonnegativity of ¢ follows from (6.4.92¢) and the second bound in
6.4.844).

Tt remains to prove that {u,} solve (P). It follows from (6.4.5)), (6.4.84alb), (6.4.91al-
d), (6.4.92h), (6.4.31b)), (6.3.2) and that we may pass to the limit, 6, h, At — 04,
in (6.4.82) to obtain that u € L°(0, T;L2(22)) N L(0, T; V) N W3 (0, T; V') and C(M) €
L>(0,T;L*(Q)) satisfy . It also follows from (§6.4.28al), (6.4.5)), (6.4.84al) and (6.4.91d))
that u(-,0) = ¢°(-) in the required sense; recall Remark [6.3.1

It follows from (6.4.92al-g), (6.4.91bld), (6.3.12), (6.4.59a <), (6.4.64), (6.4.84alb), (6.4.43alb),

(6.4.49) and (6.4.50alb) that we may pass to the limit &, h, At — 0, in (6.4.83) with
@n = m, @ to obtain (6.4.93b) for any ¢ € C§°(0,T;C(Q x D). In order to pass to the

limit on the first term in ((6.4.83]), we note that

f L [ At[h@] dgdzds

/ M ¢6h[ﬂ'hg@]dqudt+/
QxD

M (I —m) [dﬁ 6[7;; i

} dq dz dt.
QxD ~
(6.4.97)

The desired result (6.4.93b) then follows from noting that C5°(0,T5C(2 x D) is dense in
L2(0,7T;X), on recalling (6.3.8). Finally, it follows from (6.4. 28b|) (6.4. 59c|) (6.4.51¢)), (6.4.53al),

(6.4. BOaJFb (6.3.8)), (6.4.84b)) and (6.4.92¢) that (-, -,0) = ¢°(-, -) in the required sense; recall
Remark [6311 O

Remark 6.4.11 We note that (P), (6.4.93alb), differs slightly from (P%), (6.3.16alb), i
that u € Wl’%(O, T,V') for the stated value of ¥, recall (6.4.73), is slightly Weaker than ul €
Wl’%(O,T, V') in the case d = 2 with the subsequent slight strengthening of the regularity

of the test functions in (6.4.93a). In addition, zﬁL in the convective term in (6.3.16b)) is
(16.4.93b))

replaced by B (1/3) in . It does not appear possible to construct a variation of the
finite element approximation (Pg’At) that converges to the former version of the convective
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term, and at the same time converges to the other terms in (6.4.93b)). The presence of the
cut-off 4¥(-) in this convective term improves the regularity in time of ¢ in (6.4.93alb), to
that in (6.3.16alb), and hence the weakening of the regularity in time of the test functions in

(6.4.93b). o
Remark 6.4.12 Finally, it follows from (6.4.84a)) and (6.4.91alb) that

T
sup [||u||ig(9)}+/ IV ullfaq) dt < C. (6.4.98)
te(0,T) - ~ 0o = ~

Hence, although we have introduced a cut-off L > 1 to 1& in the drag and convective terms,
and added diffusion in the g direction with a positive coefficient ¢ < 1 in the Fokker—Planck
equation compared to the standard polymer model; the bound on u, the variable of
real physical interest, is independent of the parameters L and e. ¢

6.5 Appendix: Maxwellian Sobolev norm quasi-interpolation

The aim of this Appendix is to prove the stability result . To do so, we first need to
show certain quasi-interpolation results in Maxwellian-weighted Sobolev spaces. The starting
point for the construction of the relevant quasi-interpolation operators is the Brascamp—Lieb
inequality stated below.

Suppose that D is a convex open set, D C R? (e.g., a bounded open ball in R? centred

at the origin; or, more specifically, in the case of the FENE model, D = B(0; b%), b > 2).

Consider a probability measure u supported on D with density e_v(g), q € D, with respect

to the Lebesgue measure dg on R?, where V is a convex function on D; y is usually referred
to as a Gibbs measure. In particular,

-V
M(B):/ du:/e (g)dg,
B B

for any p-measurable set B C D, with u(D) = 1. The following geometric functional inequal-
ity comes from the paper of Bobkov & Ledoux [24].

Theorem 6.5.1 (Brascamp—-Lieb inequality) Assume that V is a twice continuously dif-
ferentiable and convex function on a convezx open set D C R%, such that, for each q € D, the

Hessian o2 @
Viq
H(q) := =

B (3%‘ a%')

is positive definite. Then, for any sufficiently smooth function f,

Var,[f] = B[/ - B,lA)Y) < [

@) Vo) Vaf due where B,(f1= [
D D

In terms of simpler notation, the Brascamp—Lieb inequality can be restated as follows:

2
/ [f@ [ 1wt dlg] Vi< [ @V e Py
D D D

for any sufficiently smooth function f.
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6.5.1 The univariate case

Suppose that d = 1, D := (0,q1) C R, and V(q) := In [a%l (%)a] with @ > 0. Clearly,

f I ¢~ V(@ dg = 1. By the Brascamp-Lieb inequality,

a1 a+1 (@ 2 Lo, ) q% wo
[ =25 [ ) o< [T irwreas® [Cirwpe
0 qq 0 @ Jo & Jo

(6.5.1)
Let us consider the nonuniform partition 0 = ¢p < ¢1 < -+ < gy = 1 of the interval [0, 1],
with hq := maxp—1,n(qx — qr—1), and let XZ denote the set of all continuous piecewise linear
functions defined on this partition. For m € Z>o and a nonempty open interval (a,b) C R,
let

m b

H™((a,0);¢%) = {90 € Hi(a,0) : H()b||12{m((a,b);qa) = Z |¢(k)(Q)\2qa dg < OO} .

k=0"?

When m = 0, we write L%((a,b); qa) instead of HY((a, b); ¢%).
For ¢ € H'((0,1);¢%), let I}4) € X} denote the continuous piecewise linear (quasi-
)interpolant of ¥, defined by

(I94)(q) Wa) + (g —a) S5 J3" V') p" dp, q € 0,1,
h q = -~ _ -~ ~
w(q—%—l)‘f‘ﬂj(%—l)’ AS [Qk—l,Qk]v k=2— N.

9k —qk—1

We note that since HY((0,1);¢*) C C(0,1], the definition is meaningful. Observe, further, that
(L) (qr) = U(qr), k =1 — N; ie. the function Izw interpolates ¢ at ¢ = qx, k = 1 — N,

but not at ¢ = go = 0. In the interval [0,q;] the function qu} has been chosen so as to
ensure that (I1¢)'(q) = %tll ! (p) p* dp and (I4))(q1) = 1&((11). Hence, on applying the

inequality (6.5.1]),

/ " - @) dg< B /0 P e

On the remaining subintervals in the partition, using ¢ ; < ¢* < ¢} and a standard error
bound for the linear interpolant of 1& € H?(qr_1,q1), k = 2 — N, we have that

[* -] s () @l " g k-2

2
k-1 qk—1 ™ qr—1

On summing our bounds through £ = 1 — N and noting that ¢1 < hy and g — gx—1 < hy
for k =1 — N, we obtain

1 R R 2 h2 a h2 1 .
/0 [w’(q)—(fﬁw)’(Q)] qadqémaX<Oj’ , max (q::) 73)/0 14" (q)]? ¢ dg.

We shall henceforth assume that the partition 0 = g9 < ¢1 < --- < gy = 1 is such that there
exists a fixed constant Cy > 1 such that

max —2 < (. (6.5.2)
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Now, letting C,, := max (é, #C’g‘), we get

1 . R 2 1 R
/[W@—%W@]f@s%@/hwﬂwﬂq (6.5.3)
0 0

We note the weighted Poincaré inequality for all & € H!((0,1); ¢%) with ©(1) = 0

1 1 1 o 2
| i@k an= | ( [ wee zdt) 4" dg
0 0 q
1 1 1 , 5 1 1 , 5
< o t=edt ) d b aq :/ B *dgq,
(/Oq(/q )q)o\(q)!qq2(a+1)0\(Q)!qq

(6.5.4)

which, in fact, holds for any o > —1. Applying 1| with 0 = 1& — I,Zqﬁ, and noting 1)

we deduce that

1 P(q) — (I[Y)(@)| ¢*dg < —>— h2 19" (q)* ¢* dg,
Al R [

(

and therefore

R R 1 R
Hw—mw@WmmﬂscaQ+a(Jhﬁwﬂémmwy (6.5.5)

a+1

Let P} denote the orthogonal projector from H'((0,1);¢*) onto XZ with respect to the
q®-weighted H'(0, 1) inner product

a(th, @) : /1/1 qdq+/w q) q* dg,

where o > 0. That is, X A
a(tp — Plp,¢p) =0 Ve € X1 (6.5.6)
Now, consider the following boundary-value problem: Find 2 € H((0,1);¢®) such that
a(p,2) =0(g) Vo e H((0,1);:9%), (6.5.7)
where

1 ~ ~
() = /0 §@ (@) g, with g — Pl

The existence of a unique weak solution 2 € H'((0,1);¢®) to (6.5.7) follows from the Lax—
Milgram theorem. Hence, on taking ¢ = Z in (6.5.7]), we obtain

||5||12{1((o,1);qa) = a(%2) < |&lLzo)g ¥ — PidllLe(0.1):q0)

N

< ”Z”Hl((o,n;qa)H’L/f - PthLZ((o,l);qay

and therefore
121 E10,1)10) < 19 = Pdllzo,1)00)-
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Problem (6.5.7)) is the weak form of the following boundary value problem:

. %2’ +ti=v-Fl, q€(0,1),  lm ") =0, Z(1)=0.
q—U+

Formally differentiating this equation, multiplying the resulting equation by 2'¢®, integrating
over ¢ € (0,1) and integrating by parts in the first term on the left-hand side and on the
right-hand side yields

1 1 1
/ 227 dg + a / P2 dg + / 2P % dg
0 0 0

1 1
= —/ (¥ — Pl) 2" ¢ dg — a/ (%) — Blb) 2" ¢* " dg.
0 0
This formal argument can be made rigorous by replacing ¢* with (¢ + )%, 6 > 0, in the
definitions of a(-,-) and £(-) above, and passing to the limit § — 0.; we refer to Section [6.5.6]
for the details of an analogous, but rigorous, multidimensional argument. Hence,

Héﬁ|’i2((o,1);qa) ta H’%/H%P((O,l);qa*?) +2 Hél”i%(o,n;qa) <(A+a)fd- Pf?q’ZHiQ((OJ);q“)' (6.5.8)

Now, by (6.5.7) with ¢ = ¢) — P;fz[), the definition ((6.5.6)) of the projector P/, and the bound
(6.5.5)),

19 = PEdlRaoney = ald— Pl2) = al — P, - P2)

< Y = Pl 0,1 112 = P2l (0,150
< Y = Pllluno,1):q0) 12 = T2l ((0,1):00)
R A 1 1/2
2l
< 9= Bivlla o, [Ca (1 MDTEE) 1)” ha 12" L2 (0,1);9%) -
Thus, by (6.5.8),
A~ ~ 1 2 ~ ~
19— Plllizo,1)40) < [Ca (5 + )] byl — Pl (0,1):¢0) (6.5.9)
and, denoting by Q7 the orthogonal projection in the inner product of L*((0,1); ¢*) onto XZ,
trivially
~ ~ 1 2 ~ ~
19— Qi llea(o.yqe) < [Ca (3 + )] hg 19 — PEdllsas 0,1y0)- (6.5.10)
Now,

19" = Q) ll2(0.1yq) < 10" = (P l2(0.1):g0) + | (Pf0) — (Q1) ll2((0.1):40)-

Let us, at this point, strengthen the mesh-regularity hypothesis (6.5.2]) by assuming that
the partition 0 = ¢p < q1 < --- < gy = 1 is quasiuniform. Then, by the inverse inequality

ax ax )
/ (@n) % dg < C2, b2 / Gnl2q®dq  Von € XY,
qr—1

qk—1
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whose proof is identical to that of the first inequality stated in (6.4.53al), we have that

IN

HQ&I a (Pgd})/HLQ((UJ);qD‘) + Ciny h;1 HPg”L/AJ - QZ&HLQ((O,I);qQ)
H?,Z)/ - (Plg¢)/"L2((O,l);q“) + 2C'inv hgl H'¢ - P}?@Z)”LQ((OJ);(IQ).

This, together with (6.5.9)) and (6.5.10) yields

Hlﬂl - (Q%@)IHLQ((O,I);qO‘)

IN

19— QE 1T (01):gm) < [2+ (he +8Chy) Ca (3 + )] 1Y) — PI I (0 1ygey  (6:5:11)

which in turn implies, by the triangle inequality and the fact that

1P 1 0,1):00) < 1PN ((0,1):0)

the existence of a positive constant C, independent of A, such that

1QL0 1 ((0.1):g2) < Cl¥llmr(o.1)gey ¥ € HY((0,1);¢%).
This is the univariate counterpart of the desired stability result (6.4.68|).

Remark 6.5.2 Supposing that v € H2((0,1); ¢%), we have that

1
16 = PR B ooy < 1 = T80 ey < Co (14 w [P o da

_
2(a+1)
Thus, (6.5.11)) implies that an analogous bound holds for ¢ — QZ& in the || [|g1((0,1);qe) DOTM.
o

6.5.2 Multiple dimensions

In multiple space dimensions the proof of the stability result proceeds in a similar
manner as in the univariate case discussed above, except for two technical complications.
The first is that D is ball, and therefore D has a curved boundary dD; the second is that
an open (possibly, curved) simplex k4 in the partition of D, whose closure has nonempty
intersection with 9D, may intersect 0D in d different configurations: with exactly one curved
(d — k)-dimensional face contained in 0D, k = 1 — d — 1, accounting for d — 1 different
configurations, and with exactly one vertex contained in 0D, accounting for the d*® config-
uration. Each of the d possible configurations necessitates a different local definition of the
quasi-interpolation operator I, which we use in the proof of the stability result .
Since the two-dimensional case is sufficiently representative of the general argument, we shall
restrict ourselves to showing in the bivariate case. The proof in the case of d = 3 is
identical; in Section [6.5.5| we shall indicate the essential alterations that have to be made to
the arguments presented herein to obtain the corresponding bounds in the case of d = 3.

6.5.3 Two dimensions: flat boundary

We begin by assuming that the boundary of D C R? is flat, e.g. that it is the straight line
g1 = 0 in the ¢ = (q1,¢2)-plane. For ease of exposition we shall, intermittently, write x and
y instead of ¢q; and g3, i.e. x := ¢ and y := go.
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B(0,k) B’ (h,k)
k
0(0,0) h A(h,0)
|
c(,) C'(h)

Figure 6.1: The nonobtuse open triangle Kk = AABC in the (z,y) := (q1, ¢2)-plane, with
A=(h,0), B=(0,k), C=(0,1), in configuration 1-flat, that is with two points, B and C, on the
line z = 0 along which the weight function (x,y) — x vanishes.

Two dimensions: configuration 1-flat. Consider a nonobtuse open triangle kK = AABC,
as in Figure with A=(h,0), B=(0,k), C=(0,1), contained in the rectangle R(k) :=
(0,h) x (I,k) = OB'BCC/, with B’ = (h, k) and C' = (h,l), where ] <0 <k, k—1 > 0 and
h > 0. Here, B and C belong to the line x = 0 along which the weight-function (z,y) — =
vanishes; a > 0. We define,

. 1 [P
&0, k) == p(h, k) — h‘;;;:l/o Gol@, k) 2 dz

and

N . a+1 [ o
®(0,1) := cp(h,l)—hhaH/O Gp(x, 1) 2% d.

We then define py as the affine function whose values at the points A, B and C are,
respectively, @(h,0), CTD(O, k) and <i>(0, l). Thus, pg interpolates ¢ at A, while at the points B
and C the values of py are based on extrapolating from the points B’ and C’, respectively, by
means of the univariate quasi-interpolant IZ. Thus,

. N Ty l - Ty k
palw,y) = ¢(h,0) T +(0.k) (1-F = 1) =+ (0.0 (1- 7 - ) .

which implies that the partial derivatives of p; with respect to x and y are:

edalean) = p(0.0) 1 +80.0) (1) 2 + 0.0 (<3 ) 7oy

and l 1 k
alton) = 00,0 (=7 ) 7 + 800 (1) 7
We define the linear functionals

Li(p) =&z — (pg)a  and  La(p) = &y — (pp)y-
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By direct computation, ®(0,k) = (0, k) and ®(0,1) = $(0,1) all ¢ € Py, and hence py = ¢
and L;(¢) =0 for all ¢ € Py, i = 1,2. Further,

o h
1B(0, k)| < h;ll/ Gk, k) — h o (a, )| 2 da. (6.5.12)

Now,

h
d
bR = pla ke [ LR
Ih h
- gb(:n,k:)xo‘—l—/ @x(t,k)tadt+a/ St k) 121 dt.

Therefore, by integration over the interval x € [0, k], integration by parts in the third integral
on the right-hand side, and applying the Cauchy—Schwarz inequality,

h h h h h
G < e Rlatdet [l e dtdsva [0 s n)e e
0 0 x 0 x

h ho rh
—(a+1)/ |@(m,k)|wadx+/ / |Pa(t, k)|t dt do

pa+1 1/2 1/2
S(a—}—l)( > (/ \g@xk\Zmadx>
ha+1 1/2
—|—h< ) (/ ]gokaxd:v>

. a—+1\Y? h o
el < (Gar) (] e hranac)
1/2

patl 1/2 h )
—a 5o (2, 1)|2 2 . 5.1
+h <a+1> (/0 6oz, B) 2 dm) (6.5.13)

To bound the first term on the right-hand side, note that, for any y € [l, k],

1/2

Thus,
1/2

k
(e ) = [ p)|? + 2 / () 5) Gy, ) ds,
Y

and hence

h h h k
[etnparan= Mg mperar vz [ [ e oat gl ot as) ao
0 0 0 Y

h h k
< /0 G, y) 22 de + 2 /0 /Z 16 9)| 25 (e, )| 25 dady.

Thus, on integrating over all y € [I, k] (recall that | <0<k, k—1> 0 and h > 0),

h h k
k- 1) / (2, B)Pa® dz < / / ey 2 d dy
0 0 l
1/2

h ok 1/2 h ok
k—1) </0 /l |<,5(1’7Z/)’2$adxdy> (/0 /l \gby(x,y)lzxo‘dxdy> ,
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which then implies that

h 1 h rk
[eerrears 2 [ e Pt aray
: =i

h k 1/2 h &
+ 2 </0 /l |¢7(l’7y)’2;c04 dxdy) (/0 /l |@y($,y)’2x°‘ dl’dy)

1/2

Analogously,

h 1 h k
/ (e k)P o dr < / / () 2 dardy
) =il ),
1/2

ho ok 1/2 ho ok
+2 (/ / P (z,y)[* 2 dxdy) (/ / |Guy (2, ) |2 2 dxdy) . (6.5.14)
o Ji o Ji

Substituting the last two bounds into (|6.5.13]) it follows that
[@(h, k)| < C(hy k= 1) @112 (0,8 x (1,k)522) -

Further, (6.5.14]) implies that

h a+1\ 1/2 h 1/2
[ eetaol o < ( ) < [ ety d:c> < O(h D)@ 200 x yao.
0 e} + 1 0

Substituting the last two bounds into , we deduce that
1D(0, k)| < C(h,k = 1) |@llmz((0,0) x (k)0 -
Analogously,
[B(h,1)] < C(hk = 1) [ @llu2(0myx pywey  and [ @(0, )] < C(h, k — 1) [|@ll12((0.) % 1k

as well as
[9(h,0)] < C(hyk — 1) [|2l12((0,0)x (1k)s02)
These inequalities imply that, for ¢ = 1,2,

ILi(D) 2 (mizey < NLilD) L2 (0,n)x (1k)52e)

3 2 hoc—H % .
1 + max (h’ k—l) < (k — l)> C(hyk =D | 1@lla2(0,n)x (1,k)5ze)-

<
- a+1

Recall that L;(¢) =0 for all p € Py, i =1,2.

Let A = (1,0), B= (0,b), C= (0, ¢) denote the counterparts of A, B and C, respectively,
with ¢ < 0 < b, in the open reference triangle k, obtained by rescaling the open triangle
k = AABC by h, i.e. b=Fk/h and ¢ =1[/h, and let p := (k—1)/h = b —c (> 0). We define

T=ux/hand y=y/h, o(z,y) == ¢(x,y), ps(Z,y) := pyp(x,y). Finally, we define L; by

Ez(@)(%’m 1= h Li(p)(,y), i=1,2.
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Thus,
51(@(5?@ = @5(57@ - (ﬁz)%(f’@, 22(&)(57@ = [ﬁﬂ(%7§) - (ﬁ@)ﬂ(%7§)

Then, Ez(cﬁ) = 0 for all ¢ € P;. In addition, repeating the bounds above with h, k and
[ replaced by 1, b and ¢, noting that all constants in the bounds depend continuously on
p = b — ¢, we deduce the existence of a positive constant C(p), which depends continuously
on p, such that

IZi(@) 2oy < 1L @)2(0.0)x @nze) < C0) 1Blu2(0.1)x (@p)za), 0= 1,2.

Note that p depends only on the shape of x; in particular, it is independent of the size of k.
Let us recall the following generalization of the Bramble—Hilbert Lemma, due to Tartar
(cf. Ciarlet [34], Section 3.1, Exercise 3.1.1).

Lemma 6.5.3 (L. Tartar) Let V be a Banach space, and let Vi, Vo and W be three normed
linear spaces. Suppose that A; € L(V;V;), i = 1,2, and that Ay is compact. Suppose, further,
that there exists a positive constant cy such that

lollv < co (Irolly, + [4z0lly,) Vo e V.
Finally, suppose that L € L(V; W) is such that
v € ker Ay =— Lv = 0.
Then, the following statements hold.
(i) P :=ker As is a finite-dimensional linear space.
(ii) There exists a positive constant c¢i such that

inf [v—plly < c[|A2vfli,  VveEV
peP

(iii) There exists a positive constant C' such that

| Lv|lw < C'||A2v||v, Yv e V.

We shall apply this result with a > 1, V := H?((0,1) x (c,b);2%), V1 = H}((0,1) x
(c,0); %), Vo := [L2((0,1) x (c,b); T)]*, W := Lz((~0,1) x (c,b);2%), Ay : v € H2((0,1) x
(¢,0); %) — (Vzz, Vzg, Vga» Ugg), A1 := 1Id, and L = L;, i = 1,2, together with the compact
embedding

H?((0,1) % (e,b);2%) < H'((0,1) x (¢, b):2%),

which requires the restriction a > 1 (cf. Lemma 5.2 in Antoci [5])
Thus, we deduce that

|9z — (P3)z L2 ((0,1)x (ep)30) < C(P) [PlH2((0,1)x (c,b)7)

and
195 — P3)gllL2(0,1)x (e.p):3) < C(P) 1P]r2((0,1) % (c,0):7) 5
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where | - [i2((0,1)x (¢,b)z) 18 the semi-norm on H2((0,1) x (¢, b); T%).
After returning from the scaled variables & and 7 to the original variables x = AT and
y = hy and combining the resulting inequalities into a single inequality, we obtain

V(@ = pa)llLe(o.m) x tk)ysze) < C(0) B IBlr2((0,1) % (1)) -

In other words,
V(@ = pa)llt2(rr)ze) < C(p) b 1dla2(R(1)i2) (6.5.15)
whereupon
IV (@ = pp)llLz(ewe) < C(0) h|@lu2(R(s)szo)s (6.5.16)
where R(k) := (0,h) x (I,k), p:=(k—1)/h and o > 1.

Using that, for (z,y) € k, 0 < x/h < 1 and |y|/(k — 1) < 1, one can obtain a similar
bound on ¢ — p; in the z*-weighted L2 norm on k. The only difference is that then

L(@)=¢—pp and  L(@)(T,y) = L(9)(x,y),

with the same definitions of ps, ¢, pz, ¥ and y as before. We recall that p; = ¢ for all

¢ € Py, and hence L(¢) = 0 for all ¢ € P; and therefore L(F) = 0 for all § € P;. We still
have that

IZ(®)lr2ze) < NL@)lI2(0,x @bz < C0) 1Blm2(0,1)x )z
Hence, Lemma [6.5.3], with the same choice of V', Vq, Vo, W, Ay and As as before, and o > 1,
implies that
¢ — PallLe(o,n)x ez < C(P) 18lr2((0,1)x (c,):3)-

After returning from the scaled variables T = z/h and y = y/h to the original variables x
and y, we obtain that

18 — Polltzo.nx 1 r)me) < Clo) h? [@lmz((0.0) % (1 k)0)-

In other words,
1 — Pl rieyme) < C(p) B |@lm2(R(x)we)»
whereupon
18 = Pollz(maze) < C(p) h? [@lu2(R(s)we) (6.5.17)
with R(k) := (0,h) x (I,k), p:= (k—1)/h and o > 1. The constant C(p) is a continuous
function of p in each of these bounds.

Two dimensions: configuration 2-flat. The alternative configuration of the triangle
k = AABC is: A=(0,0), B=(h, k) and C=(h,!l), with only one point, A, on the line z = 0
along which the weight-function (x,y) — 2 vanishes. In this case, we define pg as the affine
function that interpolates ¢ at B and C, and has the value

N R a+1 [ o
@(0,0):¢(h,0)—hha+1/0 Gg(x,0) % da
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at A=(0,0), extrapolated from (h,0) using the univariate quasi-interpolation operator. Thus,

paCo) = 80.0) (1= 5) 490 (3= o) 0 + 9000 (v o) 2

A

.
(edalen) = ~8(0.0) 3 + 60 ) (=1 ) 2 + et (=) 2
02y (2.9) = B0 R) 1+ @D

Again, we define

Li(@) == ¢z — (Pp)a  and  La(9) := @y — (Pp)y,

and we observe that ®(0,0) = ¢(0,0) for all ¢ € P, and hence Py = ¢ and Li(¢) = 0 for all
peP,i=1,2.

The rest of the argument is the same as in the case of configuration 1-flat, and leads to
the same final bound:

IV(? = pe)ll2(eiwey < Cp) M I@la2(R(k)52)s (6.5.18)

where again R(k) := (0,h) x (I,k), p := (k —1)/h and o > 1. Also, as in the case of
configuration 1-flat,

18 = PollLz ey < C(p) h? |Bl12(R(m)we); (6.5.19)

with R(k) := (0,h) x (I,k), p:= (k—1)/h and o > 1. The constant C(p) is a continuous
function of p in each of these bounds.

6.5.4 Two dimensions: curved boundary

Now suppose that D is an open disc in R? of radius rp € R, centred at the origin. Suppose,
further, that {Thq}h>0 is a quasiuniform family of partitions of D (in the sense of Hypothesis
(A1) from Section with d = 2,) into disjoint open nonobtuse triangles kq, with possibly
one curved edge on 9D. We focus our attention on elements r, that are in contact with 9D.
There are again two possible configurations, which will be considered separately. We shall
assume throughout the section that the potential U and the associated Maxwellian M satisfy
on D the assumptions stated at the start of Section including , with ¢ > 1, and

(6.2.90).

Two dimensions: configuration 1-curved. We consider a circle C C D, concentric with
D, which is a distance h away from 0D; cf. Figure[6.2] The analogue of configuration 1-flat
is an open curved nonobtuse triangle x, := AABC, with one curved edge BC C 9D and with
A € C. Let B' and C' be points on C such that BB’ and CC’ are aligned with the directions
of the normal vectors to 9D at B and C, respectively. We mimic the construction of the
quasi-interpolant pgs of ¢ described in the previous section.

Note that, for ¢ € H2,(D) and any pair of points Q; and Qg in D,

d

1
PQ) =2l = [ A1 -7 Q+ 7 Q)
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N/

Figure 6.2: The domain D, the circle C C D, with dist(0D,C) = h, and C';, A, B’ € C and
the open curved nonobtuse triangle k, = AABC in configuration 1-curved.

Motivated by this identity, for Q; € D and Qs € D, we define

fo Qe +7Q1) £4(1-7)Qe+7Qi)dr
fo M((1-7)Qe+7Qi)dr
Remark 6.5.4 In one space dimension, with M(q) = ¢%, ¢ € [0,h], Q2 = 0, Q1 = h,

and performing the change of variable ¢ = 7h, (6.5.20) yields our univariate extrapolation
operator:

®(Qa) = ¢(Qu) — (6.5.20)

- ) q)d . a+1 [P o o
®(0) == p(h) - Wzg@(h)—hw/ ¢ &' (q) dg. o

In multiple space dimensions the formula (6.5.20)), after performing the r-differentiation
under the integral sign, becomes
Jo M((1L=7)Qo+7Q1) (V) (1 =7) Qe +7Q1)dr
Jo M((1=7)Qa+7Qu)dr

In particular, in the two-dimensional setting considered here, and with reference to Figure

6.2

(Q2) == ¢(Q1) — (Q1 — Q2) -

i — (B — (B — .fOlM(<1_7>B+TBI)(yq¢)((1—r)B+TB/)dT
e fOlM((l—T)B+TB/)dT

and

= p(C) — (C - .folM<<1—T>C+TC’><vq¢><<l—T>C+ch>dT
MO d JiM((1—71)C+rCdr '
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We then define the affine function pg on kg = AABC by

P(q) == (A) v¥alg) + 2(B) ¥n(g) + 2(C)valg): ¢ = (a1,92) € Ky, (6.5.21)

~ ~

where {9a,¥p,c} is the P{ local (nodal/Lagrange) basis associated with the triangle
AABC.

Let R(kq) denote the curvilinear rectangle B'BCC’ depicted in Figure Our aim is to
show that, in analogy with (6.5.15|),

1Vq (& = pp)llez, (Rirg)) < C0) M 1@l12, (R(ry)):

where p is a positive constant dependent only on the shape of x,; this will in turn imply that

1Vq (& —pe)lliz, (x,) < C0) h|Pluz, (R(ky))-

Using polar co-ordinates, the curvilinear rectangle R(k,) in the g := (g1, ¢2) domain can
be mapped into the rectangular domain

Rpolar(/‘?q) = {(T, 9) c—rp<r<-rp+h, Oc<< 9]3}.
Let us therefore perform the following change of independent variables:
g1 =rcosf, ¢ =rsinb, r € (—rp,—rp+h), 0¢€ (0c,0p); (6.5.22)

thus, r = —|g\. Naturally, 0 < h <« 1 < rp, and we can therefore assume without loss
of generality that —rp + h < —%; therefore, » = 0 is, uniformly in h, separated from the
range (—rp,—rp + h) of r, whereby the change of variables (6.5.22)) is a smooth bijective
diffeomorphism from R(kq) to Rpolar(kq)-

By virtue of we may assume without loss of generality that M(q) = (rp — |q|)?,
with @ = ¢ > 1 and ¢ as in (6.2.94), and |q| € (rp — h,7p). In polar co-ordinates, with
|g| = —r, we therefore define N(r) := (rp + 7:)‘3‘ for r € (—=rp,—rp + h), where a = ¢ > 1.

- Now, on noting that M(g) = N(r) with r = —|q| € (—rp, —rp + h), we have that

1 ~
R N N(— ) Gp(— h.0g)d
(I)(B):(I)(_TD’QB):¢(—7“D+h,013)—hf0 ( TD1+T ) @r(—rp +Th,6p) T
Jo N(=rp+7h)dr

Hence,

A a+1

h
(P(B) = @(—TD,HB) = @(—’I"D + h,HB) —h ha-i-l/ ta @T(_TD + t,eB) dt. (6523)
0

Analogously,

. . R +1 [
@(C) = (I)(—T‘D, Qc) = Cp(—’r‘D + h,ec) —h O;LaJrl /0 t¢ T(—T‘D + t, 90) dt, (6.5.24)

while
@(A) = @(=rp + h,04). (6.5.25)
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It is clear from that if the restriction of ¢ to the closed line segment connecting
B’ to B is a linear function, and therefore ¢, is constant along this line segment, then
&(B) = ¢(—rp,0p) = $(B). Analogously, implies that if the restriction of ¢ to the
closed line segment connecting C’ to C is a linear function, then ®(C) = ¢(—rp,0c) = $(C).

Hence, if ¢ € P, then implies that ps(q) = P(A) Ya(q)+¢(B) ¥u(q)+4(C) velq),
the standard linear nodal/Lagrange interpolant of ¢, whereby V(% —pg) = 0. Equivalently,
letting

Li(@) = (@P)ar = Pe)ar,  L2(®) = (D)o = (Pp)ass

we have that L;(¢) =0 for all ¢ € P{, i =1,2.

Since the formulae (6.5.23)), (6.5.24]), (6.5.25|) are essentially the same as those correspond-
ing to ®(B) = ®(0,k), ®(C) = ®(0,1) and B(A) = ¢(h,0) in the case of configuration 1-flat
in the previous section, defining p := (g —6c)/h, changing variables to the rectangular region
Rpyolar(Kgq), rescaling this by 1/h as in the previous section, applying Lemma and then
rescaling by h to return from Rpolar(kq) to R(kg) yields

1Vq (& = pe)llrz, (rieg)) < C0) M IPlu2, (R(xy))-

Hence,
Vg (&= pp)llrz, (s,) < Clp) h|@lnz, (R(ky)): (6.5.26)

M
with p := (6g — 6c)/h.
Next, we prove that

||95 _p@HLQ

M

(k) < C(P) h? |¢|H?M(R(nq))' (6.5.27)

This time, we define L(¢) := ¢ — ps where, again, ps(q) = @(A)Ya(q) + d(B) YB(g) +
®(C)Yc(q). Once again, if ¢ € P, then pp is just the standard linear nodal/Lagrange
interpolaﬂt of ¢ and therefore L(¢) = 0. The rest of the argument is the same as in the case
of the error estimate in the M-weighted H' seminorm above. Thus, on applying Lemma m
and a scaling argument in the same way as before,

16 = PollLz, (ny) < COIR?ID]2, (R(sy)» (6.5.28)

where, again, p := (0g — 0c)/h. The constant C(p) is a continuous function of p in each of
these bounds.

Two dimensions: configuration 2-curved. The alternative configuration of the triangle
kg = AABC is that A€ 0D while B,C € C. In this case, we define pg as the affine function
that interpolates ¢ at B and C, and has the value

B(A) = H(A) — (A — .folM((l_T)A—i-TA/) (V) (1 —71) A+7A)dr
AR folM((l—T)A+TA/)dT

at A. Here A’ is the point on C where the line segment, normal to 9D, connecting A to the
centre of the disc D intersects C; thus the segment AA’ is orthogonal to dD. The value ®(A)
is therefore obtained by extrapolating ¢ from A’. Thus,

pe(g) = ®(A)va(e) + ¢(B) ¥s(q) + (C) vele).

~
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Again, we define,

Li(p) == Pgy — (pnﬁ)tn and Ly(p) == Pgy — (pgb)qza

and we observe that L;(¢) =0, i = 1,2, for all $ € P{. The rest of the argument is the same
as in the case of configuration 1-curved, and leads to the same final bound:

1Vq (&= pe)

where now R(kg) is the curvilinear rectangle BB’C'C, whose curved edges B'C' € 9D, BC C
C; here B’ and C’ are the points on dD where the line segments passing through the centre
of the disc D and the points B and C, respectively, extended beyond B and C, respectively,
intersect D. Clearly, each of the line segments BB’ and CC’ is orthogonal to D as in the
case of configuration 1-curved. The definition of p is the same as in the case of configuration
1-curved, i.e. p:= (0 —0c)/h.

Arguing in the same way as in the case of the M-weighted L? norm bound derived above
in the case of configuration 1-curved, we also have that, with p := (6g — 0¢)/h,

2, (k) S Clp )h"P|H2 (R(kq)) (6.5.29)

16 = pslla, o) < C0) 12 1212, (R(sy)- (6.5.30)

The constant C(p) is a continuous function of p in each of these bounds.

Two dimensions: global interpolation bound. Let h,; denote the maximum diameter
of any triangle k4 in the quasiuniform and nonobtuse family of partitions {Z;'},~o of D.
Each triangle k4, € 7,7 whose closure intersects 0D is either in configuration 1-curved or in
configuration 2-curved; on such triangles we define p; as above. Any triangle x4 € 7,! that
is neither in configuration 1-curved or configuration 2-curved is such that the closure of s, is
contained in the open disc D; on such triangles, referred to as being in configuration 0, we
define py as the standard nodal interpolant of ¢. For ¢ € H3,(D), we then define the global
quasi-interpolant IZ([) := pg. Note, in particular, that I Zcﬁ is a continuous piecewise linear
function on D with the following properties: suppose that P is a vertex of a triangle x, € 7,%;
if P € D, then (I{$)(P) = ¢(P); if, on the other hand, P € 9D, then (I]¢)(P) = ®(P), the
value extrapolated from P’ € D using the formula

fo T)P+71P) (Ve@)(1—7)P+7P)dr
f M((1—-7)P+7P)dr

9

where P’ is the unique point of intersection of the line segment that connects P € D to the
centre of D with the circle C C D concentric with 9D and such that dist(0D,C) = h and
0<h<rp.

By virtue of (on triangles x; C D in configuration 1-curved), (6.5.29) (on trian-
gles kg € D in configuration 2-curved), and classical interpolation results on the remaining
triangles k, € 7}, (in configuration 0) whose closure does not intersect 0D, together with
upper and lower bounds on M on triangles in configuration 0 and recalling , to relate
the M-weighted L2, H' and H? norms to standard (nonweighted) L2, H! and H? norms, we
deduce that

1Vq ( Ih¢)||L2 ) < C hq |¢|H2 and H?/A) - IZ@HL?VI(D) < Chg "‘MH?VI(D)’
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whereby A ) A
b — Iy, oy < C by lilus, - (6.5.31)

Here we made use of the fact that the parameter p appearing in the bounds on the triangles
kq € ’Z;Lq in configuration 1-curved and configuration 2-curved belongs to a compact subinter-
val of R, independent of hy, due to our assumption that {7,7};~¢ is a quasiuniform family
of nonobtuse partitions; since the constants C(p) featuring in those bounds are continuous
functions of p, it follows that the constant C' in depends only on the shape-regularity
parameters of {7,"};,~0, which, in particular, fix the range of p.

6.5.5 Three dimensions

We briefly comment on the modifications that need to be made to our arguments above when
d = 3. Consider a family of quasiuniform nonobtuse partitions {7,'}5~¢, in the sense of
(A1) in Section of the ball D = B(Q,7p) C R3. Excluding the case of configuration 0,
when the closure of a simplex x4 € Thq has empty intersection with 9D, there are now three
different configurations to consider, corresponding to the cases when the closure of , has
one, two or three vertices on dD.

Let us suppose, for example, that the open nonobtuse simplex x, € ’Thq has three vertices
A, B and C on the sphere 0D, while the fourth vertex D is in the interior of the domain D,
on a sphere C concentric with 0D, that is a distance h away from 9D. We raise the inward
normals from A, B, C to 0D, and consider the points A’, B/, C’ in the interior of the ball D
that are on the respective normals to 0D at A, B and C, and a distance h away from A, B
and C, respectively; i.e. A’, B/, C’ are on the sphere C. The tetrahedron k, = ABCD is then
contained in the curved triangular prismoid R(k,) := ABCA’B/C’, with curved faces ABC
and A'B'C.

Given a function ¢ € H3,(D), we then extrapolate ¢ from A/, B’ and C’ using (6.5.20) to
define ®(A), &(B) and (C), and define pg as the affine function of ¢ on the simplex ABCD

whose nodal values are ®(A), ®(B), ®(C) and ¢(D). We note in particular that if ¢ € P?,
then p, = ¢. Using spherical polar co-ordinates we map the curved triangular prismoid
R(kq) containing the simplex x, = ABCD into a right triangular prism Rpolar(kq), and then
argue as in the case of d = 2 above, using Lemma to deduce the analogue of
in the case of d = 3.

6.5.6 Stability of the Maxwellian-weighted L? projector in the Maxwellian-
weighted H! norm

Now we are ready to discuss the question of stability, in the M-weighted H' norm, of the

orthogonal projector in the M-weighted L? inner product on D € R%, d = 2,3. We begin by

considering the following auxiliary problem: Let g € L2,(D); find 2 € H},(D) such that
a(2,9) = (@) Vo e Hy(D), (6.5.32)

where, for ¢, € H},(D),

ol6.p)i= [ M(TsC-Fy0+Cp)dg  and U9)i= [ Migag
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The existence of a unique solution 2 € H},(D) to (6.5.32) follows by the Lax-Milgram
theorem. Note that

122, 0y < 12111, 0y < 19llez, (p)-

We begin by showing the following elliptic regularity result for (6.5.32): 2 € H% (M), and
the bound stated in (6.5.41)) below holds. To this end, for § > 0 we define

2
r —
Us(s):=U ((rpﬁ—é) s> , s€[0,ir}) and Ms(q) = Z 1exp(—U5(%|g\2)), g€ D,

where, as in (6.1.6]) (i.e. with no é-dependence in the definition of Z),

~

7= /D exp(~U(]ql?)) dg.

Note that since U’(s) > 0 for s € [0,3r%), we have 0 < Us(s) < U(s) for all s € [0, 3r%),
with strict inequalities for s # 0, and M (g) < M(;(g) for ¢ € D, with strict inequality for
q # 0. The fact that, thereby, Ip M(;(CN]) dg is strictly greater than 1 rather than equal to 1
is of no significance. For § € L2,(D) and § > 0, we define

M(g)\? |
) = (Mg(g)) 9(q), qe€D,

~

g5(

1G]

and note that g; € L3, (D) with 19sll3, (o) = 119llez, (p)-

We consider the following problem: For § € L3,(D) and 6 > 0, and with M;s and g5 as
defined above, find 25 € H}wg(D) such that

as(25, ) = Ls(¢) Vi € Hy, (D), (6.5.33)

where, for ¢, € H}\46(D),

osC.p)i= [ M5 (VoG Vog+Co)dg  and  t5(p) = [ Mygspdg.

We note that, for § >0 and ¢ € D, 0 < Z Lexp (—Ug(%r%)) < Mg(g) < Z~1, and therefore
L?w[; (D) and H}% (D) are homeomorphic to L?(D) and H!(D), respectively, with equivalent
respective norms, so they can be identified with L2(D) and H!(D), respectively.

As in the case of (6.5.32]), the existence of a unique solution Z5 € H}w& (D) to (6.5.33)
follows by the Lax—Milgram theorem, and

|\56‘|L§45(D) < ||25||H}M§(D) < ||§6”L?M§(D) = H@HL?VI(D)' (6.5.34)

Also, by (standard) elliptic regularity theory, Zs € H}\/[,; (D) = HY(D) belongs to H2(D) =
H?w(; (D) for all § > 0.
Since C3°(D) C Hjl\/f,;(D) for any 6 > 0, on choosing ¢ € C3°(D) in (6.5.33)), it follows
that
- qu . (M5 qu ?:’5) + Ms z25 = M gs in D,(D), (6.5.35)
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i.e. in the sense of distributions on D. As Ms € C*°(D), multiplication by Mjs of elements
of D'(D) is correctly defined; thus, by the Leibniz rule for differentiation of the product of a
C*°(D) function and an element of D'(D), ((6.5.35) yields

— MsAy 55— Vg M;s-Vy2s+Msis=Msg  inD(D). (6.5.36)

Noting that Ms and U satisfy an identity analogous to (6.2.5)), and that since M Le C>(D)
multiplication by M Lin o/ (D) is meaningful, multiplying (6.5.36) by M ! we deduce that

~Dg25+Ujq-Veis+25=g5s  inD'(D). (6.5.37)

As g — Ug(%]g|2)g belongs to [C°>°(D)]?, the dot-product in the second term of (6.5.37) is

meaningful as an operation in [D'(D)]?. Taking the partial derivative in D’(D) of (6.5.37)
with respect to ¢;, the ith component of ¢, gives

0z Y 025 95 0
= 5+qug’g-yqz5+Uga—;+Ugg v, 228 05 C9
(2

—A, R vl —
Y13 T oq ~ da

nD'(D), ie{l,....d}.

i (6.5.38)
For ¢ € CF (D), we have Mj; g—;"_ € C§°(D), and therefore (6.5.38]) implies that

0% P " . 0P GZ5 &p
_A M ; ) , My ——
< “og; 6qz> i <q o Yoz Mo, Us Ba ™ B

0Z%s op 0%s [ 03gs [
/ —_—
+<U5g anqi’M 8q2>+<BQi’M dqi aqz-’M dqi

Vo e Cg°(D), ie{l,...,d}; (6.5.39)

where (-, -) denotes the duality paring on D'(D) x C§°(D). Writing A, =V, -V, in the first
term on the left-hand side of , passing V, to the test function in this term, using
the Leibniz rule in C*°(D), noting and that Us € C*°(D), whereby multiplication in
D'(D) by Uy is legitimate, and observing that one of the two terms that result upon the use
of the Leibniz rule from the first term on the left-hand side of cancels with the fourth
term on the left-hand side of , gives

0z 0 0
<an5 M5V, 6<P> <qu5q Vv 25,M582>

825 ap 0%s op 0gs oo
<U55 3qi>+<8qz-’M 6(]z> <BQi’M g

for all p € C3°(D), ¢ € {1,...,d}. Summing over i = 1 — d, we deduce the identity

As (25, 9) ;:/ M5V Vg zs: Vquﬂﬁqur/ MsUj (q-Vq25)(q-Vqp)dg
D~ - ~ o ~ Jp ~ ™ ~

~
~

+ / M (Us +1) Vo 25 - Vg g
D

—/Qa%-(MaV <p> = /MégéAqSDdQ+/M§géU§q Vepdg =: L5(9).
D ~ ~

~
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for all ¢ € CF(D). Consider the norm || - HH%/[(;(D) defined by

Hé”?—@wé(p) = /DM(; “qu quCA’Q + Uy ‘Q ) yqéP + (U5 +1) ’yqdz + |€’2 dg-

We observe that || - HH?\/I (D) is an equivalent norm on H?\Q(D) = H?(D) and, in particular,

H26||H§45 (py < 0. Next, we show that H%HH?W(; (p) 18, in fact, bounded, independent of § > 0.

Recalling (6.5.34]) we have that
125112 () = A(Zs, 25) + (Ms 25, 25)p = Ls(25) + (Ms 25, 25)p = Ls(25) + |1Zsll72_(p)
8 5
< 11950z, o) 184 25k, (o) + 1961z, 0y 1Us a - Vo Zslliz, ) + 1951, (o) I%sllez, (o)-

: . 1 .
Since HA‘]Z‘S”L?W(;(D) < d2]|V4 VY, Z‘SHL?\Q(D) and, thanks to (6.2.9b), [U}(s)]? < c5 Uf(s),

sef0,2

%), we thus have that
. 1. .
||26H$1§M6(D) <(d+cs+1)2 ngSHLgJé(D) ”25”7{?\/]6(D)7
which implies that
H%H%I?MS(D) < ||§6”3-[?M§(D) < (d +c5+ 1) Hgé”i?wa(p) = (d +c5+ 1) ngiﬁf(l))‘

Since M(q) < Mj;(q) for all ¢ € D and 6 > 0, we deduce that

||25H%{?\/I(D) <(d+c5+1) ||§||ifw(p)-

Since {25 }5>0 is bounded in H2 (D), there exists 29 € H3,(D) and a subsequence, still denoted
{Zs5}s>0, such that Z; — 20 Yveakly in H2,(D) as 6 — 04. By the weak lower semicontinuity
of the norm function ¢ — HCHH?M(D):

|20|%1§W(D) < HéOHI%I?M(D) < (d+ cs + 1) ||§||i§u(p)- (6-5-40)

Since for ¢ > 1 (cf. (6.2.9a))) the space H%,(D) is compactly embedded into H},(D) (see
Lemma 5.2 in Antoci [5]), {Zs}s>0 is strongly convergent to 2o in Hl,(D) as 6 — 0. Noting
that {Ms}s~o converges to M uniformly on D as 6 — 04 it follows that, as § — 0,

~ A A 1 1, 1, 1, PN ~
&s(so):/DMagwdgz/D(Ma)QgM2sodg—>/DM29M2sodngl)Mgsodg:E(«p)

for all p € C*®(D), and as(2s,p) — a(2o,¢) for all p € C>®(D). Hence, passage to the
limit § — 0 in (6.5.33)) yields a(2o,®) = £(p) for all $ € C°(D). Since C*(D) is dense in
HL (D), also a(Zo, ¢) = () for all $ € HL,(D). However, 2 € H} (D) is the unique solution

to (6.5.32), and therefore 2 = 2y, € H3,(D), and then by (6.5.40)),
82 ) < I2I2a (o) < (@5 + D312 ) (6.5.41)

That completes the proof of the elliptic regularity result that we need in order to proceed
with the proof of stability, in the M-weighted H! norm, of the orthogonal projector in the
M-weighted L? inner product on D.
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Taking g = ¢ — P;fvf) in (6.5.32)), where P} denotes the orthogonal projector in the M-
weighted H! inner product on D, we have from the symmetry of the bilinear form a(-,-), the
definitions of 2 and P;f , the Cauchy—Schwarz inequality and (6.5.31)) that

10 = PdlEa () < a($ — B, 2) = a($ — B, 2 — Pjl2)
< |l — P;?@Z’HH}M(D) 12— Pq'gHH}M(D)
SCthT/A’—P;?@HHI ’Z‘HQ (D)
The elliptic regularity result (6.5.41) with § = ¢ — P;fdJ gives
. 104 -
2luz,(py < (d+ 5 +1)2 [ — Pllez ()
We thus have that R R R X
16 = Pflliz, () < Chg 16— Pl (- (6.5.42)
Now, by the first inverse inequality in the M-weighted H' norm on D stated in (6.4.53al),
and (6.5.42)),
19 = @4l by < 19 = Pl oy + 1PRY — Qi (o)
< |l = Pl (py + Cin hg |1 PRt — Q4dlILz o
< M’ PthHH1 (D) +Cmvh 1H¢ P%Hm +Cmvh 1H7/’ Qh¢"L2
< |- Phd}HH}VI(D) +2 Ciny hyg M — Pg¢”L§w(D) <A+0) |- P§¢||H}M(D)-
In particular the last inequality implies that
1 — Qi by < 21+ O) bl ) Vo € Hyy(D)
and therefore also,
1QL0 Nt () < B+2C) [l oy Wb € HY, (D). (6.5.43)

It remains to prove that the projector QY = Q7 QF = QF Q%, where Q7 is the orthogonal
projector in L?(€2) onto X# and Q7 is the orthogonal prOJector in L2,(D) onto X}, is stable
in the norm of X := H'(Q x D; M). Indeed,

HQWH;:HQiQM;:/Q DM[\sz&\2+\yz<c)i@z¢>|2+|yq<QzQ;i¢?>|2 dg dz
< / M Q7 (Q50)( @)y da + / 1QF (@) (@, )If (py da
<0 | [ M1 DR da + [ 10Ny ]

<0 [ 1060 da + [ 166Ny o))
~ IR,

where in the transition to the third line we used the stability of Q% in the H!(£2) norm, and
the stability of @7 in the H},(D) norm stated in (6.5.43). In the transition to the penultimate
line we used Fubini’s theorem to exchange the order of integration, together with the fact
that QY is a contraction in the norm of L3,(D) and Q7 is a contraction in the norm of L?(€2).
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