ALGEBRAICALLY SOLVABLE CHEBYSHEV APPROXIMATION PROBLEMS
Martin H. Gutknecht

Best rational Chebyshev approximations that can be com-
puted algebraically, i.e. by solving an eigenvalue problem,
have been a matter of interest for a long time [1,6,8-10].

On the basis of the Carathéodory-Fejér method we derive here
a general and unified theory for such approximations on a
disk (complex) and on an interval (real), respectively; the
latter case extends to real rational trigonometric approxima-
tions. The given function must be a rational function of
higher numerator or denominator degree. To our knowledge our
theory covers all known cases of (nontrivially) algebraically
computable best approximations and even most of those classes
of Chebyshev approximations where the solution is known
explicitly. (A historical survey will be published else-
where.)

1. CF approximation: the special case of the

smallest singular value

Let Rmn denote the space of complex rational functions
with numerator degree at most m and denominator degree at
most n, let Pm J= RmO’ and let Rmn(ﬁ) be the subset of those
rational functions that have no poles on the closed unit disk
D. Moreover, let ﬁmn =, Rmn(ﬁ) consist of the functions of
the form ¥ = p/q with gq ¢ Pn nonvanishing on D and
z > z7™p(z) analytic and bounded in 1 < |z| < «. Finally,
|r|% is the Chebyshev norm (essential supremum norm) on the
unittcircile 'S.

In [4] we proved results which on one hand enhance the
Adamjan-Arov-Krein theory [2] in the finite rank case and on
the other hand extend algorithms proposed by Kung [5] and
Trefethen [11] (who introduced the name "CF approximation"
and studied its deviation from the best approximation). Here
we state part of these results in the special case where the
weight function is the reciprocal of a polynomial and where
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only the smallest singular value is considered:

THEOREM 1. Let f € R - € P, g nonvanishing in
il MN g T SO TIVETEITS e L

{z "INz < R e e e T L e, SIS R e

orm>M-1,n=N-1. (L, M, N > 0 are assumed to be the

actual degrees.)

Let b ¢ PN (with all zeros outside S) denote the

'denominator' of £, so that a := fbc¢ ﬁMO' and let b*(z) :=

zNB(l/z) be the reciprocal polynomial of b. Denote the

Fourier coefficients of t |> (£/g) (e*%) and of t |» (b*/b) (e'h)

by ¢k and Bk, respectively. Define the (n+1l)* (n+1)

; - A P = n * /e
Toeplitz matrices ?(f/g, ) (¢p+j-k)j,k=0 and ?(b /L)

L)

{5 — n - T n 1
2= By rimdi neosdd Bl lebsR ¢ (5j+k,n)j,k=0 (with

Kronecker's delta) be the Hankel matrix with ones on the anti-

diagonal and zeros elsewhere. Consider the smallest singular

value ¢ and any corresponding singular vector v = (VO,...,Vn)T
satisfying

f b* =3
@an) ?(6; m+1l-L) W= ?(T;; mb1=T0) SRV .
Then the unique best weighted approximation r* of f from ﬁmn
for which t\(f—r)/g|ls becomes minimal among all r € ﬁmn is
given by

b s o J=-L b*(z) v*(2)

(2) aXi(iz) s f(z) (01 % 74 _b(z) Wrg(z) ’
where J := max{M-N, m-n} =m - N + 1, v(z) := Vg . B ainyh vnzn,
v¥*(z) = ;n 3o PRORARSL Vozn. By cancelling common factors and

extracting powers of z the quotient v*/v may be written

Vaillz) st Y aii(2)
(3) WAR) (<] DGRy

with g and g* being mutually prime reciprocal polynomials of

exact degreesmiss=in - yi— S, Swherell CE el ks the dmultiplicity,

of ¢ as a singular value of (1) and where Y >0 if n =N - 1,

Y = 0 otherwise. g has all its n' zeros outside S and is the
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'denominator' of ¥*; p := qE* € ﬁm'd\ﬁm'—l GEEE A mo- § -
’

u with § > 0 if m =M - 1, § = 0 otherwise, but always yd§= 0.

Hence, ¥* € R moreover, r* is best out of R

m',n'’ m'+v,n" "+’
where v := v + § + u.

The special properties of the two cases m =M - 1,
n>N-1landm>M- 1, n=N- 1, respectively, considered

here are:

(i) It is always the smallest singular value that

matters.

(ii) v*/v has no poles on D; therefore f* ¢ ﬁm' 5 'S
4

analytic on D, and hence E* € ﬁm',n'(B) whenever
e RMN(E) and J - L + vy > 0.
(HLiy v voue ¢™*1 and the indices of the Fourier
coefficients appearing in the Toeplitz matrices
in (1) are particularly simple.
We might mention that in the nondegenerate case, where
y =86 =p =0 and v = q, the singular value problem (1)
arises from comparing the coefficients of zm+1-L through
zm+n+1-L in the Laurent series with respect to S (the
coefficients are well defined even if the series do not con-

verge on S) of both sides of

0 3 - £l v - o B en,

It can be shown that the coefficients of all higher powers are

matched automatically as a consequence of (1).

A singular value problem equivalent to (1) may be
obtained by comparing coefficients after multiplying (4) by
g(z). If both f and g have real coefficients both this

singular value problem and (1) become generalized eicenvalue

problems.
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2. Complex rational approximation on a disk

The following is now an immediate consequence of Thm. 1,
in particular of property (ii) mentioned above:

THEOREM 2. In addition to the assumptions of Thm. 1 suppose

that £ € RMN(B) and that either M > Nand L <m - N + y + 1

oruMES iNH=n At ilpimesRnie= v, andl Bt <t md=sn & Ty (= m=-N+Y+1) .

Then ¥* constructed in Thm. 1 lies in R , n,(5), and T*
in Thm. 1 lies 1n : el

is the best approximation on S of f from Rmn(B) with respect

to the weight function 1/g. If ¥* is degenerate, i.e. if

] 1 Sk 3 et
m' <fims orsin S <EnyE Eheniaee c also best out of Rm'+2,n'+R(D)

for every & < v :=Y + § + p (defined in Thm. 1).

Proof. We only have to make sure that J - L + Y > 0,

where J := max{M-N, m-n} =m - N + 1. If M < N and Y 0,
we need m > n; so n > N (which implies Y = 0, cf. Thm. 1) is
impossilble if M < N; henecem >EMESIT NS N 1 in this case,
and the condition reduces to L <m - n + Y. 0o

A not quite correct version of this theorem was given in
[4, Thm. 5.2], where we missed the implications of the condi-
tion L < J + Y, since our derivation was based on the nor-

malized case M = N, L = 0, where the condition is fulfilled.

Notice that ¥* is also the best approximation of £ from

Rmn with respect to the weighted norm ||(f-r)/g*|[D on the

disk D (or on D) since for all r ¢ Rmn with finite error,
(f-r) /g* is analytic on D, so that the maximum error is
taken on S, where |g(z)| = |g*(z)].

3. Real rational approximation on an interval and

real rational trigonometric approximation

For m,: i > 0 et
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REc- 8 — _-m s
P o ol SR AV TN O S Ry a; + a;z
m
B e e ayseeeray €@l
R P Rt R « - Sl
Vi == Tpda o P& T o g €T w gzl > 0.on 8],
and let Tﬁs, Tis denote the corresponding subsets of func-

tione T satisfying T(z) = £41/o). (HeNce; @.g.;, p € Tﬁs has
real coefficients.) Upon the substitution z = exp(it)
approximation on S from Tﬁn is seen to be equivalent to real

rational trigonometric approximation on [0,27], and upon the

substitution £ = cos t = (2z+1/2z)/2 approximation on S from
Tﬁi is seen to be equivalent to (ordinary) real rational
approximation on the £-interval I := [-1,1].

The Chebyshev-CF method for approximation from Tﬁi and
the Fourier-CF method for approximation from Tﬁn have been
defined in [3,4,12]. 1In analogy to §2 these methods allow to
compute all known cases of algebraically computable best
approximations on an interval, including those presented by
Achieser [1], Mirakyan [8], Talbot [9,10], and Lam [6].

Both for the denominator of the given function and for
the weight function we make use of the face that 6 € TS
satisfying b(z) > 0 on S can be factored in the form b(z) =

b(z)b(l/z) with b € P_, b(z) # 0 on D.

NI

THEOREM 3. ‘Let £ € TR

MN ge Ti, gi(Z)e=s0 on S, and assume

Ela e iEle ERmME=ISM SR T N N O 1IN S M SR T SN

(L, M, N > 0 are assumed to EE the actual degrees.)

f and § can be factored 13 the form

a(z)

—==___ , g(z) = g(z)g(l/2) ,
b(z)b(1/z)

(O (=

: : A R is
respectively, with a ¢ TM’ 10} PN' b(z) # 0 on D, g ¢ pL,

g(z) # 0 on {0} U ¢\D. Now define ¥* by (2) as the solution
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of the approximation problem (for f and g) of Thm. 1. (Note

that a(z) := &(z)/b(1/z).) Finally, let e := £ - I*,
(6) £(2) := £(z) - &(2) - &(1/2).

In the notation EE Thm. 1 define

mis = max{iml,; N SEFnl—ama e e T B

and assume that L < 2m - N - n' + v + 1 holds, so that

e S

Then S cu T and  is the best weighted approximation

R
mll'nl 4

R | = _ n
of £ from Tm"+£,n'+2 forievenrviit < yidim n" =m mi ko

in the sense that ||(£-£)//§||g is minimal.

; i RS ~ RS o RS
EE, in addifEron T Eee TMN and g € TL o thentr ¢ Tm"

RS
m"+9.,n'+9°

’nll

and T is optimal in T

Remarks. (i) In the degenerate case we do not claim
that r is best out of Tﬁn. However, the latter is true if
ni=ni s mi - smiRandim =S MBI o me=m vandinr=aNa= il

(ii) Note that the weight function is 1//3 2

Proof. We substitute é = £ - r* given by (2) and (3)
into (6) and multiply through by g(z)g(l/z):

T(z)q(z)q(l/z) = f(z)q(z)g(l/z)

7 - o 27T BE) g (2)31/2)9(2)

-J+L-Y b*(1/z) — 1 S
z §717;7— g% (L/zha(z) g 1/z) .

According to the definition of r* as the solution of the
approximation problem for f and g the sum of the first two
terms on the right-hand side of (7) equals ;*(z)q(z)q(l/z) =
p(z)3(1l/z), which is analytic in 1 < |z|] < » and of order
O(Zml) as z + ». The third term is also analytic there (all
-J+L-Y+n‘)

zeros of b(l/z) lie in D) and is of order 0(z as

z > ©. Now p(z) := r(z)g(z)g(l/z) takes conjugate values at

z and 1/Z, hence it is also analytic in DY 0} and grows as
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fast forwzes 0sasforszery w.eiTnyfact ﬁ € Tm" under our
assumptions on m, n, M, and N.

To prove the optimality we note that the complex error
curve é(S) has winding number

j = J+N+n'+Y = m+n'+Y+1l = m+n-u+l
{cf. (2);(3)) and that e/fig| = e//g has constant modulus o
on 'S, 'soithat

E=g)ifa = 2 Rely)i/G = 2 Re{e/|g|}
has a set of alternation points of length 2j, which is known

Z (7l

to be characteristic for optimality in Tm"+2,n'+%
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