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The CF Table 

Eric Hayashi, Lloyd N. Trefethen, and Martin H. Gutknecht 

Abstract. Let f be a continuous function on the circle [z[ = 1. We present a 
theory of the (untruncated) "Carath6odory-Fej~r (CF) table" of best supremum- 
norm approximants to f in the classes R.,. of functions 

/ "o b:k' ~(z) = as, z ~ E 

where the series converges in 1 < Izl <co. (The case m = n is also associated with 
the names Adamjan, Arov, and Krein.) Our central result is an equioscillation- 
type characterization: ~ R,.,, is  the unique CF approximant ?'* to f if and only 
if f -  ~ has constant modulus and winding number ~o -> m + n + 1 - 8 on [z[ =- 1, 
where 8 is the "defect" of ~. If the Fourier series o f f  converges absolutely, then 
F* is continuous on [z[ = 1, and r can be defined in the usual way. For general 
continuous f, F* may be discontinuous, and o~ is defined by a radial limit. The 
characterization theorem implies that the CF table breaks into square blocks of 
repeated entries, just as in Chebyshev, Pad6, and formal Chebyshev-Pad6 
approximation. We state a generalization of these results for weighted CF 
approximatio n on a Jordan region, and also show that the CF operator K : f ~ ,  F* 
is continuous a t f  if and only if (m, n) lies in the upper-right or lower-left corner 
of its square block. 

$ , D :  

L ~176 

I1" H: HOe, ~ o :  

C: 
~//': 

f :  
m, n: 

Rm., Rrnn "- 

r, ~: 

Notation 

complex unit circle, disk 
space of bounded measurable functions on S 
essential supremum norm in L ~176 
subsets of L ~ of functions analytic inside S, outisde S 
space of continuous functions on S 
space of functions on S with absolutely convergent Fourier 
series 
function in C to be approximated 
integers in the ranges m ~ [-co, co), n ~ [0, co) 
spaces of rational, extended rational functions (equation (1.5)) 
spaces R,.o, Rmo o f  polynomials, extended polynomials 
functions in Rm., Rm. 
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(~, v): 
8: 
co: 

A: 
r*,  ~ "  

exact type of r or F 
defect min{m - #, n - v} of r or F 
winding number of the error curve ( f -  r)(S) or ( f -  ~)(S) 
excess winding number o J - ( # +  v+ 1) 
best approximants to f in Rm~, Rm, 

Introduction 

Recently there has arisen a great deal of interest in certain rational approximation 
problems involving analytic functions and associated Hankel operators. The 
mathematical foundations of this topic are due to Carath6odory and Fej6r [4], 
Schur [33], Takagi [34], and Achieser in the first part of this century and more 
recently to Adamjan, Arov, and Kxein (AAK) [1], [2] and Pellet and Hru~ev 
[29], among others. On the one hand, these results are of great theoretical beauty, 
and have attracted various functional analysts; see, e.g., [12], [31], and [32]. On 
the other hand, they are of considerable practical importance in digital signal 
processing and control theory [3], [19], numerical linear algebra [5], and approxi- 
mation theory [36]', [40]. 

The aim of this paper is to connect these ideas with more familiar topics in 
approximation theory by constructing a theory of the (untruncated) "CF table" 
of CF approximants to a function f continuous on the circle Izl = 1. In real 
Chebyshev approximation on an interval, and also in real or complex Pad6 
approximation, we seek an approximant r to a function f out of a space R,~n of 
rational functions indexed by integers m, n -  0. In both of these problems the 
desired approximant can be characterized by a certain kind of equioscillatory 
behavior o f f -  r, and from these characterizations it follows that repeated entries 
in the Walsh (= Chebyshev) table and in the Padd table always occupy precisely 
square blocks [38]. An analogous phenomenon occurs in formal Chebyshev-Pad6 
approximation on an interval [42]. In the present problem we are looking for a 
best approximant F* in the supremum norm on [z[ = 1 out of a larger space/~,~n 
of extended rational functions, where now m may also be negative. The main 
result of this paper is that here too, best approximations can be Characterized by 
an equioscillation condition, which asserts that f - F *  maps ]z[ = 1 onto a circular 
error curve of sufficiently high winding number. Moreover, as is already known, 
F* can be constructed by means of a singular value analysis of a Hankel matrix 
H of Fourier coefficients off ,  and I I f -  ?*[I is equal to the nth singular value of H. 

The idea of the CF table originated in [36] and in [16-] and [17], but it is in 
the AAK-related literature where the most powerful results for general f have 
been obtained (under the assumption m = n) [1], [2], [29]. Some of our results 
and proofs overlap developments in that literature, but, unfortunately, to give a 
complete account of all the connections is beyond our ability. What sets this 
paper apart is its attention to unequal values of m and n and to the elementary 
principle that we believe lies at the heart of CF approximation: circular error 
curves. Much of the structure of the CF table can be derived from little more 
than circular error curves and Rouch6's theorem, and in this paper we live up 
to this ideal as far as we are able. In particular, we avoid as far as possible not 
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only functional analysis, but also algebraic arguments based on singular values 
and vectors. In this respect our derivations differ from those in the AAK literature 
and also from the elementary derivations based on linear algebra by Kung [26], 
Gutknecht [17], and Glover [13]. 

Here is an outline of the paper. Section 1 establishes notation and defines the 
CF approximation problem. Section 2 proves some basic theorems involving 
error curves: if ~ has a circular error curve of sufficiently high winding number, 
then it is the unique CF approximant F* (Theorem 1), but otherwise it is not 
(Theorem 2); all together, it is the CF approximant, if anywhere, precisely in 
some square block in the CF table (Theorem 3). In Section 3 we assume the 
analytic part o f f  is a polynomial, and reproduce the well-known fact that such 
a function F exists and can be constructed by singular value analysis (Theorem 
4). Section 4 takes limits of such polynomials to obtain the same results for the 
ease in which f belongs to the Wiener algebra ~ of functions with absolutely 
convergent Fourier series (Theorem 5). (Compare Section 4 of [1], which comes 
closest in the AAK literature to the spirit of this work.) Section 5 shows that the 
CF operator K: f ~ ,  f f  is continuous at f with respect to ~tf if and only if ?'* lies 
in the upper-right or lower-left comer of  its square block (Theorem 6); related 
results have been obtained for Chebyshev and Pad6 approximation by Wemer 
and Wuytack [41], [43], [44] and more recently for CF approximation by Pellet 
[28] and Helton and Schwartz [22]. In Section 6 we abandon elementary argu- 
ments and consider CF approximation for arbitrary continuous f. Here the AAK 
results imply that f - ~ *  is still in the class QC = ( H ~ +  C)•  (H~+--C) of  quasi- 
continuous functions on Izl = 1, and, because of this, it has a well-defined winding 
number obtained as a limit on [z[ = p, p ~, 1. On the basis of this winding number 
the equioscillation theorems continue to hold (Theorems 7-9). Finally, Section 
7 outlines the extension of these results to Faber-CF approximation on a Jordan 
region in the presence of a weight function (Theorems 10-12). 

Some of our results have been announced without proof in [38]. 
The importance of the CF table derives from the fact that CF approximants 

are often extremely close to best Chebyshev approximants r* in the space Rm, 
of rational functions. The "CF method" for near-best approximation in Rm, 
consists of truncating ~*, the exactly constructible best approximation in the large 
space/~m,, to obtain a "truncated" CF approximant r ~f in Rm,. Since ~* has a 
circular error curve, r ef has a nearly circular error curve, and this implies that it 
is near to r*. For example, in approximation to f(z)  = exp((z + 2):1) with m = n - 
2, we have I l f -  ~* l[ ~" 1.11329096 x l 0-5, I l f -  rCfll ~ 1.11329104 x 10 -5. The best 
approximation error IIf- r*l] must lie somewhere between the~, �9 numbers. Further 
examples can be found in [35]-[37] and [40], and general estimates for j, r or- r*lt 
are given in [13] and [36]. Matlab software for CF approximation is described 
in [39], and can be obtained from the second author. 

1. Preliminaries 

Let C denote the complex plane, D the unit disk {z~ C: [z[ < 1}, S the unit circle 
{z~C: Iz[ = 1}, and /5 the closed disk D= DuS .  Let L 2 and L ~ be the spaces 
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of  square-integrable and essentially bounded Lebesgue measurable functions on 
S, respectively, and let [[. I[ be the essential supremum norm on L ~176 A function 
f ~  L 2 has a Fourier series defined by 

(1.1) f(z) c z", 
= k ffi--o0 Ck - 2 r 

where the equality in the first formula signifies convergence in t he / . 2  norm of  
the partial sums ~r_r CkZ k. Let C be the set of  complex continuous functions on 
$, and let ~V" be the Wiener algebra of  functions in L ~176 whose Fourier series 
converge absolutely. The following inclusions hold: 

(1.2) ~/'c_ C __G L~176 L 2. 

Let H ~176 and/~oo be the subsets of  L ~176 of  functions whose Fourier Coefficients of  
negative and positive degree vanish, respectively. It is well known that i f f e  H ~176 
is extended by a Cauchy integral or by the sum in (1.1) to an analytic function 
in D, then the resulting function is bounded in D with supremum norm equal 
to Hfll, and has nontangential limits that agree with f almost everywhere on S 
[12], [23]. Similad3~, a func t ionf~/~oo  is the nontangential limit a.e. of  a bounded 
analytic function in 1 < Izl -< co. We will be careless about the distinction between 
functions defined on S and on some disk or annulus adjacent to S, relying on 
context to make the domains evident. 

Let m and n be integers with n->0. By a stable rational function of type (m, n) 
we mean a meromorphic function in C u {co} that can be written as a quotient 

akzk 

( 1 . 3 )  r ( z )  ~-- p ( z )  ..~ k=O 
q(z) 

~ bk Zk 
k=O " 

with ak, bk~C and q(z) ~ 0  for zes  (If  re<O,  then r--O.) We define 

Rmn = {stable rational functions of  type (m, n)} 

and 

"tOm = R m o .  

The quotient (1.3) is in normal form i f p  and q have no common zeros and b0 = 1. 
We say that r has exact type (~, 1,) if  p and q have exact degrees/~ and 1, in the 
normal form for r, respectively; throughout  this paper, # and z, always denote 
the exact degrees of whatever function is under  discussion. ( I f  r -  0, then p -- 0, 
and we define ~ = -co;  otherwise ~ _ 0.) The defect of r with respect to R,,n is 
the integer 

(1.4) 8 = min{m - #, n - 1/} -> 0. 

An equivalent definition of  R,,n is that it is the set of  meromorphic functions in 
C u {oo} that have no poles in /3 and v poles in 1 < Iz[ < co for some v -< n, and 
have order exactly z ~-~ at z = co for some ~ -< m. Throughout  this paper, zeros 
and poles are always counted with multiplicity. 
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Analogously, an e x t e n d e d  s tab le  ra t ional  f u n c t i o n  o f  type ( m,  n ) is a meromorphic 
function in 1 < [z] < oo that can be written as a quotient 

(1.s) 

k=O 

again with q ( z )  ~ 0 for z ~/5, where the series for/$ converges in 1 < Izl < oo and 
is bounded there except possibly near oo. We define 

/~,,~ = {extended stable rational functions of  type (m, n)} 

and 

/$m=/~m0. 

If  the exact degree of/~ is understood to mean the index of  its highest nonzero 
term, or -oo if/~ ~ 0, then the n o r m a l  f o r m ,  exac t  type, and defec t  of  ~/~m~ are 
defined exactly as before. N o w / ~  may be negative. An equivalent definition of  
R,~, is that it is the set of  meromorphic functions in 1 < ]z[ < oo that have v poles 
in 1 < lz] < eo for some v < n and order exactly z '~-~ at z = oo for some/~  < m, 
and are bounded except near these points. Two further equivalent definitions are 

(1.6) t im .  = z " - " f i . .  = z " - " ( R# .  + 171 ~ ) 

and 

(1.7) R,..  = z" ' "B(" ) /q  ~, 

where B (") is the set of  finite Blaschke products with at most n zeros in /9. 
Equation (1.6) makes the connection between our formulation for general m and 
n and the formulation of  AAK and others, who consider approximation in 
R . .  +/t~:---or actually, in the space R. .  + H ~ obtained from R. .  + R ~ by the 
inversion z ~  1/z .  

The motivation for this work is the problem of  complex Chebyshev approxima- 
t ion of  an analytic function f ~  C c~ H ~. However, nothing is lost by dropping 
the assumption of  analyticity, although traces of  it remain in the stability restric. 
tion in Rm.. 

Chebyshev Approximation Problem. Given f ~  C, find a Chebyshev approximant 
r* ~ Rm. such that 

(1.s) I l f -  r*l] < I[1"- rll, Vr~ R .... 

The difficulty with Chebyshev approximation is that although r* exists, it has 
no nontrivial characterization, cannot be readily constructed, and need not be 
unique [16], [20]. Therefore we turn to the 

CF Approximation Problem. G i v e n f e  C, find an (untruncated) C F  approximant 
?'* e R.,. such that 

(1.9) I l l -  ?*J)-< I l l -  ~11, v ~  ~m.. 
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In contrast, not only does ~ exist, but as is already known, it can be constructed 
by singular value analysis, and it is always unique. The following sections 
reproduce these facts and show t h a t / *  can be characterized by a circular error 
curve of  sufficiently high winding number. 

2. Circular Error Curves 

For arbitrary f r  C, it is shown in Remark 3.2 of  [1] that 7* need not belong to 
C In Section 6 we consider this general case, but, in Sections 3-5, f is smooth 
enough to ensure F* ~ C Given f ~  C and Fr Rm, n C, let the error curve for F 
be the image ( f - F ) ( S ) .  Throughout  this paper, the winding number to = to(F) of  
such a curve refers to its winding number in the positive sense about the origin, 
and is undefined if the curve passes through the origin. As already mentioned, 
the purpose of  this paper  is to prove theorems to the following effect: Fr is 
the CF approximant to f if  and only if its error curve is a circle about the origin 
of  winding number at least m + n + 1 - 8, where 8 is the defect of  F with respect 
to Rm,. We are now prepared to establish the two halves of  this claim in their 
most basic form. 

The following result is a variation on the theme of  Rouch6's theorem. Compare 
Lemma 2.3 of  [36]. 

Theorem 1 ("Circular Implies Best," Continuous Case). Assume that f r  C, 
F e Rmn r~ C, and the error curve o f f  is a circle about the origin of  winding number 
to >- m + n + 1 - 8. Then F is a best approximant F* to f in Rmn. Moreover, it is the 
unique such best approximant. 

Proof. Assume to the contrary that ] I f - s l l  < IIf-F]I for some g~/~m,. Then F -  
belongs to Rm§ and thus is meromorphic  in 1 < Izl -< oo with v ; -  < 2n - 8 
poles in 1 < Iz] <oo and at most m + n - B - vz poles at z = oo, i.e., at most m + n - 8 
poles in 1 < Izl -< oo all told. ( I f  m + n - 8 - v~ < 0, we are counting zeros at z = oo 
as poles of  negative multiplicity.) 

Assume first ~ Rm, m C Then by the assumption on F, ( F -  g)(S) is a continuous 
curve with winding number  to _> m + n + 1 - & But to must equal the number of  
poles minus the number  of  zeros of  F - ~  in 1 < Izl--oo, so this contradicts the 
count above. 

On the other hand, assume ~ / ~ , , ,  is arbitrary. Then for small p >  1, the 
function w = ~(pz) belongs to R,~ m C, and we claim that 

(2.1) lira [ I f -  go]l = i i f -  ~ll. 

This implies that for small enough p, w is a continuous approximant to f with 
[ I f -  ~o [[ < [I f -  Fi], so that the winding number argument can be applied. 

To establish (2.1), let us generalize the notation above by defining Fo(z) = F(pz)  
for z e S ,  where F is any function defined in {1-< [z[ -< l +p}.  Also, for any 
F E Lt ( s ) ,  le t /~ denote its Poisson extension to a (complex) harmonic function 
in {1 < [z] _<oo}. For z ~ S, let f - ~ p  be decomposed into three parts: 

A 1 .  

(2.2) ( f -  ~p) = ( f  - f v )  + (fp - so) + (so - ~p). 
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Since f is continuous on S, Jlf-f.{[-" 0 as p ~ 1. It is also true that I[~p- ~p II ~ 0 
as p ~ 1. To see this, write ~=  q + h, where h ~ / ~ o  and q is a stable rational 
function; then ha=h p and s - s = q - q ,  and so IIs.-s.ll=l[ .-q.L which 
approaches 0 as p $1 since q is continuous on S. Applying the triangle inequality 
to (2.2), we conclude that 

lira I l f -  g. 11 = lim Its - 2. I1. 

The right-hand side of  this identity is equal to Ill- glj--by the maximum modulus 
principle for Poisson extensions, which follows from the Poisson integral i tself--  
and this proves (2.1). 

a ,  
To prove the uniqueness of  r , we regret that we have not found an elementary 

argument. Suppose that ~ and ~ are best approximations to f f rom/~, , ,  with 
exact types (/x~, v~) and (/z2, v2) and defects 8~ and 8z, respectively, and that 

E C with winding number  to >- m + n + 1 - St, We may then write 

U = z~'~-~nJ~ ( j  = 1, 2), 

where Bj is a Blasehke product  of  exact order  vj, hj ~ H ~~ hi(O) # O, B~(O) # O, 
and B# and hj have no common zeros in Izl<l; see (1.7). Let A= 
max(/z~ - v~,/~2- v:). Then B- -~ i*  = / ~ / ~  z ~',-", and B~B2~ = #~g:z~'~-% so both 
functions are in R,o = z*H ~~ We will show that B ~ B ~  is a best approximation 
to B~B~ f f rom/~,o ,  where uniqueness is easily established by a standard duality 
argument (see Theorem 1.7 of  Chapter  IV o f  [12]). Since II -TB--:Y-  II = 
t l~-7~f- ~-'7~2~11, this will then imply ~ = ~ .  

There are two cases to consider: 

Case I: I ~ -  ;'t >-1~2-;2. Let to(G) denote the winding number of  the curve 
G(S).  Since t o ( f -  ~ )  >- m + n + 1 - 81, we have 

to( B, B2f  --ff--tB2F*) >-- m + n + 1 - 8, - v, - v,.  

Since BIB2F*~ has defect 0 relative to/~Ao, it suffices to show that m + n + I - 8~ - 
v f - v 2 > # t - v l + l  , i.e., that m + n - 8 1 - v 2 > - I . , t .  This inequality holds since 
m-Sl>-tz~ and n-v2>-O. 

Case 2: I ~ -  v~ <_ 1~2-v2. Here, again, the defect of  BIB2~ in R~o is 0, so it 
suffices to show that m + n + 1 - 8~ - ;,~ - v2-->/~- v2 + 1, i.e., that m + n - 8~ - v~ -> 
/~2. Since m >/-t2 and n - 8~ - vl > 0, we are done.  �9 

The above proof  can be adapted to the more general case where f e  C but 
neither ~* nor ~ is continuous. We need, however, the generalized notion of  
winding number presented in Section 6. 

For an algebraic p roof  of  uniqueness in the (n, n) case, see [2] or [29]. 
Two further remarks should be made regarding Theorem 1. First, the same 

argument shows that a function F with a nearly circular error curve of  winding 
number to -> m + n + 1 - 8 is a nearly best approximation to f in/~m,. We get the 
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following estimate, an analogue of  the de La Vall6e Poussin lower bound in real 
Chebyshev approximation on an interval [27]: 

(2.3) min I ( f -  r')(z)l < I I f -  F*ll <- I I f -  Fll. 
z ~ S  

(Since we have not yet shown the existence of  F*, I I f -~*l l  can be interpreted 
here as inf~,a,,,,,llf-~11.) Second, "circular implies best" holds also for standard 
rational approximation: Theorem 1 and (2.3) remain valid if all tildes are removed. 
The difference is that in Rmn, approximants with circular error curves rarely exist; 
as a minimum, f must be rational for this to happen [36, Proposition 2.1], 

The next theorem gives a partial converse to Theorem 1. The proof  is an 
elaboration of  arguments given by Poreda and by Gamelin et aL in their discussion 
of  "badly approximable functions" [11], [30]. 

Theorem 2 ("Best Implies Circular," Continuous Case). Assume that f ~  C, 
F ~ R,n, c~ C with F ~ f,, and the error curve o f  F either is not a circle about the origin, 
or does not have winding number/3 >- m + n + 1 - 8. Then F is not a best approximant 

to f i n  Rmn" 

Proof. Let F be written ~ / q  in the normal form (1.5). We will show that there 
exist A/~ ~ / 5  c~ C and Aq ~ P~ such that 

< I l f -  ~11 q -  eAq 

for all sufficiently small e > 0. Let E be the extremal set 

E = {z ~ S: I ( f -  r')(z)l = [ I f -  ~11}. 

Since all functions in question are continuous on S, it is sufficient to find A/~ and 
Aq such that 

/~ + eAj5 /~ qA/~ +/~aq 
m e  

q - e A q  q q ( q - e A q )  

is nonzero on E and has argument on E differing from a r g ( f - r ' )  by at most 
ot < w/2, for all sufficiently small r For this it is in turn sufficient to find A/~ and 
Aq such that 

(2.4) largEqA/~ +/~Aq] - arg[q2(f  - F)][-</3 on E 

for some/3 < a. Now if ( f -  F)(S) does not have constant modulus, then E is a 
closed proper  subset of  S and therefore omits some arc along S, so by putting a 
jump in argument in this interval, we can define a continuous argument for f - F  
on E. On the other hand, if ( f -  F)(S) has constant modulus but winding number 
o~ - m + n - 8, then E = S but z - ' ( f -  F) can be given a continuous argument on 
E. Using the fact that all zeros of  q lie in Izl> 1, so that q has winding number 
0 on S, we conclude in either case that for some k <- m + n - 8, z - k q : ( z ) ( f  - F)(z) 
has a continuous argument r  on E. Let v be a continuously differentiable real 
function defined on all of  S such that 

I v ( z ) -  ~(z)l---/3 on  E. 
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Let - u ( z )  be the harmonic  conjugate of  v in 1-< Iz[ ~ oo with u(oo)= 0. Since v 
is smooth,  u is continuous in 1-<lzl-<oo and hence also bounded.  Therefore 
the function g ( z )=exp (u ( z )+ i v ( z ) )  is analytic in l<lzl-<~, continuous in 
1 -- Izl-< ~ ,  and bounded  both above and below in modulus.  Moreover,  

(2.5) [arg[zkg(z)] - arg[q: ( z ) ( f -  r')(z)]l -< /3 on E. 

By (2.4) and (2.5), we are done if we can show that  zkg(z), or more generally 
any h e/Sm+,_~, can be written in the form 

(2.6) h = qA/~ +/~Aq 

for some A/~ ~/~m and Aq E P~. 
If ~ has exact type (/~, v), then by definition of 8 we have /z-~ m- 8 and 

v - n - 8 ,  and at least one of  these inequalities is an equality. First, assume 
v = n - 8 .  Let Aq be the (unique) polynomial  in P~_~ that interpolates h/~  at the 
v roots o f  q. Since/~ is nonzero at these points by the normality assumption,  
it follows that ( h - ~ A q ) / q  is analytic in l_<[z[<oo, and at z = o o  has order at 
most  max{m + n - 8, lz + v - 1} - v = m + n - 8 - v = m. Thus we can indeed take 
A/~ ~./3m in (2.6), and we are done. 

On the other hand, s u p p o s e / z  = m - & Now let Aq be the polynomial  in P~ 
that not only interpolates h/~  at the roots of  q, but in addition uses its remaining 
n + 1 - v coefficients to match the behavior  of  h/~  at z = oo of  orders v , . . . ,  n. 
Since h /~  has order  at most  m + n -  8 - / ~  = n at z = oo, this construction yields 
a difference h/ !~-Aq  of  order at most  v - 1 .  Therefore (h - ~ A q ) / q  has order at 
most  v - 1  + / . ~ -  v_< m -  1, so again it belongs to/Sin, as required. 1 

Theorems 1 and 2 provide all that is needed to establish a basic theorem on 
square blocks in the CF  table: 

Theorem 3 (Square Blocks, Continuous Case). Assume that f e C, Fe R~,~ c~ C, 
has exact type (tz, v), and the error curve o f f  is a circle about the origin of  winding 

number o~ = tz + v + 1 + A, A >- O. Then ~ is a best approximant to f in Rmn if and 
only ~ ( m, n) lies in the ( A + I ) x ( A + I )  square block 

(2.7) ~_< m<_/z+A,  v<_n<_v+A. 

In the special cases ~ -  0 (l~ = -oo) and 7 ~ f  ("to = oo"), ~ is a best approximant 
if and only i f  (m, n) lies in the infinite square blocks 

(2.8) - ~ <  m_< t o - l ,  O ~ n < o o  (caseF~O) 

and 

(2.9) ~ m < o o ,  v<_n<oo (caseF=-f). 

Proof. By Theorems 1 and 2, P is the best approximat ion to f in /~,~, if  and 
only if ~o> m + n + l - 8 ,  i . e . , / x + v + A > m + n - 8 ,  or, by (1.4), 

tz + v+ A> m+ n - m i n { m - l z ,  n - v ) .  
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I ra -- II 

I 
n = ~---~ ~--0 

i 

I ra = B+A 

Fig. 1. Anatomy of a square block in the CF table for a given function f and a given extended 
stable rational function ? of exact type (tz, v). The winding number of ( f -  F)([zl = 1) is p. + v + I + A, 
and 8 is the defect of ~ with respect to the space/~,,,,, (m >/~, n -> ~,). The shaded corners mark the 
positions where the CF operator K: f,-.-.,?* is continuous, as discussed below in Section 5. 

I f  m - / ~  - n - v, this becomes v + A - n, which gives the lower-left half  of  the 
square block (2.7). "Ilae alternative n -  ~,-</~ leads to/.~ + A - - m ,  which gives the 
upper-f ight  half  o f  the block. The special case ~-- 0 has 8 = n, from which (2.8) 
follows, and (2.9) is trivial. �9 

Figure 1 illustrates a square block of  the kind described in Theorem 3, showing 
how/~,  v, and 8 relate to position in the block. 

An important  example of  block structure occurs if f (z) is even, in which case 
the CF table breaks into 2 x 2 blocks (or larger) whose upper-left  corners lie in 
posit ions with (m, n) = (even, even). I f  f ( z )  is odd,  the table breaks into 2 x 2 
blocks with upper-left  corners in positions (m, n) = (odd, even). 

To summarize what has been accomplished so far: without introducing any 
singular values, we have shown that when continuous CF approximants  ~ exist, 
they are characterized by circular error curves and lie in square blocks in the CF 
table. It  is now time to turn to the singular values to reproduce the known fact 
that they do indeed exist. 

3. The CF Table: Polynomial f 

Throughout  this section let f be a function in/3K n C for some K. That  is, f is 
a continuous function whose analytic part  reduces to a polynomial  of  degree at 
most  K, and it has the Fourier series 

K 

(3.1) f ( z ) =  Y~ CRZ k. 
k =-oc, 

Let d -< K be an integer, and let H be the finite Hankel matrix 

(3.2) H =  Cd+I 
�9 O " 

L cr 
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Let o-~[0,oo) and let U f ( u o ,  . . . .  UK-d)TEc K-d+l be a singular value and 
corresponding left singular vector for H, that is, a scalar and vector satisfying 

(3.3) H U  = trU. 

(To get this form we have used the fact that H is complex symmetric [34].) All 
together, H has K - d + 1 linearly independent singular vectors and K - d + 1 
corresponding singular values, counted with multiplicity [15]. 

Let u and t~ denote the polynomials 

K - d  K - d  

(3.4) u(z)= • UkZ k, t~(Z)= Y. ~kZ -k. 
k=O kffiO 

From (3.1)-(3.3) it follows that we have 

(3.5) f (z) f i (z)  - trzdu(z) ~ Pd-t. 

Conversely, the coefficients of  any polynomial u ~ PK-d that satisfies (3.5) for 
some t r e  [0, oo) define a singular vector of  H. Now define 

N = number  of  zeros of  u in tzl < !, 
y = number  of  zeros of  u at z = 0, 

and consider the meromorphic  function ~ in 1 < Izl- ~ defined by 

. . u ( z )  
(3.6) f ( z )  - r(z) = trz - ~ .  

Equation (3.5) asserts that h~/~d_~ and, therefore, ~(z)= O(z d-1+v) as z-~oo. 
On the other hand, by (3.6), ~ has at most N - y poles in 1 < ]zl < oo. (The reason 
it might be fewer than N -  y is that some zeros of  ~ might be canceled by zeros 
of  u.) Therefore if we define 

M = N - I + d ,  

then ~'~ RM, N-v and, afortiori, 

(3.7) F e RMN. 

From (3.6) it is evident that ( f -  ~)(S) is a circle about the origin of  radius tr 
and winding number to = 2 N +  d if u has no zeros on S, or to > 2 N +  d if it does 
have zeros there. That is, 

(3.8) to(r') > M +  N +  1. 

Therefore, by Theorem 1, f is the unique CF approximant F* to f i n  RMN, and the 
corresponding approximation error is [ [ f -  F'l[ = tr. 

Let the singular values of  H be writtten Cro > tr~ ->. .  �9 > trr_u -> 0, and assume 
for a moment  that they are all distinct. We have just shown that each or, is the 
error I [ f -  F*[[ for a CF approximant in some class RN--I+d.N with 0--  < N -  K - d .  
Since [[f-~*[[ must decrease or remain constant as N increases, this is possible 
only if N(n)  = n, i.e., 

(3.9) I l f -  ~_,+u.nl[ = or., O<_n<_K-d. 

But if this formula holds when the singular values are simple, it must also hold 
when they are multiple: for i f f  and e > 0 are given, consider a perturbation f ,  
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with IIf~-fll <- e whose Hankel matrix H, has simple singular values and nth 
singular value r with [~  - r I < e. By the above arguments (f, - ~ ) (S )  is a circle 
of radius ~r,, so ( f - ~ ) ( S )  is a near-circle of radius varying in the range 
[cr~-e, c r ,+e ]_c [~ -2e ,  o '+2e].  Therefore, by (2.3), we have Ilf-~*lle 
[o ' -2e ,  o '+2e],  and taking e-->0 gives (3.9). 

We have proved the following theorem. Except for the winding number charac- 
terization, these results go back to Carath6odory and Fej6r [4], Schur [33], Takagi 
[34], and Gutknecht [17], and in any case the theorem is a special case of 
Theorems 5 and 9 below, but we present it separately to make our treatment of 
polynomial CF approximation self-contained. As always, 8 denotes the defect 
of V with respect to Rm,. 

Theorem 4 (CF Table for Polynomial f ) .  Any f e  ['r c~ C has a unique best 
approximant ~* in Rm,, and V* is characterized as the unique continuous func- 
tion in R,, ,  whose error curve is a circle about the origin of winding number 
to >- m + n + 1 - 8. Moreover, ~* is given by 

(3.10) ( f -  F*)(z) = tr, z m-"+l u(z)  
a(z) 

and satisfies 

(3.11) I I f -  r*ll = 

where tr,, u, etc., are defined above. The CF table for f breaks into square blocks 
of  identical entries, as described in Theorem '3. 

Note that in this theorem u is permitted to be the polynomial constructed from 
any singular vector corresponding to tr, ; if o', is not simple, there will be several 
linearly independent possibilities. By the uniqueness statement of Theorem 1, 
these all lead to the same quotient u/J ,  which implies that they differ only by 
self-reciprocal polynomial factors. 

Theorem 4 is summarized in Fig. 2, which suggests the somewhat arbitrary 
pattern of square blocks that may occur in the CF table for f e / ~ .  (It is not 

-2-i 0 

II 
1 2 K 

rt 

Fig. 2. The CF table for an extended polynomial f of degree K. 
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completely arbitrary [38].) All entries along any diagonal m -  n = d -  1 = const. 
correspond to a single Hankel matrix (3.2), and the singular values of  this matrix 
are the approximation errors as we descend along this diagonal. The length of  
the intersection of  the diagonal with a square block equals the multiplicity of  
the corresponding singular value. 

It is possible to generalize the above proof  to a construction of  the CF table 
for the case in which f is rational rather than polynomial [13], [17], [26], but 
we omit this possibility and pass directly from polynomials to continuous func- 
tions in the Wiener algebra. 

4. The CF Table: f in the Wiener Algebra 

Now let f be any function in the Wiener algebra ~/', that is, 

(4.1) f ( z ) =  ~ CkZ k, ~ ]Ckl<O0, 
k ~ - o o  k = - o o  

and, for any K, let f ( r ) e  fir ra ~ denote the truncation 

K 

(4.2) f ( r ) ( z )=  ~, CkZ k. 
k ~ - - o o  

Let ~ and ~1 be the usual spaces of  square-summable and summable sequences, 
respectively, with norms I1" [12 and I1" II1; we abuse notation by using the same 
symbols for both the semi-infinite and the bi-infinite cases. There is a one-to-one 
correspondence given by (1.1) between functions in L 2 or ~ and Fourier series 
in ~2 or ~al, respectively. By Parseval's formula we have I[ ~b H2 = 11 t~ 112 in the former 
case, and let us define a norm [l" I[ w by 

for the latter. Obviously any ~b ~ ~ satisfies 

(4.3) I1 11-< I1 . 
A great deal is known about  the space ~/'. In particular, although functions in 

cannot be characterized by smoothness properties, various necessary or 
sufficient conditions have been established. For example, i f f  is in Lip,~(S) for 
some a >�89 (Bernstein), or of  bounded variation and in Lip~,(S) for some a > 0 
(Zygmund), or of  bounded variation and equal to the boundary values of  an 
analytic function in D (Hardy-Lit t lewood),  then f ~  ~r See Sections 1.6 of  [24] 
and Chapter 5 of  [23]�9 

Let H be the infinite Hankel matrix 

(4.4) H =  Cd+I 

for some integer d, and let H (K) be the corresponding infinite Hankel matrix for 
f~r) ,  which has finite rank at most K - d + 1. The matrix H CK)- H T M - t )  is nonzero 
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only on one cross-diagonal, where it has the constant value CK, SO H (K)-  He r  -~) 
has norm exactly [crl as an operator on either 42 or 41. From 

H =  ~ (H(K)--H(K-I)) ,  
K ffi d 

we conclude that H is a compact  operator on both g2 and gl. The g2-compactness 
of  H is a special case of  Hartman's theorem [31], [32]. 

The singular values (=s-numbers) of  H are defined by 

(4.5) o',, = i n f l l H -  C,I[2, n >O, 

where C, ranges over all ~2-bounded infinite matrices of  rank n [14]. Since H 
is compact,  o-, ~, 0 as n ~ ~ .  Repeating the argument following (3.9) in the last 
section, we can show as follows that the errors in CF approximation t o f  are exactly 

(4.6) inf I l f -  ~ll -- ~,,  
~/~,,., 

where m = n -  1 + d as usual. (This result is essentially due to AAK [2].) Let 
e > 0 be arbitrary, an6 pick K = K ( e )  large enough so that ]lf-f~K)ll r -  e, hence 
by (4.3) also Ilf-f~K)ll-< e. Let tr~ x) and ~ be the corresponding nth singular 

(K) (g )  (K) value of  H and best approximant t o f  in/~m,. By Theorem 4, ( f  - r K ) ( S )  

is a circle of  radius tr(, K), so ( f - ~ * ) ( S )  is a near-circle of  radius varying in the 
H(K) I I  .=: ~ao levi<e, range [tr(,r) - e, treK)+ el.  On the other hand, since ]IH - |J2--/.k=K+i 

(4.5) implies ltr~r)--o-~l--<e. Therefore by (2.3) we have infFl t f-~l te  
[ o n - 2 e ,  cr~+2e], and taking e-->0 gives (4.6). 

Given a singular value tr, there is a space of  (left) singular vectors (=$chmidt 
vectors) U ~ ~r satisfying H 0  = o-U, of  dimension equal to the multiplicity of  (r. 
(Again we have used the symmetry of  H [14], [34].) Analogously, let U (K) denote 
a singular vector of  H (K) with singular value tr (r). Obviously U (r) has only 
finitely many nonzero entries if tr > 0, so it belongs to ~ as well as to ~ .  Following 
(3.4), let us define functions u, u(g)~ L 2 by 

co 
(4.7) U(Z)= ~ Uk zk ,  U(K)(Z) = ~ u(kK)z k, 

kffiO k=O 

and ~ and fi<r) similarly. 
The following lemma is the key to the construction of  the CF  table f o r f ~  ~//'. 

Lemma 1. Given f ~ ~162 let ~r be a nonzero singular value of  H with multiplicity 
M. Then there is a corresponding singular vector U which is a limit in ~r of singular 
vectors U <K) of  thefinite-rank approximations H (K) of H. Moreover, there exist 
numbers a, al , . . . , ak ~ S ( k <- M - 1) such that U corresponds to a function u ~ 
of  the form 

k 
(4.8) u(z)  = av ( z )  l-I ( 1 -  a z), v(z)  o on s,  v 

j=l  

where v corresponds to a singular vector o f  the Hankel matrix H(kl obtained by 
deleting the first k columns of  H, with the same singular value o'. 
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ProoL We noted above that H is a compact operator  on both / ! and ~ .  
Moreover, {1___ {2~ t ~ = ( { ~ ) . ,  and H is symmetric. Thus the Riesz-Schauder 
theory of  compact operators asserts that H has the same nonzero singular values 
and multiplicities (all o f  which are finite) whether viewed as an operator on ~ ,  
C ,  or t ~~ [45]. The inclusion r Co and dimensionality constraints imply that 
every r singular vector is in r as well. Now for each K, let er CK) and U (K) 
denote a singular value and vector of  H CK), selected so that o-OK)-> o-. Normalize 
U (K) to have unit norm in t '1. Then the set { U (K)} = { H 0  <r )/o "~K)} is precompact 
in ~r and, therefore, passing to a subsequence if necessary, U (K) converges in 
r to some vector U. It is easily checked that II ull, = 1 and that H O  = crU. 

To establish (4.8), let U ~ l :  be any singular vector for H with singular value 
o', and let u(z)  denote the corresponding function. By the above paragraph, 
u ~ ~r If  u ( z ) #  0 on S, we are done. On the other hand, assume that u(A)= 0 
for A = e ~~ ~ S, and consider the vectors 

W~ = (0, Uo, XUo+ ul, X2Uo+ XUl + u2 . . . .  )v 

and 

W2 = (Uo, XUo+ u~, 7t2Uo+ XU~ + u2 , . . .  )'r, 

which correspond to the functions 

zu(z) u(z) 
wl(z)  = 1-Ttz  and w : ( z ) -  1 - X z '  

respectively. Since ~k~176 lukl wl and W: are in t ~~ and, by a computation 
oO 

based on the assumption Y,k=o uk Ak= 0, it is easily seen that 

Hff ' l  = -erX W: and HIV2 = -o'X WI. 

Therefore W := i e-i~ W1 + W2), which corresponds to the function 

l + z  
w(z)  = ie-i~ 1 - X z '  

is an t ~~ singular vector for H, which implies W e C ~ also. Moreover, the vector 

U1 := ie-i~ t ~ 

is a singular vector for the matrix H<1) obtained by deleting the first column of  
H, with the same singular value o-. Hence U~ corresponds to a function u~ ~ ~r 
and we have 

u(z)  = - i  e~~ - Ttz)ul(z). 

If  u~ has any zeros on S, we may repeat the argument on Hr ul, o'. Since each 
additional zero of  u on S leads to a new linearly independent singular vector 
for H (there is an additional zero at -1 ) ,  the process must terminate, resulting 
in the factorization (4.8). �9 

We are now ready to prove the Wiener algebra analogue of  Theorem 4. Part 
of  this theorem is a special case of  Theorem 9, below, but once again we formulate 
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it separately to keep the development self-contained. What is not included in 
Theorem 9 is the regularity assertion that i f f  is in the Wiener algebra, then the 
same is true of F*. Such "'hereditary" properties of CF/AAK approximants have 
been considered by Peller and others [29], [31] in the case m = n, especially for 
m = n = O .  

Theorem $ (CF Table f o r f  in the Wiener Algebra). A n y f e  ~" has a unique best 
approximant ~* in Rm,~ and F* belongs to ~ and is characterized as the unique 
continuous function in Rm, whose error curve is a circle about the origin of  winding 
number to >- m + n + 1 - 8. Moreover, V* is given by 

(4.9) ( f -  ~*)(z) = ~.z s-"+' u(z) 
a(z) 

and satisfies 

(4.10) IIf- ~*jl -- ~'., 

where c,,, u, etc., are as defined above. The CF table for f brea~ into square blocks 
of  identical entries, asdescribed in Theorem 3. 

Proof. Let U be a singular vector of H associated with or,, and let {U c~c)} be 
a sequence of singular vectors of {H oK)} with uCK)~ U in ~e*, as provided by 
Lemma 1. Letting u denote the function associated with U, we have u(z)= 
av(z) I[ j~  (1 - ~jz) by (4.8). Since v belongs to ~ and is nonzero on S, Wiener's 
theorem implies that 1/~ e 'If'. Also, for z e S, ( 1 -  a jz ) / (1 -  o9~)=-~iz, so 

u(z) = zka: v(z) ~ (-aj)  ~ ~162 
a(z) e(z)j~, 

Thus F* defined by (4.9) is in ~/. Moreover, since H U = o ' , U ,  we have F*fie 
]Sa-I n 0/r SO P'*V---- ff ' l~la I-I;:, (1-a j~ ' )a /$a- ln  oH/" as well. Now each u (tc) has 
at most n zeros in D, so Hurwitz's theorem implies that u, and hence v, has at 
most n zeros in D. Thus ~ has at most n zeros in l< lz l~oo .  Therefore ?'*= 

-2-i o i 2 

it 

1 I 
t ! 

i 

n 
Fig. 3. The CF table for general continuous f. 
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~dcV/VESd_l+n.nt'3~'=Rmnr176 , SO, by (4.6), ~* is a best approximant to  f 
in/~mn. Theorem 2 now implies that the error curve for F* has winding number 
w -> m + n + 1 - 8, as claimed, and Theorem 1 establishes uniqueness. �9 

We remark that, once again, the ratio u /6  of singular vectors of  H depends 
only on the singular values (see [29] or Section 6). Thus (4.6) is satisfied by any 
singular vector u with singular value crn. 

The CF table f o r f ~  W looks the same as in Fig. 2, except that in general there 
is no infinite block with F* = f  for large m. See Fig. 3. 

5. Continuity of the CF Operator 

For any fixed m and n, let K denote the CF operator 

K: f~--~ F*, 

which according to Theorem 5 is well defined as a map from ~ into ~//'; in the 
next section it is shown that K extends to a map of C into QC c_ L ~~ It is natural 
to ask under what circumstances and in what norms K is continuous. Analogous 
questions for the Pad6 operator P and the real Chebyshev approximation operator 
T have been investigated previously by Werner and Wuytack [43], [44] with the 
following outcome: P or T is continuous at a p o i n t f  if and only if the correspond- 
ing approximant P f  or Tf  has 8 = 0, that is, if and only if (m, n) lies in the first 
column or first row of  its square block (Fig. 1). See [38] and [41] for discussions 
and generalizations of these results. 

We will now prove a similar result for K viewed as a map from 0/r to ~'. But 
here the condition for continuity is stricter: (m, n) must lie in the upper-right or 
lower-left corner of its square block. See [38] for an explanation of the difference 
in terms of  fracturing of square blocks. Related results for approximants with 
n = 0 have recently been obtained by Peller [28] and by Helton and Schwartz 
[22]. In the present theorem, continuity is defined with respect to the norm Jl" I1 ,, 
not II "lloo. 

Theorem 6 (Continuity of  the CF Operator). Considerfr ~r with K ( f )  # f .  The 
CF operator K: ~1/'--> ~ is continuous at f i f  and only if the singular value tr of  
Theorem 5 is simple. That is, it is continuous i f  and only if  ( m, n) lies in the lower-left 
or upper-right corner of  the square block for F*. 

Proof. To show continuity in the corner positions, assume m, n, and f a r e  chosen 
so that ~r is simple. Let {f~} be a sequence of  functions in W with lim~..o[[f~ - f l l  w = 
0, and define u~, ~ ,  and cr~ correspondingly. By the argument of Lemma 1, u 
is unambiguously defined, u(z) # 0 on S, and lim~-.oll u~ - u [[w = 0. By Wiener's 
theorem, we also have 1/u e ~" and lim~.o[[ 1/u~ - 1/u [[ w = 0, which implies 

[IN - F*[I ~r = [[f~ - o'~zduJa~ -- f+ O'ZdU/UI[~r 

<-IlA-f l lw+ll~,~u,/a,-~,u/al l~,=o(a) as s - , 0 .  

Thus K is continuous at f. 
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For the converse, we can use a simple argument based on the winding number 
characterization. The idea is that except in the comer positions of the square 
block, arbitrarily small perturbations o f f  can change the winding number of the 
error curve of its CF approximant F*, and since tlf-~*ll > 0  by the hypothesis 
K ( f )  ~ f ,  this implies that K is discontinuous. 

Let f,  m, and n be chosen so that ( f -F* ) (S )  is a circle about the origin of 
winding number /z+ ~,+I+A, and (m, n) does not lie in the upper-right or 
lower-left corner of its square block in the CF table for f, defined by (2.7) as 

t~ <_: m <_ u +  A, 

For any e < 0, define 

~,~ n--- ~,+A. 

(1 - ~ ) - z  l + z  
b ( z )  = = I - e 

1 - ( 1 - e ) z  1 - ( 1 - e ) z '  

a M6bius transformation with winding number 1 on S. Then the error curve 
( f o - F * b ) ( S )  has winding number /~+~,+2+A,  and therefore, by Theorem 3, 

b is the CF approximant to the function Jb precisely in the lower-right subbloek 

(5.1) # +  1-< m-</.~+A, z , + l - < n <  v+A. 

Now if by chance f(1) is 0, then we have lim,_,ofb = f  but lim~.,0 b'*b ~ ~*, since 
necessarily b(1) ~ 0, and we are done. But since f(1) ~ 0 in general, define a new 
function f '  (not the derivative o f f )  by 

f ' ( z )  = f ( z ) b ( z )  - f (1) [b(z)  - 1]z ~'-" = f ( z )  + [f(z) - f ( 1 ) z g - " ] [ b ( z )  - 1], 

and define also 

F*'(z) = F*(z )b ( z )  - f ( 1 ) [ b ( z )  - 1]z ~-". 

We claim that ~*' is the CF approximant to f '  precisely in the subblock (5.1). 
Since f ' -  F*' = b ( f -  ~*) maps S onto a circle of winding number/x + ~ + 2 + h, 
this will follow from Theorem 5 provided ~*' has exact type (~ + 1, v+ 1). Now 
~*b obviously has exact type (/z + 1, ~,+ 1), so we need to show that subtracting 
f ( 1 ) [ b ( z )  - 1]z "-"  from it will not change this. First, since the pole of b is also 
a pole of F'b, but ~*(1)~f(1), the denominator index v + l  is unchanged for 
sufficiently small e. Second, since f ( 1 ) [ b ( z )  - 1]z "-"  = O ( z  '~- ' )  as z-* co, with a 
coefficient of order ~ - ~, of magnitude O(e) and thus smaller than that of 7*b, 
the numerator index/~ + 1 is also unchanged for sufficiently small ~. 

Now the function f '  just constructed converges in off. to f as e --> 0. This can 
be proved by noting tha t f '  ~ f uniformly on S and Ill' - f  II ~/is uniformly bounded 
as e ~ 0. Since the Fourier coefficients of ( f ' - f )  each tend to 0 as e ~ 0, we have 
IIf '-fll  ~">  0 by the Lebesgue Dominated Convergence Theorem. On the other 
hand the CF approximant k'*' to f '  cannot converge to k'* as e -* 0, because the 
winding numbers of their error curves are different. If  m ->/z + 1 and n >- ~,+ 1, 
b'*' is the function constructed in the last paragraph, with winding number greater 
than that of ~ .  If  m = ~ or n = v, then we have not constructed ~*', but we know 
by the block structure statement of Theorem 5 that it is the CF approximant only 
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in a 1 • 1 block of the CF table, and hence by the winding number characterization 
of  Theorem 5, it must have winding number smaller than that of F*. �9 

6. The CF Table: Continuous f 

As was remarked earlier, for general f c  C, the best approximation in/~m, may 
be discontinuous (see [1] and, for example, Chapter 9 of [32]). However, it is 
still possible to define a winding number, or index, for the function f - F * , .  
Although we do not prove it here, this index is a radial limit of winding numbers 
obtained by extending f - F *  harmonically into Izl > 1. 

The development of  the CF table proceeds along the lines established in 
Sections 1-4. However, for technical reasons, we first prove the existence of best 
approximations in R,,, directly. The following lemma is equivalent to Theorem 
0.2 of  [2]. 

Lemma 2. Let f ~ L ~ and (m, n) be fixed. Then there exists a function ~* E R,,,  
such~that I I f -  r*ll-< IIf-~ll  for all ~ Rmn" 

Proof. Let B <') again denote the set of  Blaschke products of  order at most n. 
By (1.7), /~,,, = {zm-"B~: B ~ B t"~, g ~ H~ so it suffices to consider the case 
m = n. Choose ~ = Bj~j e /~ , ,  with I l f -  ~11-* p := inf,~r~,,,,[[f- ~l[. Passing to a sub- 
sequence, we may assume without loss of  generality that each Bj has exact order 
1: for some fixed 1:-< n. Let 

Bj(z) = ~ (I z -  ajk k=ll--ajkg with I~jkl<l, I~1=1. 

Also, we may assume that limj~oo ajk = ak (k = 1 , . . . ,  v) and that limj_.~ zj = r, 
with I~1 = 1 and each [akl---1. By a normal family argument, we may further 
assume that gj ~ g uniformly on compact subsets of D. let 

1 -- ffk Z ] \l,~kl = I 

Then Bj(z) --> B(z )  uniformly on compact subsets o f /5 \{ak  : [ak[ = 1}. Therefore 
for any fixed h ~ L ~, by the Lebesgue Dominated Convergence Theorem, 

lfo:  (Bh)(z )  := ~ B(ei~176176 dO 

= l i m - -  / Bj(e~~176 ~~ dO 
J--~ 2~" Jo 

= lira (Bjh)(z) 
j~oc, 

for z ~ D, where P, is the Poisson kernel. This implies that for the Poisson 
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extension of  (Bf)(e '~ into D, 

p <- I l f -  Bgll = 

Izl<l 

-< lim 
j--~'O0 

= lim 

Since BgeR. . ,  inf{I]f-~[[: ~e/~. .}  is 

IIB:-gll 
sup {](Bf)(z) - g(z)l} 
IzI<1 

sup {lim ](Bff)(z)-g:(z)l} 
j.-,, oo 

[IBff-g,[I 

[ I f -  5 ]l = p- 

attained, and the lemma is proved. [] 

Now assume that ?* is a best approximation tO f i n / ~ m, ,  and write F* = 7,m-nBh.  

Then ] I f -F* H = Ilz"-"Bf-KI] = Ilz"-"Bf-h]],  and thus h is evidently the best 
approximation to z"-"Bf  in H ~~ By a standard duality argument [7], [12], [32], 
we have that [z"-"Bf-hi  = I f - z ' - "BK]  is equal to the constant value I]f-F*[I 
a.e. on S. Thus the "error curves" are "circular." 

We are now prepared to define the generalized winding number for invertible 
functions in L ~ The following definition is essentially the same as has been 
applied in the Fredholm theory of  Toeplitz operators; see p. 189 of [6] and p. 81 
of [31]. 

Definition of  generalized Winding Number Ind(u). Assume u, 1/u e L ~176 and 

(6.1) u = A/~ e w+"~'+*~), 

where A and B are finite Blaschke products, to, q~, ~b e L~ with I] q~ [[ < w/2, and 
g,'~ denotes the harmonic conjugate of g, on D. Then Ind(u) is defined to be the 
winding number of A/] about 0, that is, Ind(u)  = (order of A ) - ( o r d e r  of B). 

Of course, we need to show that the index is well defined whenever it exists. 
To this end, assume that 

u = A,/~1 e ~''+"~'+*?) = A2/~2 e ~=+"~2+*~. 

Let k and I be the winding numbers of A~/~1 and A2/~2, respectively, with k - / .  
By a harmless alteration of ~b~ and g'2, we can write 

U = Z k e % + i c ~ ' + ~  ) = z I e % + i ( % + ~ ) .  

Thus, w~ = w2 a.e., and 

e -W 2-% +' t ' -~162162162162  a .e .  o n  S ,  

where ~P:=r and ~b:=~b~-r Since ][r and g, e L  ~, we have that 
F = exp[tp - ~b '~ + i(~p + ~b#)] is an outer function in H ~/~ (see [12]). By a result 
in [21], we can continue zk-tF(z) across S by reflection. Therefore zk-IF(z) may 
be regarded as a bounded entire function, and hence is constant. Therefore k = I, 
and Ind(u) is well defined. 
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Our next aim is to show that the index exists for the functions f = r'*. Suppose 
that zm-~Bg is the best approximation to fin/~m~ (we will always a s s u me f ~  Rm~). 
Then, setting ~ ,=z~-mBf -g ,  we have t,f=llf-~*ll=const, a.e. on S and, 
evidently, in f~ . |  r - h II} --- II ~ II = l l f -  Z*ll. Since Iimk~o infn~n|  - h II = 0, 
the existence of  Ind(r  reduces to the following result, which was first proved 
by Sarason. 

Lemma 3. Let 191 = 1 a.e. on s, and assume that lifo - h II ~ 1 for every h ~ H ~, 
while [IBr for some goeH ~ and finite Blaschke product B. Then 
Ind(~o) - < -1 .  

Proof. Assume r is as stated with [[B~-go[[ < 1. Then [go[, 1/[go[~ L ~, so we 
Vt,+ i~t, # havego=be  f o r b m n e r a n d w e L R . T h e n r  ~+~w e t ~,where t , v~  

L~ and Ilvll < ~ / 2 .  To establish the desired result, we need to rule out the 
possibilities that b might have a nontrivial singular part and that b might have 
at least as many zeros as does B. If b has a nontrivial singular part, then it may 
be replaced by [ b - b ( a ) ] / [ 1 - b ( a ) b ] ,  where a e D  is chosen to make b(a) 
suitably small (t, v, w must also be modified). Repeating this adjustment as many 
times as required, we can assume that b has arbitrarily many zeros. Thus if the 
conclusion of  Lemma 3 fails, we can write 

r = bab2B e "+iw'~ t+io e , 

where b2/~ has index zero and b~ is inner. Since [9[=1 a .e ,  w + t = 0 a . e . ,  so 
~ = b t e x p [ i ( u + v + s # ) ] ,  with u e C ~ ( S ) ,  [[v][<Tr/2, and s e L  ~~ Now let 
g~=ebl exp[ ( s -u# )+i ( s#+u)] .  Since u~  C ~ Jig, I[ is small, 1/g~eL  ~, and 
[ [argg~-argr  we have [ [~-g~[ [< l  for small e. This contradicts the 
assumption that [[ ~p - h [[ -> 1 for all h e H ~. [] 

Assume that a unimodular function ~ belongs t o / ~ ~  and that ~ =k/k ,  
where k is an outer function in H 2. Then ~ = ~/~/k, so by Nehari 's Theorem 
(see Chapter 9 of [32]), ] ] ~ - h [ I  >-1 for every h e H ~~ By Lemma 3, we have 
I n d ( ~ )  - -1 ,  hence Ind(q)  ~ 0. 

One more fact we will need is that for functions in (H~176 C ) n  ( ~ o +  C) with 
finite index, the index of  a product is the sum of the indices. Assume that [u I = 1 a.e. 
on S and u ~ H ~ + C .  Then lim,.,~oinfg~n| so if e > 0  is given, 
it is possible to find an interger n and g~  H ~176 with g = B e  v+~v~ such that 
[ [ 1 - ~ B  eV+~L'~[[ is small, i.e., 

where t~, f l e  L~ are so small that u = $"B e " ~ ' - ~ ,  where 1l/3L < e. Thus ,  for  u~ 
and u2 in (H~~176176  with indices m and k, respectively, we have u j=  
A j ~ e ' i e  '~r for j =  l, 2 and I[*jll < e < ~r/r. T h e n  

UlU2 = A i A 2 B 1 B 2  e "~+~'2 e i('~ +*2~+i{*~ +*'~,  

so this product has index equal to m + k. 
We are now ready to state and prove the generalizations of  Theorems 1 and 2. 
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Theorem 7 ("Circular Implies Best," General Case). Assume that fe  C, ~e I~=., 
and ( f  - ~ (  S) has constant modulus a.e. with I n d ( f -  r') >- m + n + 1 , 8 .  Then ~ is 
a best approximant F* to f i n  Rm~. Moreover, it is the unique such best approximant. 

Proof. Repeat the first paragraph of  the proof  of  Theorem 1. Assume, without 
loss of  generality, that I f -  ;1 = 1 a.e. on S. Then if ge  R,,~ and l t f -  < 1, we have 

s  ~= ( f -  ~) - ( f -  ~7) = ( f -  F)(1 - e~ 

where b is a real function and a ~ L~ is negative but bounded away from 0 on 
S. Hence 1 - e ~ has index 0. Because the unimodular function f -  F is i n / ~ +  C, 
its representation in the form (6.1) can be chosen with I1 11 as small as we like, 
so s  F must have index at least m + n + 1 - 8, yet lie in Rm+~-s.2,-,. This implies 

~ -  ~ = zm-~b~2 e ~-~', 

where b~ and ba are Blaschke products and where b~ has at most 2n- /~  zeros, 
i.e., the index of  ~ - ~  is at most m - n + 2 n - ~ .  This is a contradiction, so 
l lf-gtt  < 1 is not possible. To prove uniqueness, follow the same argument as 
was used in the proof "~f Theorem 1. �9 

Theorem 8 ("Best Implies Circular," General Case). Assume tha t f~  C and ~* 
is a best approximant to f in I~,~, with ~ ~ f. Then l f -~* t  = l l f -   *11 a.e. on S, and 
f -  ~* has index I n d ( f -  F*) -> m + n + 1 - & 

Proof. The unimodularity has already been established. We follow the proof of 
Theorem 2 to show that to = I n d ( f -  F*) is at least m + n + 1 - 8. Assume that 
has exact type (/z, v). Let F*=~/q in reduced form w i t h / ~ e / ~ ,  q e  P~. Since q 
has no zeros in lzl--- 1, we have 

Arg[e~q2(f - F*)] = ,p + ~ ' ,  

where 9, q e L ~  and 11 t1< /2 (in fact we can assume tl ll is as small as we 
like). Let g = e -r Then g, 1/g ~ I~ ~176 and 

ItArg z g- Arg[q2(f -  *)311 < 
I f  to <- m + n - 8, then as in the proof of Theorem 2 (see the discussion following 
(2.5)), it is possible to find A/~ ~/;~, and Aq ~P ,  such that (/~+ zA/~) / (q-  eAq) 
is a better approximation than ~* in Rm~, which is, by assumption, 
impossible. �9 

Theorems 7 and 8 show that the CF table for general f ~  C must break into 
square blocks. We now show that the entries in the table may still be computed 
from singular vectors of  the appropriate Hankel matrices, as in the Wiener case. 
First let (m, n) be given and set d = m - n + l .  Form the Hankel matrix H of  
(4.4) from the Fourier coefficients ck of f .  By Hartman's theorem, H is a compact 
operator on �9 e2 [32]. I f  F* is the best approximation to f in/~,,n, we must then 
have I f - ~ 1  = cr := Ilf-Z*ll a.e. Suppose that (/z, v) is the exact type of  ~*. Then 
~* = z~'-~bh, with b a Blaschke product of  order v and h ~ H ~. We then have as 
in (6.1), 

0 : = f -  ~* = o'ABe "~+v'~, 
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with the index of  A/~ equal to to ~ m + n + 1 - & Since Arg(b2z -2~) is smooth on 
S, we can write 

o = o 'z"+"§ (~ >- O) 

for some outer function g~  H 2. Noting that zA=i(1 + z ) / ( l + ~ ) ]  ~ on S, we 
replace g by ( l + z ) a g  to get 

~af _ z ( . -  ~)-( ,,-~, ) b-~ = orz r "-~)+( "- ")-S bg / b-g. 

Letting u~ = z"-~-nbg, u2 = zau~, and u = ut + u2, it is easily seen that u E H 2, that 
f - z g - ~ b h  = OrZdU/~. and that u corresponds to a singular vector U of  H with 
singular value or. Note that with the preceding arguments, we also get singular 
values of H by taking best approximations in R,,-,+k.k, k >-O. 

Conversely, let or be a singular value for H and U a singular vector. Let u be 
the corresponding function. Then s aU for some h ~ H 2. Let u = Bg, 
where B is inner and g is outer. Then f - z " - " B h / g  = orz4Bg/-~, so /~ /g  e L ~. 
Since H is compact, B must be a finite Blaschke product, for if it is not, let 
B = B~B2 with Bj inner, j = 1, 2. Letting v = B~(1 +B2)2g, we have v /~  = u /~  = 
B2g/.~. Thus, the vector V corresponding to v is an eigenvector of  H/-I with 
eigen'value or2. Therefore the eigenspace corresponding to o.2 is infinite 
dimensional, which is impossible by the compactness of  H. 

Now let N be the order of  B. We have g / g e H ~ + C  with nonnegative 
index, by the remark following Lemma 3. We then have z ~ - " B g / g ~  R,,-,+N,N, 
with the index of  zdB2g/g greater than or equal to m - n + l + 2 N =  
( m - n + N ) + N + l .  By Theorems 7 and 8, we have just constructed the best 
approximation to f from /~m-~+N,N. Therefore each singular value or of  H is a 
distance from f r o  some space Rm-,+N.N, and conversely. Let fro> or~ > . .  �9 ---> or, > 
�9 �9 �9 be a listing of  the singular values. Because the distance from f to R,,-,+k,k 
is a nonincreasing function of  k, we must have that k = n corresponds with or,, 
i.e., or, = inf[[f-?'*H and F*~, =f--Or,,ZdU/~, where u corresponds to any singular 
vector of  H for the value o',. 

All together, we have proved: 

Theorem 9 (CF Table for Continuous f ) .  
r'* in R,~,, which is characterized by 

(1) l f - r * l  = constant a.e. on s 

and 

(2) I n d ( f - F * ) > m + n + l - &  

Moreover, F* is given by 

(6.2) 

and satisfies 

Any f e C has a unique best approximant 

( f -  ~*)(z) = o'~z " - "+ '  u(z) 
,~(z) 

(6.3) H f -  ?*ll = or., 

where orn, u, etc., are defined above. The CF  table for f breaks into square blocks 
o f  identical entries, as described in Theorem 3. 
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The CF table for f ~  C looks the same as for f E  ~/~, already illustrated in 
Fig. 3. 

7. Weighted CF Approximation on a Jordan Region 

It is well known that the minimal-norm interpolation theorem of Carath6odory 
and Fej6r for the unit disk can be generalized to Jordan domains by a conformal 
transplantation. This technique is also applicable in a more general setting and 
is the basis of the Faber-CF method [8], [9], [16]. Another straightforward but 
useful generalization of the CF method consists in introducing a weight function 
[16]-[18]. In this section these two ideas are combined in a weighted Faber-CF 
approximation. We do not strive for maximum generality. 

Let ~ be a Jordan domain with rectifiable boundary F, as shown in Fig. 4. Let 
12 denote the exterior of  F (including oo), and let E denote the exterior of the 
unit circle $. Let 0 be the conformal map of E onto 12 normalized by O(oo)=eo 
and 0 ' ( ~ ) > 0 ,  and set ~ = ~-~. Since 2 is a Jordan domain, 0 and r can be 
extended continuously ~o the boundaries S and F, respectively. Let C(F) denote 
the space of continuous functions on F, and let A(~)  denote the space of functions 
continuous on 1~ and analytic in 12 (including at oo). Both spaces are Banach 
spaces under the supremum norm. 

With a function F ~  C(F) we can now associate the transplanted function 
f :=  F o ~ e C, and vice versa. Likewise, with a function G defined on 1~ we can 
associate the function g := G o 0 defined on /~. In particular, if G ~ A(I~), then 
g ~ A(E),  and vice versa. In analogy to /~mn, we introduce the following space 
of functions defined on 12: 

Rm.(12) : = : f i e z ' H ~ ( 1 2 ) ,  QePn ,  Q(~ )~Oon~ ,  . 

(H~(l))  is the space of bounded analytic functions on 12.) Every/~ e R,~ (12) has 
a nontangential limit almost everywhere on F. Therefore I[ ~ I]r := sup{I R (~)l: ~ ~ F} 
is well defined, and clearly II/~ IIr = H R ~ ~b II, the latter norm being the sup-norm 
on S. But in fact much more is true [16, Lemma 7.1]: 

Lemma 4. The map ~b induces an isometric isomorphism between C(F) and C and 

E 

�9 

Fig. 4. 

| 

s 

Exterior conformal maps between a Jordan region and the unit disk. 
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between Rm.(f~ ) and R,... In particular: 

R E Rm.(fl) ~ 

Proof. Assume/~e  Rm,(t~). Since R is meromorphic in s F:= R o gJ is mero- 
morphic in E. The poles of R in fl are transplanted by g, to the poles of F in E, 
the multiplicity being preserved since @'(z) # 0 in E. In particular, the order at 
cc is also preserved. Therefore Fe Rm~. The proof for the reverse direction is the 
same. For the spaces C(F) and C the result is a consequence of the continuity 
of ~ and @ on the boundary. I 

As a consequence of Lemma 4 we get immediately [16, Corollary 7.2]: 

Lemma 5. /~* is a best approximation to F~ C(F) in Rm.(~) if and only i f  
F* = R* o ~ is a best approximation to f = F o ~b E C in Rm.. The same holds with 
C(F) "~and C replaced by L~(F) and L ~. 

From Theorem 9 and Lemma 5 we conclude: 

Theorem 10 (Faber-CF Table for Continuous F). Any F e  C(F) has a unique 
best approximant R* in/~m.(~), which is characterized by 

(1) IF-)~*] =constant a.e. on F 

and 

(2) I n d ( F o O - R * o O ) > - m + n + l  - &  

Moreover,/~*= F* o ~, where F* is given by (6.2), and II lit = The Faber- 
CF table for F breaks into square blocks of  identical entries, as described in 
Theorem 3. 

There is a further relation between F and f if F belongs to A(~). The Fourier 
coefficients Ck with index k_>0 o f f =  F o g, are then called the Faber coefficients 
of F, and the formal series 

Ck'Pk( ') 
k=0 

of Faber polynomials @k is the Faberseries of F [10], [25]. The Faberpolynomials 
~k for �9 are defined as the analytic parts of the Laurent series of @k at oo: 

- ' )  a s  

The Faber coefficients c~ of F are of course also the Taylor coefficients of the 
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analytic part I f  of  f The mapping 

co 

~': t f =  Y ckz ~ ~ F -  ~ cke~(() 
k~O k=O 

is called the Faber transform. If  m > n - 1, the coefficients ck with k -> m - n + 1 
that appear in the Hankel matrix o f f  = F * tp are just the Faber coefficients of F.. 

Assume now in addition that F has bounded rotation p [10], [25]. KSvari and 
Pommerenke have shown that the Faber transform ~r is thn a bounded linear 
map of  A(/5) into A('7.): 

(7.1) 113Tll ~ 1+ --p-p . 
~rg 

(The bound 1 + 2 9 / ~ r  in [10] can be improved; see [9].) For F to be in ~(A(/5))  
it is then sufficient that the conjugate function of t~--~ F(~(e~ ' ) )  also be continuous. 
Moreover, if F e  9(A( /5) ) ,  the Faber series is known to converge uniformly on 
,~to F. 

Let us assume that ~ 1  [Ck] < 00, SO that, as a consequence of (7.1), the Faber 
series of F converges absolutely on ,~ (the limit being F by the above more 
general result of KSvari and Pommerenke). Then F ~  C(F),  f =  F o  ~ e  C, and 
f = f_ +f§ with 

f _ ( z )  . . . .  + c . ,_ ._ l z  "-~-1 + c.,_~z ' ' -~ e C, 

f §  = C~_n+lZm-n+l + C,,_~+2Z'~-~+2 + " " " e ~ 

The function F* depends in a trivial way on f_ ,  namely 

F*[f] = ~*[f+] +f_ .  

By Theorem 5, ~*[f] e ~e'~_ C, and consequently/~* e C(F). Summarizing, we get: 

Theorem 11 (Faber-CF Table for F in a Wiener Algebra, F of  Bounded Rota- 
tion). A s s u m e  that F is o f  bounded rotation. Then fo r  any F e A(Y~) whose Faber 
series converges absolutely in ~,  the Faber series o f  R*  also converges absolutely 
in ~ ,  and  R *  is characterized as the unique continuous funct ion in Rmn(fl)  whose 
error curve is a circle about the origin o f  winding number to > m + n + 1 - 8. 

Now let y e  C(F),  y > 0 ,  be a prescribed weight function, and let us modify 
our approximation problem: we now aim to f ind/~ e R,~n(fl) such that 

]] y ( F  - ,~*)Ill" = i n f ~  ~,,,,,(n)H y ( F  - g)ll , . .  

For the next result it suffices for F to be any rectifiable Jordan curve, but we 
require log y to be the real part of a function A e A ( ~ ) ,  resstricted to F. 
Equivalently, log y ~ ~, is the real part of a function A ~ A(/~), which means that 
A is the Poisson integral (with respect to E) of log y ~ 0. (For this it is necessary 
and sufficient that the conjugate function of log y(~,(e")) be continuous,) A is 
equal to the coanalytic part plus the constant term in the Fourier series of 
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log ~(O(ei')), and thus it can be constructed easily. A and ?, are again related 
by transplantation: A = A o r We further define: 

g := e ~' e A(E),  G := e ̂  e A(~),  

]:=gfeC, D:=GFeC(r), 
~:= best approximation to f in R,.. with weight function ~, ~ ~. 

/~* :--best approximation to F i n / ~ . ( f ~ )  with weight function % 

:= best approximation to ] in/~,. ,  with weight function 1. 

* := best approximation to /~  in Rm.(fD with weight function 1. 

The function g is known as the Herglotz transform of ~t (with respect to E). We 
now have: 

T h e o r e m  12 (Weighted Faber-CF Approximation). 
Z 

and R* are related by 
The functions F*, ~, R*, 

Z*(z) = ~(z-----2) ~ . ( r  = R*(~'_....__~) 
g ( z )  ' G ( D  " 

~*=~*or /~*= ~ , , r  
Z. 

V*=_~* o ~,, R * = ~ ~ 1 6 2  

P r o o s  The connection between ~ and R* has already been established in 
Theorem 10. Concerning /~* and /~*, the essential point is that G~A(~) is 

Z 

bounded away from O, so that 1/G~A(II) also, and therefore any /~ and R 
related by/~ x R/G satisfy 

and 

t t f -  ~ll = ll G(F- ~)ll = tl IGl(F- -~)l[ -- tl ~,(F-/~)ll 

(since IG(~)[ = e ReA(r = e I~  = y ) .  The corresponding result for P* and P follows 
on replacing 1"1 by E. �9 

Thus, the weighted Faber-CF approximant R* to F in Rm,(f~) is obtained by 
transplanting the unweighted CF approximant ~ o f f  in/~m~, divided by g. We 
leave it to the reader to restate the conclusions of Theorems 10 and 11 concerning 
characterization and block structure. 
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