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1 Introduction

1.1 Motivation and origins. The original aim of the paper is the exten-
sion of the project categoricity of non-elementary theories of analytic covers
from “abelian” cases, such as exp ∶ C→ Gm or expΛ ∶ C→ EΛ (elliptic curve,
to hyberbolic curves and possibly wider, see e.g. the survey part in [1] for
some history and references.

The first obstruction for this project is that an adequate formalism (that is
the language) in which such an analytic cover can be properly presented is not
easy to determine. Some attempts in this direction were by M.Gavrilovich
[20], as well as later attempts by A.Harris [3]. The one which we found
satisfactory and applied here is based on the formalism close to the one
applied in the recent [4].

More specifically, we formalise e.g. the case exp ∶ C → Gm as a structure
with two sorts U and F, where U is the complex numbers with the Q-module
structure and the distinguished subgroup 2πiZ, and F is the complex numbers
as the field. Then exp ∶ U → Gm(F) is the map between the two sorts. But
in fact along with exp we automatically get in abelian cases the family

expn ∶ U→ Gm(F), expn ∶ x↦ exp(x
n
)
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which of course agrees with the system of finite covers

prk,n ∶ Gm(F) → Gm(F); y ↦ y
k
n , when n∣k.

This we describe axiomatically by simple Lω1,ω sentences. In terms of model-
theoretic classification such a structure is a fusion between a locally modular
structure U and an algebraically closed field F. The case expΛ ∶ C → EΛ

similarly represents a fusion between a locally modular structure UΛ, and
an algebraically closed field F, where UΛ is a Q-module with distinguished
Z-module Λ with an alternating form on it (accounting for the Weil pairing).

1.2 It is not clear a priori why such Lω1,ω-theories should be categorical in
uncountable cardinals and the fact that they are must be of some significance.

The geometric value of the project is perhaps in the fact that the formula-
tion of the categorical theory of the universal cover of a variety X (essentially
the description of U) is a formulation of a complete formal invariant of X.
By its nature such an Lω1,ω-invariant is of “algebraic type” and the fact
that it is equivalent to a notion given in topological/analytic terms indicates
a possibility of connection to certain key conjectures of algebraic geometry
such as the Hodge conjecture.

Indeed, the most interesting outcome of the earlier works was establishing
an equivalence between categoricity of the cover of EΛ and the conjuction of
the two arithmetic facts:

(i) the complete classification of the Galois action on the torsion of EΛ

(the open image theorem by J.-P.Serre) and
(ii) the Kummer theory for EΛ (M.Bashmakov and K.Ribet)
For abelian varieties the success of the program depends on the extension

of analogues of (i) and (ii) to abelian varieties, and (ii) is known due to
K.Ribet and M.Larsen. However, an analogue of Serre’s theorem for abelian
varieties is an open problem and therefore the best categoricity result here
is under the assumption that the language names points of the kernel of the
exponential map. This autmomatically removes the problem of determining
the Galois action on the torsion points at the cost of weakening the formal
invariant of X/k, the theory of the cover of X/k, to the formal invariant of
X/K where K is the field obtained from k by adjoining all torsion points of
X.

The case of hyperbolic curves X was first considered by A.Harris [3] and
C.Daw and A.Harris [13] in the context of modular curves Y(Γ) in the for-
malism (the choice of the language) which has names for each element of
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GL+
2(Q) acting on the upper half plane H by Möbius transformations. The

proof of categoricity in this setting required essentially Serre’s open image
theorem for products of non-CM elliptic curves. Interestingly, in the analysis
of (H, jN ,Y(N)) Serre’s theorem plays rather the role of (ii), while (i) is
not needed since naming elements of GL2(Q) fixes the special points (CM-
points). This has a cost: one works out the formal invariant of Y(Γ) over
the extension of the natural field of definition by special points.

1.3 Our setting. Our current interest is the case of the universal cover
of hyperbolic curves, e.g. the complex curve X = P1 ∖ {0,1,∞}. However,
before approaching this case we set ourselves a simpler task of the cover
of the modular curve Y(N) universal in the class of modular curves, which
means that our structure incorporates the analytic covering maps

jn ∶ H→ Y(n), for all n such that N ∣n

agreeing with the algebraic finite covers

prn,m ∶ Y(n) → Y(m), for all n,m such that N ∣m, m∣n.

In fact it is enough to classify the case N = 1, Y(1) = Y = A1 the affine
line (the fact that for some n the covers jn ∶ H→ Y(n) are ramified does not
matter in our setting).

Note that Y(2) = P1 ∖ {0,1,∞} when we consider Y(2) as an algebraic
curve (without the level structure).

The important difference with the case of the proper universal cover is
that, instead of the profinite completion Γ̂(N) of the respective fundamental
group, in the modular setting one has the group Γ̃(N), the completion in the
topology based on congruence subgroups, which for N = 1 gives us

Γ̃(1) = Γ̃ = SL(2, Ẑ),

where
Ẑ = limZ/nZ,

the projective limit of residue rings.

1.4 The key problem, similar to earlier cases, is in classifying the saturated
version of H in the structure (H, jn,Y(n))n∈N which is essentially reducible
to understanding the structure on the projective limit

H̃ ∶= lim← Γ(n)/H ≅ lim← Y(n).
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This includes giving a detailed enough description of the action of the auto-
morphism group AutC on H̃ and, in particular, its action on H̃(CM), the
special points of the structure (equivalently, the action of Gal(Q(CM) ∶ Q)
on H̃(CM)), the analogue of (i) of 1.2.

It turns out that this problem is closely connected to the
theory of canonical models of Shimura varieties resulting from Shimura’s
Conjecture which was developed by G.Shimura, P.Deligne and others. This
involves an advanced theory of complex multiplication and Artin’s reciprocity
map. The results allow one to identify the action of AutC on a single
CM-point (that is the Galois orbit of the point), see [8], 12.8. We need
a stronger result: our paper [10] goes further and identifies the action of
Gal(Q(CM) ∶ Q) on H̃(CM), at the same time describing all the relations
between CM-points. One of the interesting model-theoretic forms of the main
result of [10] is that the field Q(CM) as a structure is Lω1,ω-bi-interpretable
with a certain structure formulated purely in terms of the ring Af of finite
adeles over Q.

In [10] we defined a certain locally modular structure of trivial type on
the set H̃, which we term H̃Pure. This is formulated in terms of the action
of a large subgroup G̃ of GL2(Af) on H̃. The main result of [10] determines
automorphisms of H̃Pure and then describes Gal(Q(CM) ∶ Q) in terms of
Aut H̃Pure(CM). These two groups are ”almost” equal: there is an obvious
embedding of Gal(Q(CM) ∶ Q) into Aut H̃Pure(CM), and when restricting
the two groups to their action on a finite number of G-orbits the first is a
finite index subgroup of the second.

H̃Pure has a “standard” version HPure which is based on the actual upper
half-plane H and is given in terms of the action of GL+

2(Q) and complex
multiplication.

1.5 With the results of [10] in hand we can apply the model-theoretic tech-
niques on categoricity developed in earlier works (see e.g. the survey in [1])
and in particular the proof in [13] which we follow quite closely (and so use
the Serre open image theorem).

The axioms Σ of the resulting Lω1,ω-theory consist, as in abelian examples,
of three parts:

A The axioms describing UPure (the abstract version of HPure), a locally
modular structure of trivial type with the action of the group G iso-
morphic to GL+

2(Q), and its subgroups corresponding to Γ(n).
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B The axioms describing an algebraically closed field F of characteristic
0 and curves Y(n) ⊂ P3(F).

C The axioms describing jn ∶ UPure → Y(n) obtained via the translation
of relations on UPure to special relations on the Y(n).

Main Theorem. The above system of axioms Σ is satisfied by the stan-
dard complex structure H and every model of the axioms is a quasi-minimal
geometry structure.

For each model UFull of Σ there is a simple Lω1,ω-sentence Θ which holds
on UFull and such that Σ & Θ has, up to isomorphism, a unique model in any
uncountable cardinal.

1.6 The first author whishes to express his gratitude to J.Derakhshan for
his interest in the work and his help with some of the mathematical issues
in the paper.

The second author would like to thank the EPSRC for its support via a
New Investigator Award (EP/S029613/1). He would also like to thank the
University of Oxford for having him as a Visiting Research Fellow.

2 Groups acting on H.
2.1 Groups G and Γ and their generators.

Generators of Γ ∶= SL2(Z) are represented by matrices

s = ( 0 − 1
1 0

) , t = ( 1 1
0 1
) ∶

s2 = −I, (st)3 = ( 0 − 1
1 1

)
3

= −I.

Generators of G ∶= GL+
2(Q) ∶

s, t and dq ∶= (
q 0
0 1

) , q ∈ Q+

satisfying:
dqdr = dqr,

sdq = qd−1
q s,
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dnt = tndn, for n ∈ N.
We will use

d′
q ∶= sdqs

−1 = ( 1 0
0 q

) , q ∈ Q+

t− = (
1 0
−1 1

) ,

which satisfies
sts−1 = t−; dnt

n
− = t−dn, for n ∈ N,

and subgroups

∆(Q+) = {dq ∶ q ∈ Q+} and ∆′(Q+) = {d′
q ∶ q ∈ Q+}. (1)

Similar notation also make sense for the multiplicative group of a com-
mutative ring R,

∆(R×) = {dq ∶ q ∈ R×} and ∆′(R×) = {d′
q ∶ q ∈ R×}.

2.2 Remark. Note that all automorphisms of GL+
2(Q) and of PGL2(Q) are

inner and the only non-identity automorphism which fixes ∆′ element-wise
and preserves the subgroup Γ is the involution

g ↦ ǧ ∶= d−1 ⋅ g ⋅ d−1.

Note also that since the action of the centre of GL+
2(Q) acts trivially on H

we can work equally with PGL2(Q), the generators and defining relations of
which are the same if we ignore the scalar multipliers in the group relations.

2.3 Special points on H. Let

E = {( a b
c d
) ∈ G ∶ (d − a)2 < −4bc} = {e ∈ G ∶ tr2 e < 4 det e},

the set of elliptic transformations.
These are exactly the elements for which there is a unique fixed point

τe ∈ H which can be found by solving the equation

cx2 + (d − a)x − b = 0, τe ∶= x, Ix > 0. (2)

Note that elements of the centre

Z = {( a 0
0 a
) ∈ G}

act as identity on H.
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2.4 Remark. (i) E is invariant under automorphisms of G since g ⋅ e ⋅ g−1

fixes gτe and thus belongs to E.
(ii) The subgroup Stτ ⊂ G fixing point τ = τe is definable by the condition

that Stτ = C(e), the centraliser of e in the group. This is a general fact for
Mobius transformations over any field of characteristic 0.

The following is a technical remark which we are going to use later.

2.5 Remark. Let I = ⋃l El and {Φh ∶ h ∈ I} a family of quantifier-free
Lω1,ω-formulas.

There is an existential Lω1,ω-formula Θ in the language with names dq for
respective elements of G stating that for any h ∈ El there exists t̄h = ⟨t1, . . . , tl⟩,
a tuple of fixed points of h such that Φi(t̄h).

Indeed, let {we(s, t,dQ) ∶ e ∈ E} be the family of group words in genera-
tors s, t,dq q ∈ Q+, listing all the elements of E. Using the family of words we
can produce the family {w̄h(s, t,dQ) ∶ h ∈ I} of tuples of words corresponding
to tuples h ∈ I. Let Fix(t̄, h̄) is the formula saying that t̄ is a tuple from H
fixed by the tuple h̄ from E.

Set

Θ ∶= ∃s, t ∈ G {s2 = −1 & (st)3 = −1 & ⋀q∈Q+
sdq = qd−1

q s & ⋀n∈N dnt = tndn &
& ⋀h∈I ∃t̄hFix(t̄h, w̄h(s, t,dQ)) & Φh(t̄h)}

Since the choice of any s, t ∈ G satisfying the group relations in the first
line of Θ is conjugated to s, t by an automorphism of G (see 2.2) and E
is invariant under the automorphisms, the values of words w̄h(s, t,dQ)) run
through all elements of E. �

3 Projective limit

3.1 We consider the structure H̃, the projective limit of structures

H̃ = lim← Γ(N)/H, (3)

along the projective system of

Γ(N) = {( a b
c d
) ∈ Γ, a ≡ d ≡ 1 mod N, c ≡ b ≡ 0 mod N} ,

normal subgroups of Γ = SL(2,Z).
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The structures Γ(N)/H are identified with the classical complex modular
curves Y(N) (without the full level N structure). These are non-singular
algebraic curves and therefore can be realised as quasi-projective algebraic
curves in P3(C). Moreover, the realisation can be obtained over Q, see e.g.
section 4 of [11] or the paper [12], section 2. Another argument for this fact
is given in [10], 3.2(8).

The classical modular functions

jN ∶ H→ Y(N); τ ↦ Γ(N) ⋅ τ

are holomorphic and the curves Y(N) are finite coverings of Y(N/d), for
d∣N, via the projection maps

prN,N/d ∶ jN(τ) ↦ jN/d(τ), Y(N) → Y(N/d). (4)

3.2 The definition (3) implies the existence of maps

jN ∶ H̃→ Γ(N)/H = Y(N)

which we are going to use below.
By definition, any τ ∈ H̃ is uniquely determined by the sequence

jn(τ) ∈ Y(n), n ∈ N

and the sequence has the property

prn,n/d(jn(τ)) = jn/d(τ), for each d∣n.

3.3 Lemma. Any τ ∈ H is uniquely determined by the sequence

jn(τ) ∈ Y(n) ∶ n ∈ N.

This gives the canonical embedding

H↪ H̃.

Proof. The first statement follows from the fact that ⋂N Γ(N) = {1}. The
second statement is the consequence of the fact that the sequence satisfies

prn,n/d(jn(τ)) = jn/d(τ), for each d∣n.

�
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3.4 Remark. The system of covers (4) is not étale. However, by removing
finitely many points on Y(1) and all the points on Y(n) over these one gets
smooth curves Y−(n) and a projective system of covers

prn,n/d ∶ Y−(n) → Y−(n/d)

which is étale.
Since the construction of Γ̃ depends on generic fibres we have the same Γ̃

for the construction corresponding to the system of étale covers.

3.5 The projective limit as the structure H̃Full.
The analysis and study of the projective limit of modular curves Y(n)

with the n-level structure defined over Q(ζn) is readily reducible to the study
of canonical models of Shimura varieties, see [8], and more specifically canon-
ical models of modular curves, [9]. The case of curves Y(n) over Q as above
in the setting appropriate for our purposes is studied in [10]. The structure
H̃Full is described therein as the quotient ∆(Ẑ×)/SFull of a more fundamental
structure SFull associated with the Shimura datum (H ∪ −H,GL2).

The main conclusions, see [10], 3.22, are as follows:
(a) There is a group G̃ acting on H̃.

G̃ ≅ ∆(Q+) ⋅ SL2(Af) ⊂ GL2(Af),

where Af is the ring of finite adeles.
One can speak about an action of g ∈ ∆(Q+) ⋅ SL2(Af) on H̃ once an

isomorphism ϕ ∶ ∆(Q+) ⋅ SL2(Af) → G̃ is provided. Call ϕ a naming iso-
morphism. The naming isomorphisms form the family

{ϕµ ∶ ∆(Q+) ⋅ SL2(Af) → G̃ ∣ µ ∈ Ẑ×}; set gµ ∶= ϕµ(g),

which satisfies
gµ⋅λ = (d−1

λ ⋅ g ⋅ dλ)µ

where the conjugation by dλ is in the ambient group GL2(Af).
(b) Any g ∈ ∆(Q+) ⋅ SL2(Af) determines the 0-definable subset of G̃ ∶

g∆ = {gµ ∶ µ ∈ Ẑ×}.

Each gµ gives rise to the sequence of algebraic curves defined over Q̄,

Cµ
g,N ⊂ Y(N) ×Y(N); Cµ

g,N ∶= {⟨jN(u), jN(gµ ⋅ u)⟩ ∶ u ∈ H̃}

9



(here Cµ
g,N corresponds to Cµ

g,≈K of [10]). Note that any special curve C ⊂
Y(N) ×Y(N) has the form C = Cµ

g,N for some g.
The construction of the projective limit applied to the sequence {Cµ

g,N ∶
N ∈ N} of curves results in the limit curve

Cµ
g ⊂ H̃ × H̃; Cµ

g ∶= {⟨u,gµu⟩ ∶ u ∈ H̃}.

(c) For a fixed g ∈ ∆(Q+) ⋅ SL2(Af) we obtain the finite family of curves
on Y(N) ×Y(N)

{Cµ
g,N , µ ∈ Ẑ×}

where
µ − λ ∈ N ẐÔ⇒ Cµ

g,N = Cλ
g,N .

These curves are irreducible components of the algebraic curve Cg,N defined
over Q ∶

Cg,N = ⋃
µ∈Ẑ×

Cµ
g,N ⊂ Y(N) ×Y(N).

In the limit one obtains the the infinite-component limit curve on H̃× H̃ ∶

Cg = ⋃
µ∈Ẑ×

Cµ
g .

Cg is defined over Q too.
(d) The irreducible components Cµ

g,N of Cg,N are Galois conjugated over
Q.

Clearly Cg = Cg′ for g′ = gµ. The image of Cg under jN × jN is Cg,N .

(e) For any g ∈ ∆(Q+) ⋅ SL2(Af), the definable 4-ary relation on H̃

Compg(s1, s2, t1, t2) ∶≡ ∃h ∈ G̃ s2 = h ⋅ s1 & t2 = h ⋅ t1 & Cg(s1, s2)

determines the condition that ⟨s1, s2⟩ and ⟨t1, t2⟩ belong to the same irre-
ducible component of a Cg.

For each N the relation Compg,N on Y(N) is the image of Compg under
jN , the relation which determines the decomposition of the algebraic curve
Cg,N into irreducible components. This relation is invariant under GalQ and
so definable over Q.

We also have on H̃ the definable equivalence

jN(s1) = jN(s2),
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which can be equivalently given by:

∃γ ∈ Γ̃(n) s2 = γ ⋅ s1.

(f) The points s in H̃ which are fixed by a g ∈ G̃ ∖ ϕµ(Z) (the centre of
GL+

2(Q) will be called special, or CM-points of H̃. jN(s) is a CM-point in
Y(N) and, in particular, is algebraic.

The paper [10] describes the binary relations on H̃ written as

⟨t1, t2⟩ ∈ tp(s1, s2)

defined for each pair s1, s2 of CM-points. The reation is valid if and only
if there is an automorphism σ of the projective system (4) such that σ ∶
⟨s1, s2⟩ ↦ ⟨t1, t2⟩. The relations are invariant under automorphisms of the
projective system (i.e. defined over Q) for each choice of s1, s2.

The image of the relation under jN is the relation on Y(N)

⟨y1, y2⟩ ∈ tpN(x1, x2)

which holds if and only if ⟨y1, y2⟩ is Galois conjugated to ⟨x1, x2⟩ over Q.

3.6 Definition. H̃Pure is the structure with the universe H̃ and relations
Cg(s1, s2), Compg(s1, s2, t1, t2) (g ∈ ∆(Q+) ⋅ SL2(Af)), jN(s1) = jN(s2) and
⟨t1, t2⟩ ∈ tp(s1, s2).

H̃Full is the multisorted structure with sorts H̃ and Y(N), N ∈ N, and
relations:

- on H̃ the relations of H̃Pure;
- on the Y(N) the Zariski closed relations defined over Q;
- the maps jN ∶ H̃→ Y(N) and prN,N/d ∶ Y(N) → Y(N/d).

H̃Pure(CM) and H̃Full(CM) are substructures of the structures with uni-
verses restricted to their special points.

Remarks. (i) Since components of the Cg(s1, s2) are graphs of actions
of elements of the group G̃, we often look at H̃ as a G̃-set.

(ii) A corollary of definitions is that the relations Cg, Compg, and ⟨t1, t2⟩ ∈
tp(s1, s2) are projective limits of the relations Cg,N , Compg,N , and ⟨t1, t2⟩ ∈
tpN(s1, s2) on the Y(N). That is the relations on the sort H̃ are positive-
type-definable in terms of pull-backs of the respective relations on the Y(N)
along with the pull-back of equality.
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We thus can, up to Lω1,ω-bi-interpretability, identify H̃Pure as the structure
given by the pull-backs of Cg,N , Compg,N , ⟨t1, t2⟩ ∈ tpN(s1, s2) and equality.

Call it the pull-backs version of H̃Pure. In the same sense we speak about
the pull-backs version of HPure, a substructure of the pull-backs version of
H̃Pure.

3.7 Lemma. The pull-backs versions of H̃Pure and of HPure are locally
modular of trivial type.

The structures satisfy
HPure ≺ H̃Pure.

Proof. The structure HPure satisfies the assumptions of Theorems 4.11
and 4.14 of [1]. It follows that its theory has quantifier elimination and is of
trivial type. H̃Pure is then its elementary extension in the obvious way. �

3.8 Remarks. It is easy to see that the centre Z of GL+
2(Q) acts on H̃

trivially.

Note that in the definitions above the curves Y(N) are curves over C
(defined over Q) and so the points of H̃ are limits of C-points.

However the definitions and results are valid in the context of curves
Y(N) over F, an abtract algebraically closed field of characteristic 0. In this
case YF(N) are curves over F.

3.9 Define ŨPure
F and ŨFull

F to be the respective structures obtained as the
projective limit of the YF(N), for an arbitrary algebraically closed field of
characteristic 0.

3.10 Remark. Note that

H̃Pure(CM) = ŨPure
F (CM)

since both sides are the structures obtained by taking the projective limit of
the respective substructures Y(n)Pure(CM) on the curves. The same is true
for the full structures:

H̃Full(CM) = ŨFull
F (CM).
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3.11 Define
Ẽ = {e ∈ G̃ ∖ Z ∃u ∈ Ũ e ⋅ u = u}.

Set

G̃∗ = (G̃, Γ̃, Ẽ,{dq, d′
q ∶ q ∈ Q+)

the structure on the group G̃ with distinguished subgroup Γ̃, distinguished
subset Ẽ and distinguished elements dq and d′

q.
Analogously,

G∗ = (G,Γ,E,{dq, d′
q ∶ q ∈ Q+}).

Clearly,
G∗ ⊂ G̃∗

as structures.

3.12 Remark. There is an embeding

G̃ ⊂ GL2(Af)

which is an identity on the diagonal elements dq, d′
q ∶ q ∈ Q+. It is easy to

see that such an embedding is determined uniquely, up to the conjugation
by dµ, µ ∈ Ẑ×.

In particular, we may assume that elements g of G̃ are also elements of
GL2(Af) and thus the conjugation by an element dλ ∈ ∆,

g ↦ dλ ⋅ g ⋅ d−1
λ

is well defined.

3.13 Lemma. Consider the natural embedding G∗ ⊂ G̃∗ and let

ψ ∶ G∗↠ G′
∗ ⊂ G̃∗

be a partial isomorphism of G̃∗.
ψ can be extended to an automorphism ψ̃ ∶ G̃∗ → G̃∗. Moreover, there is

λ ∈ Ẑ× such that
ψ̃ ∶ g ↦ dλ ⋅ g ⋅ d−1

λ , for all g ∈ G̃.
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Proof. Let s′ = ψ(s) ∈ G′. Then

s′ ∈ G̃, s′ ⋅ d−1 = d′
−1s

′ and s′2 = −I = d−1 ⋅ d′
−1.

It is easy to see that the three equations imply that, for some λ ∈ Ẑ×,

s′ = ( 0 λ
−λ−1 0

) = dλ ⋅ s ⋅ d−1
λ .

Let t′ = ψ(t) ∈ G′. Then for each n ∈ N>0,

t′ ∈ Γ̃, dn ⋅ t′ ⋅ d−1
n = t′n and (s′t′)3 = I.

It follows

t′ = ( 1 λ
0 1
) = dλ ⋅ t ⋅ d−1

λ .

Thus, G′ is the group generated by s′ and t′ and

ψ ∶ g ↦ dλ ⋅ g ⋅ d−1
λ for all g ∈ G.

Take
ψ̃ ∶ g ↦ dλ ⋅ g ⋅ d−1

λ for all g ∈ G̃.

It is clear that ψ̃ preserves Γ̃, dq and d′
q, q ∈ Q+.

Finally note that g ∈ Ẽ if and only if ψ̃(g) ∈ Ẽ. This follows from the
description of fixed points in 3.22D(b) of [10].

�

The following is essentially a corollary of main results of [10].

3.14 Lemma. Any ψ ∈ Aut G̃∗ can be extended to ψ̃ ∈ Aut ŨPure
F (CM).

Proof As noted above ŨPure
F (CM) = H̃Pure(CM) so we may argue in the

setting of H̃.
By 3.13 ψ has the form gµ ↦ gµ⋅λ = dλ ⋅ gµ ⋅ d−1

λ , for some λ ∈ Ẑ×. And by

3.5(d) ψ is induced by a σ ∈ GalQ. In its turn σ acts on the CM-points of ŨF

and induces a ψ̃ ∈ Aut ŨPure
F (CM), as required. �
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4 Axiomatisation of HFull
F and UFull

F .

4.1 Axioms.
The language L(jn∈N) is 3-sorted, with sorts U,G and F. The structure on

F is that of a field given in a standard ring language, the structure on G and U
is that of a group acting on U with distinguished subsets E,Γ,{dq,d′

q, q ∈ Q×}.
Note that {dq, q ∈ Q×} = ∆(Q) with all its elements named and the same for
{d′

q, q ∈ Q×} = ∆′(Q). Note that

GL+
2(Q) = ∆(Q>0) ⋅ SL2(Z) = ∆′(Q>0) ⋅ SL2(Z)

and so group G is isomorphic to GL+
2(Q) with distinguished elements of ∆,

∆′ and subgroup Γ ≅ SL2(Z) will have the same structure.
Note that GL+

2(Q) is invariant under the involutive transformation

g ↦ ǧ ∶= d−1 ⋅ g ⋅ d−1

where d−1 ∈ GL2(Q) ⊂ GL2(Af).
The maps jn have U as their domain and have quasi-projective curves

Y(n) as their range. Σ consists of the following five groups of axioms :

Group axioms:

(G,Γ,E,{dq,d′
q ∶ q ∈ Q>0}) ≅ (GL+

2(Q),SL2(Z),E(Q),{dq,d′
q ∶ q ∈ Q>0}).

(5)
Note that Γ(n) is definable from the data, namely the subgroup Γ0(n) of

matrices of the form g = tnm are definable by condition

∃γ ∈ Γ g = dn ⋅ γ ⋅ d−1
n ,

and Γ(n) can be defined as the normal closure of Γ0(n).
Let Z = Centre(G).
Action axiom: G acts on U;

∀g ∈ G ∖ (E ∪ Z) ∀u ∈ U g ⋅ u ≠ u,
∀g ∈ Z ∀u ∈ U g ⋅ u = u,
∀e ∈ E ∃!ue ∈ U e ⋅ ue = ue.

(6)

Fibre formula:

∀u, v ∈ U jn(u) = jn(v) ↔ ∃γ ∈ Γ(n) v = γ ⋅ u (7)
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ACF0 axioms and sorts Y(n):

F ⊧ ACF0 (8)

and
Y(n) ⊂ P3(F); prn.m ∶ Y(n) → Y(m), for m∣n

are given by specific equations over Q.

Functional equations:

jn ∶ U↠ Y(n); prn,m ○ jn = jm for each m∣n; (9)

∀g ∈ G ∃g ∈ GL+
2(Q),∃µ ∈ Ẑ× ∶ ⋀n∈NCµ

g,n = jn(graph g)
∀q ∈ Q+ ∀µ ∈ Ẑ× ∶ ⋀n∈NCµ

dq ,n
= jn(graphdq)

(10)

∀g ∈ GL+
2(Q), ∀µ ∈ Ẑ×, ∀u, v ∈ U ∶

⋀
n∈N
⟨jn(u), jn(v)⟩ ∈ Cµ

g,n⇔∃g ∈ G v = g ⋅ u & ⋀
n∈N

Cµ
g,n = jn(graph g) (11)

4.2 Proposition. HFull
C is a model of Σ.

Proof. Axioms (5)-(10) just list general properties of H and jn from
section 3 (axioms (9)-(10) are established in 3.5).

Axiom (11) is proved for H in [10] in the Claim 4.8(5). Indeed, the left-
hand side of (11) states that ⟨u, v⟩ is a point on a graph of an element gµ ∈ G̃
whose graph in H̃ is Cµ

g . By the Claim gµ ∈ GL+
2(Q).

�

4.3 Lemma. For any model UFull
F of Σ there is an embedding

i ∶ UFull
F ↪ ŨFull

F (12)

which is the identity on F and induces an embedding i ∶ G/Z ↪ G̃/{±1}
such that the dq-named elements of G map to the dq-named elements of G̃,
i(Γ) ⊂ Γ̃ and i(E) ⊂ Ẽ.

Proof. Ũ in ŨFull
F is given as the universal cover of Y(F), with respect to

the class of modular curves. By axiom (9) U covers every principal modular
curve Y(n) by jn ∶ U → Y(n) which agrees with the system prn,m by the
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same rule as j̃n does. Hence, for any u ∈ U there is a unique ũ ∈ Ũ such that
jn(u) = j̃n(ũ) for all n. This determines a unique map

i ∶ u↦ ũ; U→ Ũ.

Axioms (5) and (7) ensure that i is an embedding. (8) and (9) imply that
the structure on the Y(n) in UF and in ŨF are identical and that the maps
jn and j̃n satisfy the same equations. The first line of (10) ensures that i
sends the graph of g ∈ G to the relations Cµ

g,n for all n, equivalently graph g
corresponds to the graph of a gµ ∈ G̃. Thus i ∶ g/Z ↦ gµ/Z is an embedding
of G/Z into G̃/(Z ∩ G̃) = G̃/{±1} such that i(g ∗ u) = gµ ∗ i(u) = i(g) ∗ i(u).
The second line of (10) tells us that i(dq) = dq (note that dµq = dq, for all µ).

We get i(Γ(n)) ⊂ Γ̃(n) by (7), and i(E) ⊂ Ẽ by (5).
�

4.4 Lemma. Suppose g ∈ GL+
2(Q), g, g′ ∈ G and for some µ,µ′ ∈ Ẑ×, in

structure Ũ ∶

⋀
n∈N

Cµ
g,n = jn(graph g) and ⋀

n∈N
Cµ′

g,n = jn(graph g′) (13)

Then g′ = g or g′ = ĝ, where ĝ ∶= d−1gd−1.
Moreover, there is σ ∈ GalQ such that g′ = gσ.
Proof. The equalities imply that Cµ

g = graph g and Cµ′

g = graph g′, that
is in the imbedding G ⊂ G̃

g = gµ and g′ = gµ
′

that is g′ = gλ, for λ ∈ Ẑ× defining an automorphism ψλ ∶ G̃→ G̃, g ↦ gλ.

We may assume G = GL+
2(Q) ⊂ G̃. If g ≠ g′ then g = ( a b

c d
) is not a

diagonal matrix, say b ≠ 0, and g′ = gλ = ( a λb
λ−1c d

) . Since b and λb are

distinct non-zero rational numbers, we have necessarily λ = −1.
Finally note that ψλ is an automorphism of G̃ which is induced by a

Galois automorphism acting on ŨFull
F . �

17



5 An analytic Zariski structure

5.1 Let k ⊆ F be a subfield and S ⊆ Um in a model UF of Σ. We say S is
a closed (analytic) set over k if there is a family {Wn ⊆ Y(n)m ∶ n ∈ N} of
Zariski closed subsets defined over k such that

S = ⋂
n∈N

j−1
n (Wn).

S over k is said to be irreducible over k′ (k ⊆ k′ ⊆ F) if for any countable
family {Si ⊆ Um ∶ i ∈ I} of closed sets over k′

S = ⋃
i∈I
Si⇒ S = Si0 , for some i0 ∈ I.

For ū ∈ Um we call locus(ū/k) the smallest closed S ⊆ Um over k which
contains ū. This is, clearly, irreducible over k.

We say that ū = ⟨u1, . . . , um⟩ ∈ Um is G-generic if there is no g ∈ G such
that uj = g ⋅ ui for 1 ≤ i, j ≤m.

In 5.2-5.8 we prove, as the matter of fact, that the universe U equipped
with predicates for analytic sets over Q is a one-dimensional analytic Zariski
structure as defined in [18]. Such a structure, as proved in [19] (see also
[20]), is a quasi-minimal geometry structure which, according to [14], can be
axiomatised categorically in uncountable cardinals by an Lω1,ω(Q)-sentence.
The is summarised in the final Theorem 5.10.

5.2 Lemma. Let ū ∈ Uk be G-generic. Then there is an n ∈ N and a Zariski
closed Zū,Q ⊆ Y(n)k over Q satisfying

locus(ū/Q) = j−1
n (Zū,Q).

Let F0 ⊂ F be an algebraically closed subfield and assume that at least one
coordinate of j(ū) is not in F0. Then there is an n ∈ N and a Zariski closed
Zū,F0 ⊆ Y(n)k over F0 satisfying

locus(ū/F0) = j−1
n (Zū,F0).

Proof. We use [13], section 5.1. Let k0 = Qab(CM(1)), the extension of
Qab by the co-ordinates of special points in Y(1). Let ā = j(ū).
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Gal(F/k0(ā)) acts on Ũ so that there is a number M ∈ N and a subgroup
Ω ⊆ Γ̃k of index M,

Γ̃k = ⋃
1≤i≤M

Ω ⋅ γ̄i, j−1(ā) = ⋃̇
1≤i≤M

Ω ⋅ ūi, where ūi ∶= γ̄i ⋅ ū

Ω ⋅ ūi = Gal(F/k0) ⋅ ūi, for i = 1, . . . ,M.

Assume ū = ū1.
Each of the M Galois orbits correspond to the algebraic type of the

sequence {jn(ūi) ∶ n ∈ N} given by systems of equations

P̄i,n(jn(ūi), ā) = 0 (14)

where P̄i,n(x̄, ȳ) is over k0 and defines the locus of ⟨jn(ūi), ā⟩ over k0. Since
by construction ā = prn,1(jn(ūi)), for the regular map prn,1 ∶ Y(n) → Y(1)
over Q, we can replace (14) by the equivalent

P̄ ∗
i,n(jn(ūi)) = 0, (15)

where P̄ ∗
i,n(x̄) = P̄i,n(x̄,prn,1(x̄)) defines the locus Zi,n of jn(ūi) over k0.

The systems of Zariski closed subsets Zi,n ⊆ Y(n)m have the property that

prn,m(Zi,n) = Zi,m, for m∣n.

It follows that for some n0, for any n,m ≥ n0

pr−1
n,m(Zi,m) = Zi,n, for m∣n,

and thus
locus(ū/k0) = j−1

n0
(Z1,n0),

which proves the Lemma for k = k0.
Note that since ŨF is invariant under the action of Gal(F/Q), for any

σ ∈ Gal(F/Q),
pr−1
n,m(Zσ

i,m) = Zσ
i,n, for m∣n,

Now let
Z∗

1,n0
= ⋃
σ∈Gal(F/Q)

Zσ
1,n0

.

This is defined over Q and

locus(ū/Q) = j−1
n0
(Z∗

1,n0
).
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Now consider F0 ⊂ F algebraically closed and the assumption
tr.degF0

(ā) > 0. For this case we refer to the argument [13], section 5.1(b)
which show how to deduce the proof of the algebraically closed case from the
case of k0. �

Remark. In case j(ū) ∈ Fk0,

locus(ū/F0) = {ū}.

5.3 Remark. Note that in the first part of the proof we could set k0 =
Qab(CM), where CM is the co-ordinates of all the CM-points on all Y(n),
Indeed, the key property of such a k0 is the one proved in Lemma 5.2 of [13]:
k0(ā) is an abelian extension of Qab(ā). This property remains true as we
exchange CM(1) by CM by the same argument of class field theory.

Moreover, the first statement of Lemma 5.2 can be extended to the more
general:

locus(ū/k) = j−1
n (Zū,k),

where k ⊆ k0, any subfield and Zū,k is defined over k. The proof of this is the
same as the proof for k = Q.

We keep the notation F0 for an algebraically closed subfield below.

5.4 Lemma. Let u1, . . . , uk, v1, . . . , vk ∈ U, ū ∶= ⟨u1, . . . , uk⟩ is G-generic,
ui ≠ vi v̄ ∶= ⟨v1, . . . , vk⟩ and v̄ = g(ū) for g ∈ Gk (that is vi = gi ⋅ vi for
g1, . . . , gk ∈ G respectively, g = ⟨g1, . . . , gk⟩).

Then
(i)

locus(ūv̄/Q) = (S ×Uk) ∩ (graph(g) ∪ graph(ĝ))
where S = locus(ū/Q). equivalently

locus(ūv̄/Q) = {⟨x1, . . . , xk, y1, . . . , yk⟩ ∈ U2k ∶⊧ S(x) & (y = g(x) ∨y = ĝ(x))}

(ii)
locus(ūv̄/F0) = (S ×Uk) ∩ graph(g)

where S = locus(ū/F).
Proof. It follows from the axiom (11) that there are µ1, . . . , µk ∈ Ẑ× such

that

ūv̄ ∈ Cµ1
g1
× . . . ×Cµk

gk
⊆ locus(ūv̄/Q) ⊆ Cg1 × . . . ×Cgk

and Cµi
gi
= graph(gi).
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Taking into account that the Cµi
gi,n ⊆ Y(n)2 are algebraic curves defined

over Q̄, we get (ii).
By 4.4 graph(g) ∪ graph(ĝ) is the smallest GalQ-invariant subset of U2k

containing Cµ1
g1 × . . . ×C

µk
gk
. The statement (i) of Lemma follows. �

5.5 Lemma. Let t̄ = ⟨t1, . . . , tl⟩ ∈ Ul be the fixed point of h = ⟨h1, . . . , hl⟩ ∈ Gl.
Then

locus(t̄/F0) = {t̄} and locus(t̄/Q) = {t̄, t̄∗}

where t̄∗ is the unique fixed point of ĥ ∶= ⟨ĥ1, . . . , ĥl⟩ in Ul.
Proof. The first statement is obvious. The second follows from 5.5, since

t̄∗ is the only point in Ul Galois conjugated to t̄. �

5.6 Lemma. Let u1, . . . , uk, u′1 . . . , u′m, v1, . . . , vk, v′1, v
′
l ∈ U, ū = ⟨u1, . . . , uk⟩,

ū′ = ⟨u′1 . . . , u′m⟩, ūū′ is G-generic, and S = locus(ūū′). Suppose ui ≠ vi, for
each 1 ≤ i ≤ k, and v̄ = g(ū) for g ∈ Gk. Suppose also that v′1, . . . , v

′
l are special.

Then

locus(ūū′v̄v̄′/Q) = {x̄x̄′ȳȳ′ ∈ U2k+m+l ∶ S(x̄x̄′) & (ȳ = g(x̄) ∨ȳ = ĝ(x̄)) & ȳ′ ∈ {t̄, t̄∗}}

locus(ūū′v̄v̄′/F0) = {x̄x̄′ȳȳ′ ∈ U2k+m+l ∶ S(x̄x̄′) & (ȳ = g(x̄) & ȳ′ = t̄}

for some t̄, t̄∗ as in 5.5.
Proof. Immediate from 5.2-5.5. �

Call

T (x̄x̄′ȳȳ′) ∶= S(x̄x̄′) & (ȳ = g(x̄) ∨ ȳ = ĝ(x̄)) & ȳ′ ∈ {t̄, t̄∗} (16)

basic predicate over Q. And

T (x̄x̄′ȳȳ′) ∶= S(x̄x̄′) & ȳ = g(x̄) & ȳ′ = t̄ (17)

basic predicate over F0, where S, g, ĝ, t̄ and t̄∗ are as in 5.2 – 5.6.
Clearly, basic predicate define closed analytic subsets.

5.7 Proposition. Let k be Q or an algebraically closed subfield of F,
T (x̄x̄′ȳȳ′) be a basic predicate over k, z be one of the M variables xi, x′j, yi
or y′p. Let prT ⊆ UM−1 be the subset defined by the formula ∃z T (x̄x̄′ȳȳ′).
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Then there is a basic analytic set R and a closed subset R′ ⊂ R, both over
k, dimR′ < dimR, such that

R ∖R′ ⊆ prT ⊆ R.

Proof. Let first k ∶= Q. We consider four possible cases.
(a) z = y′n. It is immediate from the form of the predicate in (16) that

∃z T (x̄x̄′ȳȳ′) ≡ S(x̄x̄′) & (ȳ = g(x̄) ∨ ȳ = ĝ(x̄)) & ȳ′− ∈ {t̄−, t̄∗−}

where ȳ′−, t̄− and t̄∗− stand for the tuples with omitted n-coordinate.
(b) z = yi. In this case, since gk and ĝk are operations on the whole of U,

∃z T (x̄x̄′ȳȳ′) ≡ S(x̄x̄′) & (ȳ− = g−(x̄−) ∨ ȳ− = ĝ−(x̄−)) & ȳ′ ∈ {t̄, t̄∗}

where ȳ−, g− and x̄− stand for the tuples with omitted i - coordinates.
(c) z = xi, say i = k. This is the same case as (b) if we rearrange the

variables in T by taking x1, . . . , xk−1, yk to be the set of variables stand-
ing for the G-generic k-tuple u1, . . . , uk−1, vk and replace ⟨g1, . . . , gk−1, gk⟩ by
⟨g1, . . . , gk−1, g−1

k ⟩.
(d) z = x′j. Then

∃z T (x̄x̄′ȳȳ′) ≡ (∃x′j S(x̄x̄′)) & (ȳ = g(x̄) ∨ ȳ = ĝ(x̄)) & ȳ′ ∈ {t̄, t̄∗}.

Let prS be the subset of Uk+m−1 defined by ∃x′j S(x̄x̄′) and L the subset
of U2k+l defined by (ȳ = g(x̄) ∨ ȳ = ĝ(x̄)) & ȳ′ ∈ {t̄, t̄∗}.

Since S = j−1
n (W ) for some Zariski closed subset W ⊆ X(n)k+m, we have

prS = j−1
n (prW ), where on the right of the equation we consider the projection

along x′j and on the left the projection along the coordinate corresponding in
the image. By standard facts on Zariski topology prW = V ∖R, for V Zariski
closed and U a boolean combination of Zariski closed, dimU < dimV. Let Ū
be the Zariski closure of U, so the Zariski open set V ∖ Ū is a subset of prW
and prW ⊂ V.

Then prS = j−1
n (prW ) = j−1

n (V ) ∖ j−1
n (U) and so

R ∖R′ ⊆ prS ⊆ R, for R = j−1
n (V ), R′ = j−1

n (Ū).

It follows that,

((R ∖R′) ×Uk+l) ∩ (Um ×L) ⊆ ∃z T (x̄x̄′ȳȳ′) ⊆ (R ×Uk+l) ∩ (Um−1 ×L)
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which proves the Proposition for k = Q.
For k = F0 algebraically closed, use the same arguments (a)-(d) combined

with F0-versions of 5.2-5.6.
�

Let T ⊆ UM be a basic predicate over k, that is a predicate of the form
(14) or (15).

dimT ∶ dimS ∶= dimZ

where Z ⊆ Y(n)k+m is the Zariski closed subset over k such that, according
to 5.2, S = j−1

n (Z).

5.8 Proposition. Suppose F is of infinite transcendence degree over k, for
k = Q or k = F0, an algebraically closed subfield of F. Then UF in the language
of basic predicates over k is ω-homogeneous over k:

for any ū, ū′ ∈ Um and v ∈ U such that locus(ū/k) = locus(ū′/k) there is
v′ ∈ U such that locus(ūv/k) = locus(ū′v′/k).

Proof. Let T = locus(ūv/k) and R = locus(ū/k). Then by 5.7 there is a
closed R′ of smaller dimension such that

R ∖R′ ⊆ prT ⊆ R.

Clearly, ū′ ∈ R ∖R′ and hence ū′ ∈ prT, which means that the fibre

T (ū′,U) ∶= {w ∈ U ∶ ū′w ∈ T} ≠ ∅.

Note that T (ū′,U) is a closed subset of U defined over the field k′ gener-
ated by coordinates of jn(ū′), all n ∈ N.

Consider the only two possible cases, dimT = dimR and dimT = dimR+1.
In the first case pick up any v′ ∈ T (ū′,U). Then locus(ū′v′/Q) = T since

T is irreducible over Q.
In the second case T (ū′,U) = U. Pick up any v′ ∈ U generic over k′, that is

such that j1(v′) ∉ k̄′. Clearly, the transcendence degree of k′ over Q is at most
the length of ū, and so such v′ exists. Now dim locus(ū′v′/Q) = dimR+1 and
so again by irreducibility of T we have the equality locus(ū′v′/Q) = T. �

5.9 For a subset W ⊂ U and a point u ∈ U we define

u ∈ cl(W ) ⇔ ∃w̄ ⊂finite W ∶ dim locus(w̄u) = dim locus(w̄).
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And define the closure of W

cl(W ) = {u ∈ U ∶ u ∈ cl(W )}.

We consider the covering sort U in UF together with basic relations over
Q as a structure.

Recall (see [14]) that one calls (U, cl) a quasiminimal pregeometry
structure if the following holds:

QM1. The pregeometry is determined by the language. That is, if
tp(vw̄) = tp(v′w̄′) then v ∈ cl(w̄) if and only if v′ ∈ cl(w̄′).

QM2. U is infinite-dimensional with respect to cl.
QM3. (Countable closure property) If W ⊂ U is finite then cl(W ) is

countable.
QM4. (Uniqueness of the generic type) Suppose that W,W ′ ⊆ U are

countable subsets, cl(W ) = W, cl(W ′) = W ′ and W,W ′ enumerated so that
tp(W ) = tp(W ′).

If v ∈ U ∖W and v′ ∈ U ∖W ′ then tp(Wv) = tp(W ′v′) (with respect to
the same enumerations for W and W ′).

QM5. (ℵ0-homogeneity over closed sets and the empty set) Let W,W ′ ⊆ U
be countable closed subsets or empty, enumerated such that tp(W ) = tp(W ′),
and let w̄, w̄′ be finite tuples from U such that tp(Ww̄) = tp(W ′w̄′), and let
v ∈ cl(Ww̄). Then there is v′ ∈ U such that tp(w̄vW ) = tp(w̄′v′W ′).

5.10 Theorem. For any model UF of Σ, with F algebraically closed of
infinite transcendence degree, the structure (U, cl) is a quasiminimal prege-
ometry.

There is an existential Lω1,ω-sentence ΘU such that Σ&ΘU defines a cat-
egorical AEC containing U.

Proof. We strat with the proof of the firs statement of the theorem by
checking conditions QM1–QM5.

QM1 is by definition. QM2 follows fom the assumption on F.
QM3 is due to the fact, implied by the definition, that v ∈ cl(W ) if and

only if j(v) ∈ acl(j(W )), taking into account that j−1(j(v)) is countable.
To tackle QM4 and QM5 note first that tp(ū) is determined by T =

locus(ū/Q). More presicely, the quantifier-free part of the type is given by
the basic predicate T together with negations of all the basic predicates R
of the same arity such that dimR < dimT. Now we claim that any type is
equivalent to a quntifier-free one. Indeed, by homogeneity proved in 5.8, in a
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countable elementary substructures U0 ≺ U the set defined by tp(ū) is equal
to the set defined by the respective quantifier-free type. Hence the same
holds in U.

Now note that the condition v ∉W = cl(W ) in QM4 is equivalent to the
condition that jn(v) is generic in Y(n) over jn(W )), for all (equivalently, for
some) n ∈ N. Since Y(n) is absolutely irreducible, the condition determines
the complete field-theretic type of jn(v) over W and hence the complete
quantifier-free type of v over W , equivalently, the full type of v over W. QM4
follows.

QM5 is a direct consequence of 5.8. This completes the proof of the first
statement.

Now we construct the Lω1,ω-sentence ΘU.
For each tuple h = ⟨h1, . . . hl⟩ ∈ El and the respective tuple t̄h of fixed

element ⟨t1, . . . , tl⟩ of h, for each n consider the minimal Zariski closed subset
Zh,n ⊂ Y(n)l over Q such that jn(t̄h) ∈ Zh,n. These depend on the model UF

of Σ.
Now set

Φh = ⋀
n∈N

jn(t̄h) ∈ Zh,n.

This can be seen as a quantifier-free Lω1,ω-formula with variables t̄h.
ΘU will be the Lω1,ω-formula Θ constructed in 2.5 stating that for any

h ∈ El there exists t̄h = ⟨t1, . . . , tl⟩, a tuple of fixed points of h such that Φi(t̄h).
The rest of the proof is split into Lemmas and Claims below.
Now let F be an uncountable algebraically closed field of characteristic

zero consider UF and U′
F models of Σ & Θ. We aim to prove that UF ≅ U′

F .

Let G and G′ be the realisations of GL+
2(Q) in UF and U′

F respectively.
By construction, the statement in the formula Θ implies that some group-
isomorphism iG ∶ G→ G′ can be uniquely extended to the map iCM ∶ U(CM) →
U′(CM) which acts on the fixed points ug ↦ ug′ , if g′ = iG(g) and takes jn(ug)
to jn(ug′) so that polynomial equations in the co-ordinates of jn(ug) over Q
are preserved. In other words we have a Galois automorphism

ik ∶ Q(CM) → Q(CM), where k ∶= Q(CM),

which agrees with iG, that is together the pair (iG, ik) is a partial isomorphism
i0 ∶ UF → U′

F.
Let F0 ⊆ F be a countable algebraically closed subfield.
We consider submodels UF0 ⊆ UF and U′

F0
⊆ U′

F.
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Claim 1. There are subsets V ⊂ UF0 and V ′ ⊂ U′
F0

and a partial isomor-
phism iV ∶ V → V ′ extending i0 such that V is a maximal G-generic subset of
UF0 and V ′ is maximal G-generic subset of U′

F0
.

Proof. Since UF0 and U′
F0

are countable we can enumerate the sets and
use the back-and-forth procedure in constructing V = {vm ∶ m ∈ N}, V ′ =
{v′m ∶m ∈ N}, and iV .

Suppose v̄ = ⟨v1, . . . , vm⟩ and v̄′ = ⟨v′1, . . . , v′m⟩ be G-generic and satisfy

locus(v̄′/k) = ik(locus(v̄/k)).

which means that jn(v̄) ∈ Zn, for some variety Zn ⊂ Y(n)m over k, if and only
if jn(v̄′) ∈ Z ′

n for the variety Z ′
n = ik(Zn), for all n.

For the back-and-forth construction, it suffices to prove:
Let w be the first element in UF0 such that v̄w is G-generic. There exists

w′ ∈ U′
F0

such that

locus(v̄′w′/k) = ik(locus(v̄w/k)).

In order to establish w′ consider {Wn ⊂ Y(n)m+1 ∶ n ∈ N} be the family of
varieties over k which determine the locus of v̄w. By 5.2 together with 5.3
there is n0 such that the locus is actually determined by any one of the Wn,
for n ≥ n0. By algebraic geometry the projection of prWn on the first m
coordinates contains a Zariski open subset of Zn, hence contains jn(v̄). Since
Zn is Galois conjugated to Z ′

n, there exists respective W ′
n = ik(Wn) together

with the whole family {W ′
n ⊂ Y(n)m+1 ∶ n ∈ N} such that j−1

n (W ′
n) = j−1

n0
(W ′

n0
),

for n ≥ n0, and prW ′
n contains an open subset of Z ′

n. Thus jn(v̄′) = z̄′ ∈ prW ′
n

that is there exists t ∈ Y(n), such that z̄t ∈ W ′
n, generic over k. Pick up

w′ ∈ j−1
n (t), and thus jn(v̄′w′) ∈W ′

n. So w′ is as required. Claim 1 proved.

Claim 2. There is a unique extension i of iV to an isomorphism

i ∶ UF0 → U′
F0
.

Proof. By definition

UF0 = U(CM) ∪̇ G ⋅ V and U′
F0

= U′(CM) ∪̇ G′ ⋅ V ′,

where
G ⋅ V = {G ⋅ v ∶ v ∈ V }, G′ ⋅ V ′ = {G′ ⋅ v′ ∶ v′ ∈ V ′}
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the disjoint unions of Hecke orbits of non-CM points. Any i must coincide
with iCM on U(CM), and on the remaining points define

i ∶ g ⋅ v ↦ iG(g) ⋅ iV (v),

i ∶ jn(g ⋅ v) ↦ jn(iG(g) ⋅ iV (v)).

This is as required.

Finally we are ready to prove UF ≅ U′
F.

Let Fω ⊂ F be an algebraically closed subfield of an infinite countable
transcendence degree. We follow [14] and consider the class K(M) (see The-
orem 2.3 therein and the definition before it) for M ≅ UFω ≅ U′

Fω
. The class

of countable substructures of UF coincides, up to isomorphism, to the class
of countable substructures of U′

F, by Claim 2. Thus UF and U′
F belong to

K(UFω), by definition.
Since UFω is a quasiminimal pregeometry structure, K(UFω) is categorical

in uncountable cardinalities. The statement follows. �
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forms, representations and L-functions (Part 2), Proc. Sym-
pos. Pure Math., XXXIII, AMS, Providence, R.I., 1979, pp. 247–
289

[7] M.Borovoi, Conjugation of Shimura varieties. In:”Proc. Internat.
Congr. Math., Berkeley, 1986”, AMS, 1987, pp. 783 – 790.

[8] J.Milne, Introduction to Shimura varieties, In Harmonic Anal-
ysis, the trace formula and Shimura varieties, Clay Math.
Proc., 2005, pp.265–378

[9] J.Milne, Canonical models of Shimura curves, Notes, 2003
author’s web-site

[10] C.Daw and B.Zilber, Canonical models of modular curves and Ga-
lois action on CM-points

[11] N.D. Elkies, The Klein quartic in number theory, pp. 51–102 in
The Eightfold Way: The Beauty of Kleins Quartic Curve,
S.Levy, ed.; Cambridge Univ. Press, 1999

28



[12] F.Bars, A.Kontogeorgis, and X.Xarles, Bielliptic and hyperelliptic
modular curves X(N) and the group Aut X(N), Acta Arithmetica
161(3), 2012

[13] C.Daw and A.Harris, Categoricity of modular and Shimura curves,
Journal of the Institute of Mathematics of Jussieu, v. 16, 5, 2017,
pp.1075 –1101

[14] M.Bays, B. Hart, T. Hyttinen, M. Kesala, J. Kirby, Quasiminimal
structures and excellence, Bulletin of the London Mathematical So-
ciety, 2014, v46, 1, 155 - 163

[15] J.-P. Serre, Propriétés galoisiennes des points dordre fini des
courbes elliptiques, Invent. Math. 15 (1972), 259–331

[16] S.Eterovich, Categoricity of Shimura varieties, DPhil Thesis, Ox-
ford, 2019; axiv:1803.06700

[17] B.Zilber, Covers of the multiplicative group of an algebraically
closed field of characteristic zero, J. London Math. Soc. (2),
74(1):41–58, 2006

[18] B.Zilber, Zariski geometries. CUP, 2010

[19] B.Zilber, Analytic Zariski structures and non-elementary categoric-
ity, In Beyond First Order Model Theory, Taylor and Francis,
Ed. J.Iovino, 2017, 299 - 324

[20] M.Gavrilovich, DPhil Thesis, Oxford 2005

29


