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Real inner product spaces
Let V be a vector space over R.

Definition: An inner product on V is a function B: V xV — F
such that for all u,v,w €V and all a,8 € R,

(1) B(au—+ Bv,w) = aB(u,w) + 8B(v,w)
(2) B(u,v) = B(v,u) [B is symmetric]
(3) B(u,u) >0 [B is positive definite]

Note. Often we find (u,v) used for inner products.
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Note. In an inner product space we define ||u|| ;= (u,u)



Notes on real inner product spaces

Note. From (1) and (2) follows
(1)  B(u,av + pw) = aB(u,v) + BB(u, w)

Note. A function satisfying (1) and (1/) is said to be bilinear.

Example 1: V =R" and B(u,v) = u - v.

Example 2: V = C[0, 1] (continuous real-valued functions) and

B(f,9) = J5 f(t)g(t) dt.



Orthogonality

Let V be a real inner product space.
o for u € V define ut :={v e V| (v,u) = 0};
o for X CV define X+ :={ve V| (v,u) =0 for all u € X}.

Note that wt, X1 are subspaces of V.
Lemma. V = (u) ®ul for any ue V.

Proof.



Orthogonal and orthonormal sets

Definition. Let V be a real inner product space. Vectors

u1, u, ..., up are said to form an orthogonal set if (u;,u;) = 0
whenever 1 £ j. They are said to form an orthonormal set if
they are orthogonal and ||u;|| = 1 for all 3.

Lemma: An orthogonal set of non-zero vectors is linearly in-
dependent.

Proof.



Orthonormal bases

Theorem. Let V be a finite-dimensional real inner product

space, let n :=dimV, and let w € V \ {0}. There is an ortho-
normal basis vy, vo, ..., vn such that vy = ||u||"u.

Proof.



Notes on orthonormal bases

Let V be a finite-dimensional real inner product space and let
v1, ..., Up D€ an orthonormal basis of V. Let u,w € V and

suppose that u = xqv1+---+xnvn, w =yiv1+-- -+ ynvn, Where
z;,y; € R for all 4, 7.

Note (1): x; = (u,v;).

1
Note (2): [lull = (X |=]?)2.

Note (3): (u,w) = > x;y;.



Orthogonal complements

Theorem. LetV be a real inner product space. If U is a finite-
dimensional subspace then V. =U @ U~ .

Proof.



The Gram—Schmidt process, 1

Theorem. LetV be a real inner product space and let uy, ..., un

be linearly independent vectors in V. Then there exists an ortho-

normal set vy, ..., vy IN V such that
Span(vy,...,v,) = Span(ui,...,ur) for 0<k<n.

Proof.



The Gram—Schmidt process, II

Note 1: The construction in the proof is known as the Gram-—
Schmidt orthogonalisation process.

Note 2: If T'is the transition matrix from wq, ..., up towq, ..., vn
then 7' is positive upper triangular—that is, upper triangular

with positive diagonal entries.



