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CONVERGENCE OF LINEARIZED AND ADJOINT
APPROXIMATIONS FOR DISCONTINUOUS SOLUTIONS OF

CONSERVATION LAWS. PART 1: LINEARIZED APPROXIMATIONS
AND LINEARIZED OUTPUT FUNCTIONALS∗

MIKE GILES† AND STEFAN ULBRICH‡

Abstract. This paper analyzes the convergence of discrete approximations to the linearized
equations arising from an unsteady one-dimensional hyperbolic equation with a convex flux func-
tion. A simple modified Lax–Friedrichs discretization is used on a uniform grid, and a key point
is that the numerical smoothing increases the number of points across the nonlinear discontinuity
as the grid is refined. It is proved that this gives pointwise convergence almost everywhere for the
solution to the linearized discrete equations with smooth initial data, and also convergence in the
discrete approximation of linearized output functionals. In Part 2 [M. Giles and S. Ulbrich, SIAM
J. Numer. Anal., 48 (2010), pp. 905–921] we extend the results to Dirac initial data for the linearized
equation and will prove the pointwise convergence almost everywhere for the solution of the adjoint
discrete equations. In addition, we present numerical results illustrating the asymptotic behavior
which is analyzed.
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1. Introduction.

1.1. Background. In recent years there has been considerable research in the
computational fluid dynamics community into the development and use of adjoint
equations for design optimization (e.g., [Jam95, AV99]), data assimilation (e.g., [CT87,
TC87]), and error analysis (e.g., [BR01, BD03]). In almost every case, the adjoint
equations have been formulated under the assumption that the original nonlinear flow
solution is smooth. Since most applications have been for incompressible or subsonic
flow, this has been valid; however, there is also considerable interest in transonic design
applications for which there are shocks. The correct formulation and discretization
of adjoint equations in the presence of shocks is therefore important, and that is the
main motivation for the analysis in this paper.

The reason that shocks present a problem is that adjoint equations are defined to
be adjoint to the equations obtained by linearizing the original nonlinear equations.
Therefore, this raises the issue of linearized perturbations to the shock. A correct
treatment of the inviscid analytic equations must linearize the shock jump equations
which arise from conservation properties at the shock. However, for numerical ap-
proximations which rely on shock capturing, as opposed to shock fitting, it is not clear
whether linearized shock capturing will yield the correct results.
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The validity of linearized shock capturing for the particular application of shocks
oscillating harmonically in flutter analysis was investigated by Lindquist and Giles
[LG94]. Their numerical results demonstrated that shock capturing produces the
correct prediction of integral quantities such as unsteady lift and moment provided
the shock is spread over a number of grid points. It was argued, but not proved,
that this is because the “viscous” shock profile remains invariant, to leading order, as
the shock oscillates, and therefore the integral effect of the linearized shock motion
is correct. As a result, linearized shock capturing is now the standard method of
turbomachinery aeroelastic analysis [HCL94, SW98], even though there has been no
proof of convergence of the numerical discretization.

There has been very little prior research into adjoint equations for flows with
shocks. Giles and Pierce [GP01] have shown that the analytic derivation of the adjoint
equations for the steady quasi-one-dimensional Euler equations requires the specifica-
tion of an internal adjoint boundary condition at the shock. However, the numerical
evidence [GP98] suggests that for this steady one-dimensional application the cor-
rect adjoint solution is obtained using either the “discrete” approach (in which one
linearizes the discrete equations and then forms their adjoint) or the “continuous”
approach (in which one discretizes the analytic adjoint equations). In the case of
the discrete approach, this is due to the second order accuracy of conservative quasi-
one-dimensional shock capturing [Gil96], whereas with the continuous approach it is
thought to be because the use of numerical smoothing automatically selects the cor-
rect numerical solution which is smooth at the shock [GP98]. Homescu and Navon
[HN03] and Bardos and Pironneau [BP03] have also addressed the correct formulation
and approximation of adjoint equations in flows with shocks.

Ulbrich has derived the adjoint equations for one-dimensional conservation laws
with source terms, and using the method of generalized characteristics he has analyzed
the differentiability of objective functionals with respect to controls [Ulb02, Ulb03].
In these papers he proved that the correct formulation leads to an interior boundary
condition for the adjoint equations along discontinuities in the original nonlinear solu-
tions, which is automatically satisfied for so-called reversible solutions of the adjoint
equation in the sense of [BJ98].

Looking at nonlinear hyperbolic equations with scalar conservation laws, there has
been considerable prior research into the convergence of numerical approximations to
the nonlinear equations. To mention just a few key papers, Crandall and Majda
[CM80] proved convergence to the unique entropy solution for monotone difference
approximations of scalar conservation laws, and Nessyahu and Tadmor [NT92] proved
an optimal bound on the order of convergence for a certain class of numerical methods,
using the Lip’ norm introduced by Tadmor [Tad91].

Linearized conservation laws with discontinuous coefficients have been analyzed
in [LeF90, BJ98]. The appropriate definition of measure valued solutions, as well as
their existence and uniqueness, have been considered in [LeF90]. The definition of
the measure valued solutions in [LeF90] is based on the averaged superposition of
Volpert for functions of bounded variation to define the nonconservative product in
the flux term. In this context, Volpert’s definition is appropriate; a detailed study
of more general definitions of nonconservative products is carried out in [DMLM95].
The solutions in [LeF90] coincide with the duality solutions considered in [BJ98]
for general linear conservation laws with discontinuous coefficients satisfying a one-
sided Lipschitz condition. Moreover, [BJ98] also introduces reversible solutions for
the backward problem of the corresponding nonconservative transport equation with
discontinuous coefficients.
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Giles has obtained numerical results for the Burgers equation [Gil03], showing
that numerical discretizations of the adjoint equations can converge to incorrect so-
lutions as the grid is refined uniformly, unless the number of grid points across the
discontinuity increases as the grid is refined. Using the discrete linearized scheme and
the discrete adjoint scheme ensures automatically that the conservative linearized
equations are discretized by a conservative scheme and the nonconservative adjoint
equations by a nonconservative scheme. This avoids approximation errors, which are
studied in detail by [HL94].

It is the desire for a theoretical understanding of these numerical results which
has motivated the research in this present paper and in Part 2 [GU10]. We consider
an unsteady one-dimensional hyperbolic equation with a convex scalar flux, such as
the Burgers equation. We use a specific explicit discretization with a modified Lax–
Friedrichs flux with a smoothing coefficient which varies with grid resolution h to
increase the number of grid points across any discontinuity as h → 0. Because the
numerical discretization is monotone, for sufficiently small timesteps, the classical
results of Crandall and Majda [CM80], as well as the more recent results of Nessyahu
and Tadmor [NT92], prove convergence of the nonlinear discretization to the unique
entropy solution. In this paper we prove that for initial data which is smooth apart
from one or more discontinuities the corresponding linearized discretization yields
solutions which converge pointwise to the analytic solution everywhere except along
the discontinuities. Furthermore, it is proved that the discrete approximation of the
linearized perturbation to output integrals converges to the analytic value. From
this we will deduce in Part 2 [GU10] that the discrete adjoint approximation must
converge to the analytic adjoint solution as h → 0, everywhere except along two
characteristics across which it is discontinuous. Furthermore, by an appropriate choice
of the numerical smoothing, the order of convergence is O(hα) for any α<1.

1.2. The model problem. The model problem is the equation

(1.1) N(u) ≡ ∂u

∂t
+

∂f(u)

∂x
= 0, −∞<x<∞, 0<t<T,

in which f(u) is a C∞ convex flux function with derivative a(u).
Numerical results will be presented in Part 2 for initial data u0(x), which is

continuous and leads to the formation of a single shock after a finite time. However,
the numerical analysis in this paper will be performed for initial data with a single
initial discontinuity at x=0, and with all derivatives in (−∞, 0) and (0,∞) having a
finite L1 norm. This condition implies that u0(x) has bounded variation, and hence
u(x, t) is bounded. An extension to much more general initial data will be presented
in Part 2 [GU10].

The shock moves with a velocity given by the Rankine–Hugoniot jump relation

(1.2) ẋs[u]− [f ] = 0,

where [u] ≡ u(x+
s , t)− u(x−

s , t) denotes the jump in u across the shock.
Linear perturbations to the inviscid solution due to perturbed initial conditions

are governed by the linear PDE

(1.3) L(u) ũ ≡ ∂ũ

∂t
+

∂

∂x

(
a ũ

)
= 0.

The corresponding linearized perturbation to the shock position satisfies the ODE

˙̃xs

[
u
]
+ ẋs

[
ũ+ x̃s

∂u

∂x

]
−
[
a ũ+ x̃s

∂f

∂x

]
= 0.
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Eliminating ∂f/∂x using (1.1) and noting that

d

dt
[u] =

[
∂u

∂t
+ ẋs

∂u

∂x

]
,

one obtains

(1.4)
d

dt

(
x̃s[u]

)
=

[
(a−ẋs) ũ

]
,

subject to initial data x̃s(0)=0.
By integrating (1.3) and (1.4) it can be verified that if the initial data ũ0(x) has

compact support, then the quantity

∫ xs(t)

−∞
ũ(x, t) dx +

∫ ∞

xs(t)

ũ(x, t) dx − x̃s(t) [u]t

is invariant in time. Here [u]t represents the jump in u(x, t) across the shock at time
t. At the final time T , if all of the characteristics from the compact support of ũ0(x)
have entered the shock, and so ũ(x, T ) is zero on either side of the shock, it follows
that

(1.5) − x̃s(T ) [u]T =

∫ ∞

−∞
ũ0(x) dx.

Thus the final shock perturbation is proportional to the integral of the initial solution
perturbation.

The linearized perturbations ũ and x̃s can be used to analyze the linearized per-
turbations of output functionals. The output functional of interest is a tracking-type
functional of the form

J =

∫ ∞

−∞
γ(x) G(u(x, T )) dx =

∫ xs(T )

−∞
γ(x) G(u(x, T )) dx+

∫ ∞

xs(T )

γ(x) G(u(x, T )) dx,

where γ is a weighting function with compact support and bounded variation. The
corresponding linear perturbation is

J̃=

∫ xs(T )

−∞
γ(x) G′(u(x, T )) ũ(x, T ) dx +

∫ ∞

xs(T )

γ(x) G′(u(x, T )) ũ(x, T ) dx

− x̃s(T ) γ(xs(T )) [G]T ,

where [G]T represents the jump in G(u(x, T )) across the shock at the final time.
It can be shown [Ulb02, Ulb03, Gil03] that the adjoint formulation of the linearized

functional perturbation is

J̃ =

∫ 1

0

w(x, 0) ũ(x, 0) dx,

where w(x, t) satisfies the adjoint PDE

∂w

∂t
+ a

∂w

∂x
= 0
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in the smooth regions on either side of the shock, with “initial” conditions at the final
time,

w(x, T ) = γ(x) G′(x, T ),

and along the shock the interior boundary condition

w(xs(t), t) = γ(xs(T )) [G]T /[u]T .

Note that it follows from this that the adjoint solution has the uniform constant value
[G]T /[u]T on all characteristics leading into the shock.

The central objective in this paper is to prove that under certain conditions a
linearized discretization of a regularized PDE yields an approximation to the linear
inviscid solution which is convergent pointwise everywhere except at the shock, and
also gives a convergent approximation to the linearized functional J̃ .

In Part 2 [GU10] we will show that from this it will then follow that the solution to
the corresponding adjoint discretization converges almost everywhere to the inviscid
adjoint solution.

1.3. Numerical discretizations. The nonlinear equation is approximated on
a mesh with uniform spacing h and timestep k by the finite difference equation
(1.6)
k Nj(U

n
j ) ≡ Un+1

j − Un
j + 1

2 r
(
f(Un

j+1)− f(Un
j−1)

)− ε d
(
Un
j+1 − 2Un

j + Un
j−1

)
= 0,

with initial data U0
j = u0(xj), where

r ≡ k

h
, d ≡ k

h2
, Fn

j ≡ f(Un
j ),

and ε = hα for some constant 0 < α < 1. The inequality α > 0 ensures that the
discretization is consistent when the analytic solution u(x, t) is smooth. The inequality
α < 1 ensures that the shock is spread over an increasing number of grid points as
h → 0. It will be proved that stability and monotonicity are achieved for sufficiently
small h by choosing k such that ε d = c for some positive constant c< 1

2 .
Linearizing the nonlinear discretization yields the following approximation of the

linear PDE:

k Lj(U
n
j ) Ũ

n
j

≡ Ũn+1
j − Ũn

j + 1
2r

(
a(Un

j+1) Ũ
n
j+1 − a(Un

j−1) Ũ
n
j−1

)
− ε d

(
Ũn
j+1−2Ũn

j +Ũn
j−1

)
= 0,(1.7)

which is to be solved subject to initial data Ũ0
j = ũ0(xj). Again, this is a consistent

approximation if both u(x, t) and ũ(x, t) are smooth. Note also that if ũ0(x) has
compact support, then summing over j yields the result that

(1.8)

∞∑
j=−∞

Ũn
j = const.

If the nonlinear tracking-type functional is approximated by trapezoidal integra-
tion, then the corresponding discretization of the linearized functional is

J̃h = h
∑
j

γ(xj) G
′(UN

j ) ŨN
j ,
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where Nk = T . The exactly equivalent adjoint formulation for this is

J̃h = h
∑
j

W 0
j Ũ0

j ,

where Wn
j satisfies the discrete adjoint equation [Gil03]

Wn−1
j = Wn

j + 1
2 ra(U

n−1
j )

(
Wn

j+1 −Wn
j−1

)
+ ε d

(
Wn

j+1 − 2Wn
j +Wn

j−1

)
,

with “initial” conditions

WN
j = γ(xj) G

′(UN
j ).

This adjoint formulation follows immediately from the identity∑
j

Wn
j Ũn

j =
∑
j

Wn+1
j Ũn+1

j ,

which is easily verified. In this paper we will prove that J̃h → J̃ as h → 0 for smooth
linear initial perturbations ũ0.

In the particular case of Dirac initial data for the linear discretization,

Ũ0
j =

{
h−1, j = J,
0 otherwise;

then J̃h = W 0
J . Thus, the adjoint solution at a particular point is equal to the linear

functional arising from Dirac initial data for the linearized equations at that same
point. By proving in Part 2 [GU10] that the linearized functional converges to the
correct value also for Dirac initial data, we will also be proving that the adjoint
approximation converges to the analytic solution.

1.4. Outline of paper. This first paper is devoted to the proof of the con-
vergence of the discrete linear functional J̃h to the analytic value J̃ as h → 0. The
convergence is analyzed by using the technique of matched inner and outer asymptotic
expansions [BO78, KC81] to construct approximations to both UN

j and Ũn
j . Discrete

stability estimates are used to bound the errors in the asymptotic approximations.
• Section 2 derives the stability estimates which are used later in section 4 to
bound the errors in the asymptotic approximations.

• Section 3 derives the asymptotic form of the discrete approximation of a
viscous traveling wave on a uniform grid, and then rescales this to obtain
the asymptotic form of the discrete approximation to a moving shock with
uniform conditions on either side.

• Section 4 uses the moving shock approximation to form blended inner/outer
asymptotic approximations of both the nonlinear and linear discrete solutions
for a particular choice of discrete initial data for the nonlinear and linearized
equations. Together with the stability estimates, this proves the convergence
of the linear solution away from the shock.

• Section 5 completes the main analysis by bounding the error in the linearized
discrete functional approximation.

Part 2 [GU10] extends the analysis to linear problems with Dirac initial data,
which implies the convergence of the discrete adjoint solution. Moreover, the results
of this paper are extended to more general nonlinear initial data.
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2. Discrete stability estimates.

2.1. Nonlinear equations.
Theorem 2.1. Suppose that Un

j is a solution of the equation

Un+1
j = Un

j − 1
2 r

(
f(Un

j+1)− f(Un
j−1)

)
+ ε d

(
Un
j+1 − 2Un

j + Un
j−1

)
,

where f(u) is a C∞ function with derivative a(u) = f ′(u), and r = k/h, d = k/h2,
ε=hα, 0<α<1, and subject to specified initial data U0

j with L∞ bound U∞.
Furthermore, let V n

j be an approximation to Un
j which satisfies the equation

V n+1
j = V n

j − 1
2 r

(
f(V n

j+1)− f(V n
j−1)

)
+ ε d

(
V n
j+1 − 2V n

j + V n
j−1

)
+ k τnj ,

and the same initial data U0
j , and let U∞ also be an upper bound on ‖V n

j ‖∞.

Then, provided that h < (2/A∞)1/(1−α) where A∞ = sup|u|<U∞ |a(u)|, and k is

chosen so that εd = c for some constant c < 1
2 , then En

j = V n
j −Un

j satisfies the bound

‖En‖1 ≤ ‖τ‖1,n,
where the l1 norm is defined as ‖En‖1 ≡ h

∑
j |En

j | and ‖τ‖1,n = k
∑n

m=1 ‖τm‖1.
Proof. The conditions on h and k ensure that 1

2rA∞ < c. Hence, the equations
for Un

j are monotone, and therefore |Un
j | ≤ U∞ and |a(Un

j )| ≤ A∞∀ j, n.
Defining

An
j =

⎧⎪⎨
⎪⎩

f(V n
j )− f(Un

j )

V n
j − Un

j

, V n
j �= Un

j ,

a(Un
j ), V n

j = Un
j ,

the difference En
j = V n

j − Un
j satisfies the equation

En+1
j = En

j − 1
2 r

(
An

j+1E
n
j+1 −An

j−1E
n
j−1

)
+ c

(
En

j+1 − 2En
j + En

j−1

)
+ k τnj ,

with homogeneous initial data. An
j satisfies the bound |An

j | ≤ A∞, and hence
1
2 r|An

j | < c ∀j, n.
If ‖τn‖1 is finite, then taking the absolute magnitude and summing over the entire

interval gives ∑
j

h |En+1
j | ≤

∑
j

h
(|En

j |+ k|τnj |
)
,

and hence ‖En‖1 ≤ ‖τ‖1,n.
2.2. Linearized equations.
Theorem 2.2. Given Un

j and V n
j as defined in Theorem 2.1, let Ũn

j be a solution
of the linearized difference equation

Ũn+1
j = Ũn

j − 1
2 r

(
a(Un

j+1) Ũ
n
j+1 − a(Un

j−1) Ũ
n
j−1

)
+ ε d

(
Ũn
j+1 − 2Ũn

j + Ũn
j−1

)
,

and let Ṽ n
j be an approximation to it which satisfies the equation

Ṽ n+1
j = Ṽ n

j − 1
2 r

(
a(V n

j+1) Ṽ
n
j+1 − a(V n

j−1) Ṽ
n
j−1

)
+ ε d

(
Ṽ n
j+1 − 2Ṽ n

j + Ṽ n
j−1

)
+ k τ̃nj ,

with initial data Ṽ 0
j which may differ from Ũ0

j .
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Then, provided h and k satisfy the same conditions as in Theorem 2.1, the dif-
ference Ẽn

j = Ṽ n
j − Ũn

j satisfies the bound

‖Ẽn‖1 ≤ ‖Ẽ0‖1 + h−1tn B∞Ṽ∞‖τ‖1,n + ‖τ̃‖1,n,
where B∞ = sup|u|<U∞ |a′(u)|, and Ṽ∞ is an upper bound for |Ṽ n

j |.
Proof. Defining

Bn
j =

⎧⎪⎨
⎪⎩

a(V n
j )− a(Un

j )

V n
j − Un

j

, V n
j �= Un

j ,

a′(Un
j ), V n

j = Un
j ,

with bound |Bn
j | < B∞, the difference Ẽn

j = Ṽ n
j − Ũn

j satisfies the equation

Ẽn+1
j = Ẽn

j − 1
2 r

(
a(Un

j+1) Ẽ
n
j+1 − a(Un

j−1) Ẽ
n
j−1

)
+ ε d

(
Ẽn

j+1 − 2Ẽn
j + Ẽn

j−1

)
− 1

2 r
(
Bn

j+1E
n
j+1Ṽ

n
j+1 −Bn

j−1E
n
j−1Ṽ

n
j−1

)
+ k τ̃nj .

Taking the absolute magnitude, using the triangle inequality, and then summing over
the entire interval gives∑

j

h |Ẽn+1
j | ≤

∑
j

h
(
|Ẽn

j |+ rB∞|Ṽ n
j | |En

j |+ k|τ̃nj |
)
.

Hence,

‖Ẽn+1‖1 ≤ ‖Ẽn‖1 + r B∞Ṽ∞‖τ‖1,n + k ‖τ̃n‖1,
and therefore

‖Ẽn‖1 ≤ ‖Ẽ0‖1 + h−1tn B∞Ṽ∞‖τ‖1,n + ‖τ̃‖1,n.
3. Analytic and discrete traveling wave solutions.

3.1. Viscous traveling wave. We begin with a theorem which establishes the
existence of a unique traveling wave solution to the viscous convection/diffusion equa-
tion with unit viscosity and a convex flux function.

Theorem 3.1. Given the viscous equation

(3.1)
∂u

∂t
+

∂f

∂x
=

∂2u

∂x2
,

with a C∞ convex flux function f(u) with derivative a(u), then for any values of the
constants ẋs and Δu satisfying the inequalities supu a(u) > ẋs > infu a(u), Δu < 0,
there exists a unique traveling wave solution of the form

u(x, t) = s(ẋs,Δu; x−ẋst),

with the properties that as x∗ → ∞, s(−x∗) → s−∞, s(x∗) → s∞ = s−∞ + Δu for
some constant s−∞, and ∫ x∗

−x∗
s(x) dx → x∗(s−∞ + s∞).

Furthermore, all derivatives of s(x) decay exponentially as |x| → ∞.
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Proof. Substituting the traveling wave ansatz into the PDE gives the equation

(3.2) −ẋs
ds

dx
+

df(s)

dx
=

d2s

dx2
.

Integrating this yields

f(s)− ẋss− ds

dx
= C

for some constant C. Given particular values for ẋs and Δu satisfying the specified
inequalities, because of the convexity of f(u) there exists a unique value s−∞ such
that

(3.3) ẋs =
f(s−∞ +Δu)− f(s−∞)

Δu
.

Defining s∞ = s−∞+Δu, and setting C = f(s∞)−ẋss∞, gives s(x) defined implicitly
by ∫ s

s−∞+
1
2Δu

du

f(u)− ẋsu− C
= x− x0.

The quantity f(u)− ẋsu−C is strictly negative for s∞<u<s−∞, because of the
convexity of f(u), and approaches zero linearly as u → s∞ or u → s−∞. Hence, all
derivatives of s(x) decay exponentially as |x| → ∞.

Finally, the unique value of x0 is determined by the requirement that, as x∗ → ∞,

∫ x∗

−x∗
s(x) dx → x∗(s−∞ + s∞).

Next, we consider linear perturbations to (3.2), under the influence of a source
term g(x), giving the equation

(3.4) −ẋs
ds̃

dx
+

d

dx
(a(s) s̃) =

d2s̃

dx2
+ g(x).

Theorem 3.2. When g(x) = 0, all solutions of (3.4), subject to the boundary
conditions s̃(x) → 0 as |x| → ∞, are of the form

s̃ = c
ds

dx

for some constant c.
When g(x) is not identically zero, but g(x) and its derivatives all decay exponen-

tially as |x| → ∞, there exist nonunique solutions of (3.4), subject to the boundary
conditions s̃(x) → s̃∞ and s̃(−x) → s̃−∞ as x → ∞, iff g(x) satisfies the solvability
condition ∫ ∞

−∞
g(ξ) dξ = (a(s∞)− ẋs) s̃∞ − (a(s−∞)− ẋs) s̃−∞.

Furthermore, the derivatives of s̃(x) all decay exponentially as |x| → ∞.
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Proof. Integrating (3.4) with g(x)=0 gives

(a(s)− ẋs) s̃ =
ds̃

dx
+ const.

Because a(s∞)− ẋs < 0 and a(s−∞)− ẋs > 0, the boundary conditions are satisfied
provided the integration constant is zero.

This equation can then be integrated subject to an arbitrary value of s̃(0) to
give a one-parameter family of homogeneous solutions which satisfy the boundary
conditions as |x| → ∞.

Differentiating (3.2) establishes that ds/dx satisfies the homogeneous version of
(3.4) and the specified boundary conditions. Therefore, ds/dx is a basis for the one-
parameter family of homogeneous solutions with the specified boundary conditions.

When g(x) is not identically zero, the solvability condition arises immediately
from integrating (3.4) and applying the boundary conditions.

The exponential decay in the derivatives of s̃(x) follows from the exponential
decay in g(x) and its derivatives and also the exponential decay in the derivatives of
s(x).

3.2. Discrete traveling wave with unit viscosity. The objective in this sec-
tion is to derive an approximation to the discrete traveling wave solution which arises
when approximating (3.1) using the nonlinear discretization

k Nj(U
n
j ) ≡ Un+1

j − Un
j + 1

2 r
(
f(Un

j+1)− f(Un
j−1)

)− d
(
Un
j+1 − 2Un

j + Un
j−1

)
= 0,

where r = k/h, and d = k/h2 is held fixed as h → 0.
Theorem 3.3. For any values of the constants ẋs and Δu satisfying the condi-

tions of Theorem 3.1, there exists a sequence of functions cn(x), with cn(x) → 0, as
|x| → ∞, such that for all integers M ≥ 0 the function SM (x) defined by

SM (x) = s(x) +

M∑
n=1

h2ncn(x)

has the properties that

Nj (SM (xj − ẋst
n)) = o(h2M ),

and as x∗ → ∞, SM (−x∗) → s−∞, SM (x∗) → s∞ = s−∞+Δu, and∫ x∗

−x∗
SM (x) dx → x∗(s−∞ + s∞).

Furthermore, all derivatives of SM (x) decay exponentially as |x| → ∞.
Proof. The proof is by induction. Suppose that for a given M ≥0 it is true that

there exist functions cn(x) for n ≤ M such that SM (x) has the specified properties.
A truncated Taylor series expansion of f(u) gives

f(u) = f(u0) +

M+1∑
n=1

(u−u0)
n

n!

dnf

dun

∣∣∣∣
u0

+
(u−u0)

M+2

(M + 2)!
fM+2(u0, u),

where

fM+2(u0, u) =

(∫ u

u0

(u− ξ)M+1 dξ

)−1 ∫ u

u0

(u− ξ)M+1 dM+2f

duM+2

∣∣∣∣∣
ξ

dξ

is a weighted average value of dM+2f/duM+2 on the interval [u0, u].
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Using this expansion with u0 = Un
j = SM (xj − ẋst

n) and u = Un
j±1, and then

making similar truncated Taylor series expansions for Un
j±1 and Un+1

j (with k = dh2),

one finds that the residual error has an expansion in even powers of h2 of the form

Nj (SM (xj − ẋst
n)) =

M+1∑
n=1

h2n drn
dx

∣∣∣∣
xj−ẋstn

+ o(h2M+2),

where rn(x) → 0, as |x| → ∞. However, by the inductive hypothesis, this residual
error is o(h2M ). Therefore,

Nj (SM (xj − ẋst
n)) = h2M+2 drM+1

dx

∣∣∣∣
xj−ẋstn

+ o(h2M+2).

Now, let cM+1(x− ẋst) be defined by the linear differential equation

(3.5) L(s(x− ẋst)) cM+1(x− ẋst) = − drM+1

dx

∣∣∣∣
x−ẋst

,

giving the ODE

−ẋs
dcM+1

dx
+

d

dx

(
a(s(x)) cM+1

)
− d2cM+1

dx2
= −drM+1

dx
,

subject to the boundary conditions cM+1(x) → 0, as |x| → ∞. Because the right-hand
side of this equation satisfies the necessary solvability condition of Theorem 3.2, there
exists a solution cM+1(x), and it is unique if we impose the additional constraint that

∫ ∞

−∞
cM+1(x) dx = 0.

Also, due to Theorem 3.2, all derivatives of cM+1 decay exponentially as |x| → ∞.

Finally, we obtain

Nj

(
SM (xj − ẋst

n) + h2M+2cM+1(xj−ẋst
n)
)

= Nj (SM (xj−ẋst
n)) + h2M+2Lj(U

n
j ) cM+1(xj−ẋst

n) + o(h2M+2)

= Nj (SM (xj−ẋst
n)) + h2M+2 Ls(x−ẋst) cM+1

∣∣
xj−ẋstn

+ o(h2M+2)

= o(h2M+2),

and

∫ x∗

−x∗
SM (x) + h2M+2cM+1(x) dx −→

∫ x∗

−x∗
SM (x) dx, as x∗ → ∞,

so the inductive hypothesis is true for M+1. The hypothesis is trivially true for the
initial value M=0, concluding the proof.

Although the above proof has used the shorthand SM (x), we should more properly
express it as SM (d, h, ẋs,Δu;x) to make clear its dependence on the parameters d, h,
ẋs, and Δu.
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The next theorem establishes that S′
M (d, h, ẋs,Δu;x) is an approximate solution

of the linearized discrete equations

k Lj(U
n
j ) Ũ

n
j

≡ Ũn+1
j −Ũn

j + 1
2r

(
a(Un

j+1) Ũ
n
j+1 − a(Un

j−1) Ũ
n
j−1

)
− d

(
Ũn
j+1−2Ũn

j +Ũn
j−1

)
= 0,

which are an approximation of the linear differential equation

Lu ũ ≡ ∂ũ

∂t
+

∂

∂x

(
a(u) ũ

)
− ∂2ũ

∂x2
= 0.

Theorem 3.4. If SM (x) is as defined in Theorem 3.3, then

Lj(SM (xj−ẋst
n+X)) S′

M (xj−ẋst
n+X) = o(h2M ).

Proof. Using truncated Taylor series expansions, residual Nj (SM (xj−ẋst
n+X))

can be expressed as a sum of a finite number of terms, each one of the form enh
2n

for n ≥M + 1, with the coefficients en being products of derivatives of s(x) either
evaluated at xj− ẋst

n+X or averaged over a small interval in the neighborhood of
this point, or derivatives of f(u) evaluated at s(xj−ẋst

n+X) or averaged over a small
interval in its neighborhood.

Differentiation with respect to X does not introduce any new powers of h, and
therefore

∂

∂X
Nj

(
SM (xj−ẋst

n+X)
)
= Lj(SM (xj−ẋst

n+X)) S′
M (xj−ẋst

n+X)

= o(h2M ).

3.3. Mesh-dependent viscosity. Switching to the numerical discretization with
ε= hα and εd fixed as h → 0, we come to the key result which will be used in the
general asymptotic analysis.

Theorem 3.5. For constants ẋs and Δu satisfying the inequalities in Theorem
3.1, and with the discrete operators Nj and Lj as defined in (1.6) and (1.7), there
exists a function S(x) (which also depends on the parameters ε d, ε−1h, ẋs,Δu) such
that

(3.6) Nj

(
S(ε−1(xj−ẋst

n))
)
= o(ε)

and

(3.7) Lj

(
S(ε−1(xj−ẋst

n))
)

S′(ε−1(xj−ẋst
n)) = o(ε),

and as x∗ → ∞, S(−x∗) → s−∞, S(x∗) → s∞ = s−∞+Δu, and∫ x∗

−x∗
S(x) dx → x∗(s−∞ + s∞).

Proof. The key is to note that the finite difference equation with ε=hα is identical
to that for unit viscosity if we make the substitutions h = ε hunit, k = ε kunit.

Hence, SM (ε d, ε−1h, ẋs,Δu; ε−1(x− ẋst)) is an approximation to the discrete
solution with residual error o(ε−2M−1h2M ). This residual error can be made o(ε) as
h→0 by choosing M such that (−2M−1)α+ 2M > α ⇐⇒ M > α/(1−α).

Also, for the same value of M , S′
M (ε d, ε−1h, ẋs,Δu; ε−1(x−ẋst)) is an approxi-

mate solution of the linearized discrete equation with residual error o(ε).
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4. Asymptotic approximation of discrete solutions.

4.1. Nonlinear analysis. The numerical examples in Part 2 [GU10] consider
initial data which lead to the formation of a shock after a finite time; however, the
numerical analysis of such a problem would require a detailed analysis of the neigh-
borhood of the shock formation. To simplify the analysis and keep the focus on the
key aspect which is the profile of the numerical solution across the shock, we choose
instead to consider first initial data u0(x) with a finite strength shock at xs(0) = 0.
Based on this, we will be able in Part 2 [GU10] to consider more general initial data.

To be specific, the initial data is assumed to satisfy the following conditions (this
will be relaxed in Part 2 [GU10]).
(A1) Apart from a discontinuity at xs(0), u0(x) is C∞ with all derivatives having a

finite L1 norm over (−∞, xs(0)) and (xs(0),∞).
(A2) The discontinuity has finite strength for the entire time interval [0, T ], and no

other discontinuity is formed during this time interval.
The initial discontinuity raises a new question—how to specify the initial data

for the numerical discretization. The previous section has shown that if the initial
data is piecewise constant, then we can expect the numerical solution to approach the
traveling wave solution S(εd, ε−1h, ẋs, [u]; ε

−1(x − ẋst)). To avoid the requirement
of performing an additional asymptotic analysis of this relaxation process, we will
assume a very particular form of the initial data in the neighborhood of the initial
shock. The details will be given later, but on either side of the shock the initial data
is simply U0

j =u0(xj).
The objective now is to use a matched asymptotic analysis to construct a smooth

function V (x, t) such that V n
j = V (xj , t

n) is a very close approximation to the discrete
solution Un

j . The stability estimate in Theorem 2.1 will be used to bound the difference
V n
j − Un

j based on the magnitude of the residual error Nj(V
n
j ).

The matched asymptotic analysis [BO78, KC81] breaks the domain into three
overlapping regions:

A: xs−x > εβ.
B: |x−xs| < 2εβ.
C: x−xs > εβ.

Here β is a constant just slightly less than unity so that the overlap regions contain
less and less of the exponential tails of the traveling wave profile as h → 0. A lower
bound on β will be determined in Theorem 4.2.

We begin with a result concerning an approximate solution in the outer region.
Theorem 4.1. In outer regions A and C, there exists a function Vo(x, t), with

a parametric dependence on h and satisfying initial data Vo(x, 0) = u0(x), such that
Nj (Vo(xj , t

n)) = o(h2+α).
Proof. In the outer regions, the leading order term in Vo(x, t) is the inviscid

solution u(x, t) which gives a residual error whose leading order term is

−ε
∂2u

∂x2
.

Following the same procedure as in the proof of Theorem 3.3, this residual error can
be eliminated to leading order through the addition of a correction term ε Vo,1(x, t)
which satisfies the equation

∂Vo,1

∂t
+

∂

∂x

(
a(u)Vo,1

)
=

∂2u

∂x2
,
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subject to homogeneous initial conditions. Continuing with this process, it can be
proved inductively that each correction term is O(hmα+2n) for integers m,n with
m≥0, n≥0,m+n > 0, with the powers of h2 arising from the second order accuracy
of the central finite difference approximations. Therefore, after a finite number of
steps this process gives an approximate solution Vo(x, t) of the form

(4.1) Vo(x, t) = u(x, t) + ε Vo,1(x, t) +
∑

α<mα+2n≤α+2

hmα+2nVo,m,n(x, t),

which satisfies the initial data Vo(x, 0) = u0(x) and has a residual error which is
o(h2+α).

The next theorem considers the more difficult construction of an approximate
solution in the inner region, using an inner coordinate X ≡ ε−1(x−xs(t)). The fi-
nite difference discretization can be viewed as approximating the viscous differential
equation

∂u

∂t
+

∂f

∂x
= ε

∂2u

∂x2
,

with ε=hα. Changing to the new inner coordinate, this equation becomes

ε
∂u

∂t
− ẋs(t)

∂u

∂X
+

∂f

∂X
=

∂2u

∂X2
,

and small linearized perturbations of this equation due to the introduction of an
inhomogeneous source term s(x, t) satisfy the equation

ε
∂ũ

∂t
+

∂

∂X

(
(a(u)− ẋs(t)) ũ

)
− ∂2ũ

∂X2
= s(x, t).

Neglecting the O(ε) unsteady term, this gives the equation

(4.2)
∂

∂X

(
(a(u)− ẋs(t)) ũ

)
− ∂2ũ

∂X2
= s(x, t),

which plays a central role in the proof of the following theorem.
Theorem 4.2. In the inner region B, there exists a function Vi(x, t), with a para-

metric dependence on h, such that Nj (Vi(xj , t
n)) = o(h2+α), and Vi(x, t)−Vo(x, t)=

o(h2+α) in the region of overlap with the outer regions A and C, provided α > 2
3 and

β < 1 is sufficiently large.
Proof. In the overlap between regions A and B, a Taylor series expansion of

Vo(x, t) gives

Vo(x, t) = Vo(x
−
s , t) +

3∑
p=1

hpαXp

p!

∂pVo

∂xp

∣∣∣∣
(x−

s (t),t)

+O(h4αX4).

Note that Vo(x, t) itself has an asymptotic expansion in h given by (4.1), and inserting
this into the above will give an expansion in powers of hmα+2n for m≥0, n≥0.

A similar expression holds for the overlap between regions B and C, with x−
s

replaced by x+
s . These form the boundary conditions for the asymptotic expansion in

the inner region. To leading order, they give

Vi,0(X, t) →
{

u(x−
s (t), t), X → −∞,

u(x+
s (t), t), X → ∞,
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and hence the leading term in the asymptotic expansion in inner region B is

Vi,0(X, t) = S
(
εd, ε−1h, ẋs(t), [u(t)];X −Xs(t)

)
,

where Xs(t) is initially an arbitrary function of time. Vi,0(X, t) satisfies the boundary
conditions since ẋs(t), u(x

−
s (t), t), u(x

+
s (t), t) satisfy the jump condition (1.2) which

matches the jump condition (3.3) in Theorem 3.1 (with s−∞ ≡ u(x−
s (t), t) and s∞ ≡

u(x+
s (t), t)), which in turn is the basis for the construction of the discrete traveling

wave solution in Theorem 3.5.

The nonuniqueness due to Xs(t) in the leading order inner solution is typical of
interior boundary layers (see [HY01] and page 160 in [KC81]) and is resolved through
a solvability condition for a later term in the asymptotic expansion.

From (3.6) in Theorem 3.5, we have

Nj

(
S
(
εd, ε−1h, ẋs,Δu; ε−1(xj−ẋst

n)−Xs

))
= o(ε),

when ẋs,Δu, and Xs are constant, so writing

V n
j = S

(
εd, ε−1h, ẋs(t

n), [u(tn)]; ε−1(xj−xs(t
n))−Xs(t

n)
)
,

one obtains

V n
j − 1

2r
(
f(V n

j+1)− f(V n
j−1)

)
+ εd

(
V n
j+1 − 2V n

j + V n
j−1

)
= S

(
εd, ε−1h, ẋs(t

n), [u(tn)]; ε−1(xj−xs(t
n)−kẋs(t

n))−Xs(t
n)
)
+ o(kε)

= S
(
εd, ε−1h, ẋs(t

n), [u(tn)]; ε−1(xj−xs(t
n+1))−Xs(t

n)
)
+ o(kε),

since k = o(ε2). Hence, it follows that

Nj

(
S
(
εd, ε−1h, ẋs(t

n), [u(tn)]; ε−1(x−xs(t
n))−Xs(t

n)
))

= k−1
(
S
(
εd, ε−1h, ẋs(t

n+1), [u(tn+1)]; ε−1(xj−xs(t
n+1))−Xs(t

n+1)
)

− S
(
εd, ε−1h, ẋs(t

n), [u(tn)]; ε−1(xj−xs(t
n+1))−Xs(t

n)
) )

+ o(ε)

=
∂Vi,0

∂t

∣∣∣∣
Xj ,tn

+ o(ε).

Following the methodology of the proof of Theorem 3.3, this O(1) residual error
can be corrected by the addition of a term εVi,1(x, t) which must satisfy the equation

(4.3)
∂

∂X

((
a(Vi,0)−ẋs

)
Vi,1

)
− ∂2Vi,1

∂X2
= −∂Vi,0

∂t
,

subject to the boundary conditions

Vi,1(X, t) −→

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

X
∂u

∂x

∣∣∣∣
(x−

s (t),t)

+ Vo,1(x
−
s (t), t), X → −∞,

X
∂u

∂x

∣∣∣∣
(x+

s (t),t)

+ Vo,1(x
+
s (t), t), X → ∞.
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As with Theorem 3.2, there is a solvability condition which must be satisfied,
and this is found by integrating (4.3) over the interval [−X∗, X∗]. Using the integral
property in Theorem 3.5, as X∗ → ∞,

∫ X∗

−X∗
Vi,0 dX → X∗ (u(x−

s (t), t) + u(x+
s (t), t)

)−Xs(t) [u],

and hence the integral of the right-hand side of (4.3) asymptotically approaches

−X∗ d

dt

(
u(x−

s (t), t) + u(x+
s (t), t)

)
+

d

dt

(
Xs(t) [u]

)
.

Using the boundary conditions as X∗ → ∞, the integral of the left-hand side of (4.3)
becomes[(

a(Vi,0)−ẋs

)
Vi,1 − ∂Vi,1

∂X

]X∗

−X∗
−→

[(
a(u)−ẋs

)
Vo,1 − ∂u

∂x

]

+ X∗
(
a(u(x+

s , t))−ẋs

) ∂u

∂x
(x+

s , t)

+ X∗
(
a(u(x−

s , t))−ẋs

) ∂u

∂x
(x−

s , t).

Now, noting that

d

dt
u(x±

s (t), t) = −
(
a(u(x±

s , t))− ẋs(t)
) ∂u

∂x
(x±

s , t),

it follows that the X∗ components on the two sides of the integrated equation are
equal. Equating the other components gives the equation

d

dt

(
Xs [u]

)
=

[(
a(u)−ẋs

)
Vo,1 − ∂u

∂x

]
,

governing the evolution of Xs(t) from the initial value Xs(0) = 0. Equation (4.3)
can now be integrated to obtain Vi,1, with uniqueness being determined through the
solvability condition for the O(ε2) correction term.

By continuing the asymptotic expansion and analysis, we eventually obtain an
inner solution Vi(x, t) of the form

Vi(x, t) = Vi,0(X, t) + ε Vi,1(X, t) +
∑

α<mα+2n≤α+2

hmα+2nVi,m,n(X, t),

which matches all of the terms in the asymptotic expansion of the outer solution Vo

up to and including terms proportional to h2+α, and also has a residual error which
is o(h2+α).

In the overlap region, the exponential tails of the traveling wave solution behave
like exp(−c|X |) for some constant c. Since |X | = O(εβ−1) = O(h−α(1−β)), these
exponential tails are o(hq) ∀ q > 0. Furthermore, noting that 4α > 2 + α because of
the lower bound on α, let γ, satisfying the inequalities 4α ≥ γ > 2 + α, be the lowest
power of h for which the corresponding term in the asymptotic expansion of the outer
solution given at the beginning of this proof does not have a matching counterpart in
the inner expansion. In this case, at worst the mismatch between the inner and outer
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solutions in the overlap region is O(hγX4) = O(hγ−4α(1−β)). Provided β satisfies the
lower bound given by the condition

γ − 4α(1− β) > 2 + α =⇒ β > 1− γ − 2− α

4α
,

it then follows that the inner and outer approximate solutions match to within
O(h2+α).

We can now combine these approximate solutions to form a patched solution
which gives an accurate approximation of a discrete solution.

Theorem 4.3. There exists a function V (x, t) with parametric dependence on
h, and initial data U0

j ≡ V (xj , 0) producing the numerical solution Un
j , such that

‖U0
j − u0(xj)‖1 = O(hα) and ‖Un

j − V (xj , t
n)‖1 = o(h2+α).

Proof. The patched solution V (x, t) is defined using a C∞ blending function P (x)
which has constant value P (x)=1 for |x|<1 and P (x)=0 for |x|>2. Using this, we
define V (x, t) through

V (x, t) = Vi(x, t) +
(
1− P

(
ε−β(x−xs(t))

)) (
Vo(x, t) − Vi(x, t)

)
= Vo(x, t) + P

(
ε−β(x−xs(t))

) (
Vi(x, t) − Vo(x, t)

)
.

Setting V n
j = V (xj , t

n), the residual error Nj(V
n
j ) is o(h2+α) outside the overlap

regions. Within the overlap region, defining Pn
j = P

(
ε−β(xj−xs(t

n))
)
and ΔV n

j =
Vi(xj , t

n)− Vo(xj , t
n), it can be verified that

Nj(V
n
j ) = Pn

j Nj(V
n
i,j) + (1−Pn

j )Nj(V
n
o,j)

+
1

k

(
Pn+1
j −Pn

j

)
ΔV n+1

j

+
1

2h

(
Pn
j+1−Pn

j

) [
f(V n

i,j+1)− f(V n
o,j+1)

]
+

1

2h

(
Pn
j −Pn

j−1

) [
f(V n

i,j−1)− f(V n
o,j−1)

]
+

1

2h

[
f(V n

j+1)− Pn
j+1 f(V

n
i,j+1)− (1−Pn

j+1) f(V
n
o,j+1)

]
− 1

2h

[
f(V n

j−1)− Pn
j−1 f(V

n
i,j−1)− (1−Pn

j−1) f(V
n
o,j−1)

]
− ε

h2

(
Pn
j+1−2Pn

j +Pn
j−1

)
ΔV n

j

− ε

h2

[ (
Pn
j+1−Pn

j

) (
ΔV n

j+1 −ΔV n
j

)
+
(
Pn
j −Pn

j−1

) (
ΔV n

j −ΔV n
j−1

)]
.

On line 1 of this equation, the linear interpolation of the residual errors is o(h2+α).
Since k−1(Pn+1

j −Pn
j ) = O(ε−β) and ΔV = o(h2+α), the term on line 2 is o(h−αβ+2+α).

Similarly, the terms on lines 3 and 4 are also o(h−αβ+2+α). Due to standard quadratic
error bounds for linear interpolation, the terms on lines 5 and 6 are o(h−1+2(2+α)).
The terms on lines 7 and 8 are o(hα−2αβ+2+α), since each derivative of P and ΔV
introduces a factor h−αβ . Since the overlap regions have measure O(hαβ), it follows
that the l1 norm of the residual on the overlap regions is o(h2+α).

From the above, plus assumption (A1) which gives a finite bound for the L1 norm
of the derivatives in the residual, we conclude that ‖Nj(V

n
j )‖1 = o(h2+α). Hence,
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since Un
j is the numerical solution corresponding to initial data U0

j = V 0
j , then by the

stability estimate in Theorem 2.1 it follows that

‖Un
j − V n

j ‖1 = o(h2+α).

4.2. Linear analysis. We now construct a matched asymptotic approximation
to the numerical solution of the linear discrete equations subject to the initial data
Ũ0
j = ũ0(xj), where throughout this subsection ũ0 is C∞.

Theorem 4.4. In outer regions A and C, there exists a function Ṽo(x, t), with

parametric dependence on h, satisfying initial data Ṽo(x, 0) = ũ0(x), such that

Lj(Vo(xj , t
n)) Ṽo(xj , t

n) = o(ε).

Proof. As with the nonlinear analysis, the leading order term in the asymptotic
expansion for the linear solution is the analytic solution ũ(x, t) which gives a residual
error which is O(ε). By matching all residual error terms which are O(ε), including
those coming from the asymptotic expansion of the nonlinear discrete solution, this
can be compensated for through the addition of a correction ε Ṽo,1(x, t) satisfying the
equation

∂Ṽo,1

∂t
+

∂

∂x

(
a(u) Ṽo,1

)
=

∂2ũ

∂x2
− ∂

∂x

(
a′(u)Vo,1 Ṽo,0

)
,

subject to homogeneous initial data. Setting Ṽo(x, t) = ũ(x, t)+ ε Ṽo,1(x, t) then gives
an outer solution with the required properties.

Theorem 4.5. In the inner region B, there exists a function Ṽi(x, t), with para-

metric dependence on h, such that Lj(Vi(xj , t
n)) Ṽi(xj , t

n) = O(ε) and Ṽi(x, t) −
Ṽo(x, t) = o(ε) in the region of overlap with the outer regions A and C.

Proof. Because the shock width is O(ε), a linearized displacement of the shock of
unit magnitude corresponds to an O(ε−1) linear solution. Accordingly, in region B,
the leading term in the asymptotic expansion is

ε−1Ṽi,−1(x, t) = −X̃s(t)
∂Vi,0

∂x

= −ε−1 X̃s(t) S
′(ẋs(t), [u(t)]; ε

−1(x−xs(t))−Xs(t))

for some as yet undetermined function X̃s(t), and with the parametric dependence of
S′ on the constants εd, ε−1h omitted for brevity.

Since, from (3.7) in Theorem 3.5,

Lj

(
S(ẋs,Δu; ε−1(xj−ẋst

n)−Xs)
)
S′ (ẋs,Δu; ε−1(xj−ẋst

n)−Xs

)
= o(ε)

when ẋs,Δu, and Xs are constant, it follows that

Lj

(
Vi,0(xj , t

n) + εVi,1(xj , t
n)
)

Ṽi,−1(xj , t
n)

= − k−1
(
X̃s(t

n+1)S′ (ẋs(t
n+1), [u(tn+1)]; ε−1(xj−xs(t

n+1))−Xs(t
n+1)

)
− tX(tn) S′ (ẋs(t

n), [u(tn)]; ε−1(xj−xs(t
n+1))−Xs(t

n)
) )

+ ε
∂

∂x

(
a′(Vi,0(xj , t

n)) Vi,1(xj , t
n) Ṽi,−1(xj , t

n)
)

+ o(ε)

=
∂

∂t
Ṽi,−1(Xj , t

n) +
∂

∂X

(
a′(Vi,0(xj , t

n)) Vi,1(xj , t
n) Ṽi,−1(xj , t

n)
)

+ o(ε).
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This O(1) residual error can be corrected by the addition of a term Ṽi,0(x, t) which
must satisfy (see (4.2))

∂

∂X

((
a(Vi,0)−ẋs

)
Ṽi,0

)
− ∂2Ṽi,0

∂X2
= − ∂Ṽi,−1

∂t
− ∂

∂X

(
a′(Vi,0) Vi,1 Ṽi,−1

)
,

subject to the boundary conditions

Ṽi,0(X, t) →
{

ũ(x−
s (t), t), X → −∞,

ũ(x+
s (t), t), X → ∞.

Again, as in Theorem 3.2, there is a solvability condition which is found by integrating
over an interval [−X∗, X∗], and then taking the limit X∗ → ∞ to obtain

d

dt

(
X̃s [u]

)
=

[
(a(u)−ẋs) ũo,0

]
,

subject to initial condition X̃s(0) = 0. This shows that X̃s(t) satisfies the same
equation as the inviscid linearized shock displacement x̃s(t), (1.4), and so is identical
to it.

Continuing in this way with a further level of additional correction, we obtain an
inner solution Ṽi(x, t) of the form

Ṽi(x, t) = ε−1Ṽi,−1(X, t) + Ṽi,0(X, t) + ε Ṽi,1(X, t)

which has a residual error which is O(ε), and whose value and derivatives match the
outer solution in the overlap regions to within o(ε).

We can now construct a patched asymptotic approximation Ṽ (x, t) over the whole
interval.

Theorem 4.6. Given the nonlinear initial conditions U0
j as defined in Theorem

4.3, there exists a function Ṽ (x, t) such that ‖Ũn
j − Ṽ (xj , t

n)‖1 = o(ε).

Proof. Ṽ (x, t) is defined using the same blending function as in the proof of
Theorem 4.3 to give

Ṽ (x, t) = Ṽi(X, t) +
(
1− P

(
ε−β(x−xs(t))

)) (
Ṽo(x, t) − Ṽi(X, t)

)
= Ṽo(x, t) + P

(
ε−β(x−xs(t))

) (
Ṽi(x, t)− Ṽo(X, t)

)
.

Setting Ṽ n
j = Ṽ (xj , t

n), following the same approach as in the proof of Theorem 4.3

it can be proved that the l1 norm of the residual error Lj(V
n
j ) Ṽ n

j is o(ε). Hence,
combining the stability estimate in Theorem 2.2 and the result in Theorem 4.3, we
obtain

‖Ũn
j − Ṽ n

j ‖1 = o(ε).

5. Functional errors. We now come to the main theorem of the paper, proving
the convergence of the numerical approximation to the linear functional.

Theorem 5.1. If Un
j satisfies the nonlinear discrete equations subject to the

initial data U0
j specified in Theorem 4.3, and Ũn

j satisfies the linear discrete equations

with initial data Ũ0
j = ũ0(xj), and if J̃ and J̃h are as defined in the introduction, then

|J̃h − J̃ | = O(ε).
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Proof. Taking V n
j and Ṽ n

j to be as defined in Theorems 4.3 and 4.6, the difference
between the true value of the linear functional

J̃ =

∫ xs(T )

−∞
γ(x) G′(u(x, T )) ũ(x, T ) dx − x̃s(T ) γ(xs(T )) [G]T

+

∫ ∞

xs(T )

γ(x) G′(u(x, T )) ũ(x, T ) dx

and the discrete approximation

J̃h = h
∑
j

γ(xj) G
′(UN

j ) ŨN
j

can be bounded by the sum of three terms:

∣∣∣J̃h − J̃
∣∣∣ ≤

∣∣∣∣∣∣h
∑
j

γ(xj)
(
G′(UN

j ) ŨN
j −G′(V N

j ) Ṽ N
j

)∣∣∣∣∣∣
+

∣∣∣∣∣∣ h
∑
j

γ(xj) G
′(V N

j ) Ṽ N
j −

∫ ∞

−∞
γ(x) G′(V (x, T )) Ṽ (x, T ) dx

∣∣∣∣∣∣
+

∣∣∣∣
∫ ∞

−∞
γ(x) G′(V (x, T )) Ṽ (x, T ) dx − J̃

∣∣∣∣ .
(i) Considering the first term,

G′(UN
j ) ŨN

j −G′(V N
j ) Ṽ N

j = G′(UN
j )

(
ŨN
j − Ṽ N

j

)
+
(
G′(UN

j )−G′(V N
j )

)
Ṽ N
j ,

and hence∣∣∣∣∣∣h
∑
j

γ(xj)
(
G′(UN

j ) ŨN
j −G′(V N

j ) Ṽ N
j

)∣∣∣∣∣∣
≤ ‖γ‖∞

(
g1 ‖ŨN − Ṽ N‖1 + g2 ‖UN − V N‖1 ‖Ṽ N‖∞

)
,

where

g1 = sup
|v|≤‖u‖∞

G′(v), g2 = sup
|v|≤‖u‖∞

G′′(v).

Theorems 4.3, 4.5, and 4.6 give ‖ŨN − Ṽ N‖1 = o(ε), ‖UN − V N‖1 = o(h2+α) =

o(h2ε), and ‖Ṽ N‖∞ = O(ε−1), and hence this first term is o(ε).

(ii) Since V N
j = V (xj , T ) and Ṽ N

j = Ṽ (xj , T ), the second term corresponds to
the error in using trapezoidal integration to approximate the integral of

f(x) ≡ γ(x) G′(V (x, T )) Ṽ (x, T ).

V (x, T ) and Ṽ (x, T ) are both smooth, so the error is bounded by the Euler–Maclaurin
error formula [SB80]∣∣∣∣∣∣h

∑
j

f(xj)−
∫ ∞

−∞
f(x) dx

∣∣∣∣∣∣ ≤
h2M

(2M)!

∫ ∞

−∞

∣∣∣B2m

(x
h

)
f (2M)

∣∣∣ dx
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for any integer M , with B2m(x) being the periodic extension of Bernoulli polyno-
mials on [0, 1] [SB80]. Since ‖f (2M)‖∞ = O(h−(2M+1)α), it is possible to choose M
sufficiently large so that 2M − (2M+1)α > α, and hence this second term is o(ε).

(iii) For the third term, we start by evaluating the leading order behavior of the
integral in the inner region:∫

B

γ(x) G′(V (x, T )) Ṽ (x, T ) dx

=

∫
B

γ(x) G′
(
Vi,0(x, T )+εVi,1(x, T )

) (
−x̃s

∂Vi,0

∂x
(x, T ) + Ṽi,0(x, T )

)
dx+ o(ε)

= − x̃s γ(xs(T ))

∫
B

G′(Vi,0(x, T ))
∂Vi,0

∂x
(x, T ) dx

− ε x̃s

∫
B

γ(x) G′′(Vi,0(x, T )) Vi,1(x, T )
∂Vi,0

∂x
(x, T ) dx

− x̃s

∫
B

(
γ(x)− γ(xs(T ))

)
G′(Vi,0(x, T ))

∂Vi,0

∂x
(x, T ) dx

+

∫
B

γ(x) G′(Vi,0(x, T )) Ṽi,0(x, T ) dx + o(ε).

In this final expression, the first integral gives [G(u)]T . The second integral is O(1)

since
∂Vi,0

∂x (x, T ) = O(ε−1) in the innermost region of size O(ε) and tails off expo-

nentially outside this, and hence ‖∂Vi,0

∂x (x, T )‖1 = O(1). The third integral is O(ε)

since the product (γ(x)− γ(xs(T )))
∂Vi,0

∂x (x, T ) is O(1) in the innermost region and
tails off exponentially. Finally, noting that G′(Vi,0(x, T )) − G′(u(x, T )) = O(1) and

Ṽi,0(x, T )− ũo,0(x, T ) = O(1) uniformly in the innermost region and tail off exponen-
tially to an O(εβ) value outside this, the fourth integral is equal to∫

B

γ(x) G′(u(x, T )) ũo,0 dx+ O(ε).

Adding the contributions from the outer regions then gives∫ ∞

−∞
γ(x) G′(V (x, T )) Ṽ (x, T ) dx

= −x̃s γ(xs(T )) [G(u)]T +

∫ ∞

−∞
γ(x) G′(u(x, T )) ũo,0(x, T ) dx + O(ε)

= J̃ + O(ε).

Hence the third term is O(ε), giving the dominant contribution of the three terms.

This concludes the proof that the error in the discrete approximation to
the linearized functional is O(ε), as it would be for a model problem without a
shock.

6. Conclusions. This paper has analyzed the convergence of approximate linear
solutions for a class of convex flux functions using a particular modified Lax–Friedrichs
discretization. It has been proved that in the case of a single shock, the linear solution
converges pointwise everywhere except at the shock, and the shock itself is treated
correctly in the sense that the value of integral output functionals also converges.
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The proofs rely upon the facts that (1) the linear discretization is a linearization
of the nonlinear discretization; and (2) the number of mesh points across the smeared
shock increases as h → 0.

In Part 2 [GU10] we will continue our analysis and present numerical results that
confirm our analytical findings. Moreover, we will show that the results of the present
paper hold also for Dirac initial data for the linearized equation. From this we deduce
that the adjoint approximation also converges pointwise everywhere except along the
two characteristics at which it is discontinuous. Finally, the convergence of the adjoint
solution will be extended to cases with multiple shocks.

The modified Lax–Friedrichs discretization which is analyzed in this paper is not a
great choice as a practical numerical method, since it provides only O(hα) convergence
for 0<α<1. A better numerical method would use adaptive smoothing, reducing the
magnitude of ε or switching to a fourth difference smoothing in the smooth regions
on either side of the shocks, together with adaptive grid resolution to reduce the
magnitude of the grid spacing h in the vicinity of the shock. Thus, the contribution
of this paper and Part 2 [GU10] is to prove convergence of a simplified discretization,
in order to provide insight and guidance to those trying to construct more accurate,
practical methods.

REFERENCES

[AV99] W. K. Anderson and V. Venkatakrishnan, Aerodynamic design optimization on
unstructured grids with a continuous adjoint formulation, Comput. & Fluids, 28
(1999), pp. 443–480.

[BD03] T. Barth and H. Deconinck, eds., Error Estimation and Adaptive Discretization
Methods in Computational Fluid Dynamics, Lect. Notes Comput. Sci. Eng. 25,
Springer-Verlag, Berlin, 2003.

[BJ98] F. Bouchut and F. James, One-dimensional transport equations with discontinuous
coefficients, Nonlinear Anal., 32 (1998), pp. 891–933.

[BO78] C. M. Bender and S. A. Orszag, Advanced Mathematical Methods for Scientists and
Engineers, McGraw–Hill, New York, 1978.

[BP03] C. Bardos and O. Pironneau, Derivatives and control in the presence of shocks,
Comput. Fluid Dynam. J., 11 (2003), pp. 383–392.

[BR01] R. Becker and R. Rannacher, An optimal control approach to error control and
mesh adaptation, in Acta Numerica 2001, A. Iserles, ed., Cambridge University
Press, Cambridge, UK, 2001, pp. 1–102.

[CM80] M. Crandall and A. Majda, Monotone difference approximations for scalar conser-
vation laws, Math. Comp., 34 (1980), pp. 1–21.

[CT87] P. Courtier and O. Talagrand, Variational assimilation of meteorological observa-
tions with the adjoint vorticity equation, II, Numerical results, Q. J. R. Meteorol.
Soc., 113 (1987), pp. 1329–1347.

[DMLM95] G. Dal Maso, P. G. Lefloch, and F. Murat, Definition and weak stability of non-
conservative products, J. Math. Pures Appl. (9), 74 (1995), pp. 483–548.

[Gil96] M. B. Giles, Analysis of the accuracy of shock-capturing in the steady quasi-1D Euler
equations, Internat. J. Comput. Fluid Dynam., 5 (1996), pp. 247–258.

[Gil03] M. B. Giles, Discrete adjoint approximations with shocks, in Hyperbolic Problems:
Theory, Numerics, Applications, T. Hou and E. Tadmor, eds., Springer-Verlag,
New York, 2003.

[GP98] M. B. Giles and N. A. Pierce, On the properties of solutions of the adjoint Euler
equations, in Numerical Methods for Fluid Dynamics VI, M. Baines, ed., ICFD,
Reading, UK, 1998.

[GP01] M. B. Giles and N. A. Pierce, Analytic adjoint solutions for the quasi-one-
dimensional Euler equations, J. Fluid Mech., 426 (2001), pp. 327–345.

[GU10] M. Giles and S. Ulbrich, Convergence of linearized and adjoint approximations for
discontinuous solutions of conservation laws. Part 2: Adjoint approximations and
extensions, SIAM J. Numer. Anal., 48 (2010), pp. 905–921.



904 MIKE GILES AND STEFAN ULBRICH

[HCL94] K. C. Hall, W. S. Clark, and C. B. Lorence, A linearized Euler analysis of un-
steady transonic flows in turbomachinery, J. Turbomachinery, 116 (1994), pp. 477–
488.

[HL94] T. Y. Hou and P. G. LeFloch, Why nonconservative schemes converge to wrong
solutions: Error analysis, Math. Comp., 62 (1994), pp. 497–530.

[HN03] C. Homescu and I. M. Navon, Optimal control of flow with discontinuities, J. Com-
put. Phys., 187 (2003), pp. 660–682.

[HY01] S. I. Hariharan and G. W. Young, Comparison of asymptotic solutions of a phase-
field model to a sharp-interface model, SIAM J. Appl. Math., 62 (2001), pp. 244–
263.

[Jam95] A. Jameson, Optimum aerodynamic design using control theory, in Computational
Fluid Dynamics Review 1995, M. Hafez and K. Oshima, eds., John Wiley & Sons,
New York, 1995, pp. 495–528.

[KC81] J. Kevorkian and J. D. Cole, Perturbation Methods in Applied Mathematics, Appl.
Math. Sci. 34, Springer-Verlag, New York, 1981.

[LeF90] P. LeFloch, An existence and uniqueness result for two nonstrictly hyperbolic sys-
tems, in Nonlinear Evolution Equations That Change Type, IMA Vol. Math. Appl.
27, Springer-Verlag, New York, 1990, pp. 126–138.

[LG94] D. R. Lindquist and M. B. Giles, Validity of linearized unsteady Euler equations
with shock capturing, AIAA J., 32 (1994), pp. 46–53.

[NT92] H. Nessyahu and E. Tadmor, The convergence rate of approximate solutions for
nonlinear scalar conservation laws, SIAM J. Numer. Anal., 29 (1992), pp. 1505–
1519.

[SB80] J. Stoer and R. Bulirsch, Introduction to Numerical Analysis, Springer-Verlag, New
York, 1980.

[SW98] K. Sreenivas and D. L. Whitfield, Time- and frequency-domain numerical simula-
tion of linearized Euler equations, AIAA J., 36 (1998), pp. 968–975.

[Tad91] E. Tadmor, Local error estimates for discontinuous solutions of nonlinear hyperbolic
equations, SIAM J. Numer. Anal., 28 (1991), pp. 891–906.

[TC87] O. Talagrand and P. Courtier, Variational assimilation of meteorological observa-
tions with the adjoint vorticity equation, I, Theory, Q. J. R. Meteorol. Soc., 113
(1987), pp. 1311–1328.

[Ulb02] S. Ulbrich, A sensitivity and adjoint calculus for discontinuous solutions of hyperbolic
conservation laws with source terms, SIAM J. Control Optim., 41 (2002), pp. 740–
797.

[Ulb03] S. Ulbrich, Adjoint-based derivative computations for the optimal control of dis-
continuous solutions of hyperbolic conservation laws, Systems Control Lett., 48
(2003), pp. 313–328.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


