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models means that it is difficult to make accurate comparison between different models, since it is often
impossible to distinguish between differences in behaviour that are due to the underlying model as-
sumptions, and those due to differences in the in silico implementation of the model. In this work, an

Chaste approach is described for the implementation of vertex dynamics models, a discrete approach that
represents each cell by a polygon (or polyhedron) whose vertices may move in response to forces. The
implementation is undertaken in a consistent manner within a single open source computational
framework, Chaste, which comprises fully tested, industrial-grade software that has been developed
using an agile approach. This framework allows one to easily change assumptions regarding force
generation and cell rearrangement processes within these models. The versatility and generality of this
framework is illustrated using a number of biological examples. In each case we provide full details of all
technical aspects of our model implementations, and in some cases provide extensions to make the
models more generally applicable.
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1. Introduction

Epithelial tissues form one of the major tissue types in verte-
brates (Alberts et al., 2002). In epithelial tissue, cells are tightly
bound together into sheets called epithelia, usually resting on a
supporting bed of connective tissue. Strong intracellular protein
filaments cross the cytoplasm of each cell and attach to specialized
junctions in the plasma membrane. These junctions tie the surfaces
of adjacent cells either to each other or to the underlying basal
lamina. Epithelial cell sheets line all the cavities and free surfaces of
the body. The specialized junctions between cells enable epithelia
to form barriers that inhibit the movement of water, solutes, and
cells from one body compartment to another.

The spreading of epithelial cell sheets and self-assembly of cells
into tissues play a central role in morphogenesis, wound healing,
tumour growth, tissue engineering and other biological processes.
These phenomena occur as a result of cell division, differentiation,
programmed cell death, adhesion and migration, and involve
multiple processes acting on both a cellular and subcellular scale.
Mathematical and computational models offer a useful means to
investigate and test hypotheses about these processes, and have
played a key role in the study of cell—cell interactions. To this end, a
variety of different cell-based modelling approaches have been
developed, which treat cells as individual objects, and thus allow
for the study of cellular processes such as motility, adhesion,
mitosis and apoptosis and their effect on the dynamic behaviour of
epithelia.

To date very little comparative study of different cell-based
approaches has been undertaken. While there are clear strengths
and weaknesses with each approach, and therefore cases in which
it is clear which approach is valid, there are other cases in which it
is not clear. This raises the question of to what extent the results of
model simulations may be artifacts of the modelling approach used
or method of solution. It is difficult to make an accurate comparison
between different models, in order to evaluate the impact of
various assumptions on the behaviour of a model. This difficulty is
exacerbated in recent multiscale models, which may couple the
mechanical behaviour of a cell aggregate or epithelial monolayer to
other processes such as the production and transport of signalling
molecules (Smith et al., 2012; van Leeuwen et al.,, 2009). When
comparing different constitutive assumptions using the same
overall modelling approach, a computational framework is

required, which allows one to easily change the fine details of a
model and its implementation.

1.1. Aim of work

In this work we focus on a class of cell-based models of
epithelial populations termed vertex dynamics models (Hardin and
Walston, 2004). These models share the central assumption that a
cell may be approximated by a polygon (or polyhedron) whose
vertices may move in response to forces. However the precise na-
ture of the forces considered to act on cells, and the method of
implementation and simulation, differs in each model. The imple-
mentation of algorithms of this type is technically challenging, and
since the focus in much of the available literature has been pri-
marily on the scientific outputs of such models, the technical details
of their implementation have typically not been included. This
makes it very difficult to reproduce the results of such studies
(particularly in the absence of the source code), and, as a result, to
compare directly competing modelling paradigms. In this paper we
therefore give full details of all technical aspects of the imple-
mentation of the various algorithms, have made all of our code
freely available to the community (see http://www.cs.ox.ac.uk/
chaste/download.html), and have included code fragments to
explain in detail how the various models can be implemented
straightforwardly in a consistent manner.

This approach allows us to describe a fully consistent method of
simulation of the two main classes of vertex dynamics models
proposed to date. This is implemented in a consistent manner
within the Chaste framework, a multi-purpose software library that
we have developed to support computational simulations for a
wide range of biological problems. Chaste is developed using an
agile approach and comprises fully tested, industrial-grade soft-
ware (Mirams et al., 2013). Current functionality has arisen from
applications in the fields of cancer, cardiac physiology and soft-
tissue mechanics. The project began in 2005, motivated by the
observation that the modelling of a variety of physiological phe-
nomena required both a generic mathematical modelling frame-
work, and a generic simulation framework (Pitt-Francis et al.,
2009).

The implementation of the main classes of published vertex
dynamics model within the same computational framework allows
a systematic study and comparison of the models to be undertaken.
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The same solution methods underlie all of the component libraries
within Chaste, hence we can be confident that observed differences
in model simulations are due to different constitutive assumptions
rather than different methods of solution. Our aim in this work is to
provide full details of all technical aspects of the implementation of
vertex dynamics models, as well as free access to the open source
code, to allow others to understand, use and extend the models and
implementation. Using a series of well-defined biological processes
as case studies, we demonstrate the generality and versatility of
vertex dynamics models. In each case we highlight the effect of
different modelling assumptions on system behaviour.

The remainder of this paper is structured as follows. We start in
Section 2 by reviewing previous work in the area of individual
cell-based modelling, focussing on the vertex dynamics approach.
We go on to describe the governing equations and cell rear-
rangement rules for two types of vertex dynamics model, and
discuss how these models are implemented. In Section 4 we
consider a number of biological examples, which illustrate how
increasingly complex models may be implemented in a straight-
forward manner within our computational framework. We
conclude in Section 5 by summarising our work and discussing
further avenues for investigation.

2. Overview of individual cell-based modelling approaches

In this section we provide a brief overview of individual cell-
based modelling approaches, focussing on the different types of
vertex dynamics model that have been developed to describe
epithelial cell populations.

The majority of existing spatial models of tissue growth and
development treat a tissue as a continuum. Such models average
over length scales that are much larger than the typical diameter of
a cell. Cellular processes such as motility and adhesion can there-
fore only be considered in an averaged sense in a continuum
framework. It can therefore be difficult to incorporate subcellular
processes, such as signalling pathways or protein-level descriptions
of cell—cell adhesion, into such models. In addition, it is often un-
clear whether an epithelial sheet comprises enough cells to justify a
continuum approach; the intestinal crypt for example, which has
been the focus of much theoretical investigation (De Matteis et al.,
2012), contains around 300 cells in mice and 2000 cells in humans.
In some circumstances, a discrete approach may therefore be more
appropriate when modelling a system of interacting cells.

In individual cell-based models, the microscopic state of each
cell is characterized by a state vector that includes information on
the cell’s position and velocity as well as its internal biological state
(for example, the cell’'s progress through the cell cycle). Such
models provide natural candidates for modelling the behaviour of
multi-cellular systems. A number of discrete approaches have been
developed for modelling cell populations. These vary in complexity
from fixed-lattice cellular automata and the cellular Potts model to
off-lattice centre dynamics and vertex dynamics models.

In cellular automata, physical space is discretized into a fixed
lattice, on which cells can occupy sites. The rules for cell movement
are formulated in terms of cells moving between lattice sites. Cell
interactions are assumed to be spatially localized, so that a cell may
only interact with other cells that are within some small neigh-
bourhood. The current state of a cell is found using automaton rules
and the state of the cell’s neighbourhood at the previous time step.
The system may be updated using a fixed time step algorithm, using
synchronous or asynchronous updating (Lee et al., 1995), or else
using an event-driven approach based on the Gillespie algorithm
(Block et al., 2007). Although cellular automata replace laws of
motion with much simplified rules for cell movement, they can
exhibit remarkably realistic behaviour and sophisticated self-

organized structures on mesoscopic length scales (Deutsch and
Dormann, 2005).

The simplicity of the cellular automaton approach renders it
possible to simulate the interactions of large numbers of cells. This
approach can thus be used to investigate the smaller-scale struc-
tures of tissues that more sophisticated but computationally
intensive models cannot study. Despite these benefits, cellular
automata have some limitations. First, one must choose how to
partition physical space into automaton elements. In many cellular
automata a fixed regular lattice is used, which can result in artificial
spatial anisotropy and unrealistic cell behaviour; this may be
overcome through the use of fixed irregular lattices, generated by
Delaunay triangulation of random points (Block et al., 2007; Kansal
et al., 2000). Second, due to the use of a fixed lattice, difficulties can
arise in modelling cell mitosis and motility: for example, each cell
can only move a multiple of its ‘diameter’ at each time step, leading
to a discontinuous and unrealistic motion when considering indi-
vidual cell tracks. It is also difficult to incorporate processes such as
cell size changes, rigid body motions and mechanical deformations
of cells into cellular automata.

In contrast to cellular automata, the cellular Potts model (Graner
and Glazier, 1992) considers each cell to cover several lattice sites,
and so allows for more realistic cell shapes. The movement of each
cell is determined by some form of energy minimization using
Monte Carlo simulation. The cellular Potts model can incorporate
more detailed mechanical processes than cellular automata, such as
cell membrane tension, cell—cell and cell-substrate adhesion,
chemotaxis and cell volume conservation. It is also more compu-
tationally intensive than cellular automata, and thus more suitable
for the detailed modelling of smaller populations of cells. As with
fixed lattice cellular automata, it is difficult to relate experimental
quantities to parameters within the cellular Potts model. Most
notably, there is not a clear association between real time and the
time step used when simulating the cellular Potts model by the
Monte Carlo method; often the effective temperature of the system
must be fitted so that a model evolves on the ‘correct’ timescale.
Cell surface-energy simulations can also encounter problems due
to the artificial anisotropies of a lattice geometry.

One can overcome some of the problems associated with
cellular automata and the cellular Potts model by using off-lattice
models. These allow continuous cell positions and enable the
study of mechanical effects on cell populations in a straightfor-
ward manner. Off-lattice models offer a more physically realistic
view of cell population dynamics, and may be parameterized by
biophysical and kinetic parameters that can be determined
experimentally.

Off-lattice models generally take one of three approaches to
describing cell shape. Cells can be modelled either as quasi-
spherical particles (Drasdo and Hohme, 1995) or deformable el-
lipsoids (Dallon and Othmer, 2004), which deform during mitosis
and cell interactions, or else as Voronoi polygons or polyhedra
(Meineke et al., 2001). Monte Carlo methods or Langevin equations
are then used to simulate cell dynamics. Cell shape is not explicitly
described in either the quasi-spherical particle or deformable
ellipsoid formulations, and there is no explicit control of cell vol-
ume in the former. Thus details such as the elongation of cell
shapes, as is observed when epithelial cells switch to fibroblast-like
migration, cannot be accounted for using these approaches. These
details are important in some circumstances. In the Voronoi
approach, the spatial position of each cell is identified by its centre.
The shape of the cell is defined to be the set of points in space that
are nearer to the centre of the cell than the centres of any other cell.
Voronoi diagrams generally provide a good fit to epithelial sheets
with packed, polygonal-shaped cells. A cell’s Voronoi contact sur-
face is likely to be more realistic than its quasi-spherical contact
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surface, especially in dense tissues with many neighbouring cells.
Unfortunately, the Voronoi approach does not control cell volume.
To be physically realistic, a discrete cell population model must
include an explicit representation of cell shape and explicit volume
control, as well as cell growth regulation and control mechanisms.
In vertex dynamics models, each cell is modelled as a polygon (or
polyhedron in three dimensions), which represents the cell’s
membrane. Rules are set up to define how each vertex moves, based
for example on the location of connected vertices and the surface
area and volume of neighbouring cells. Thus it is the cell vertices,
rather than the cell centres, which are allowed to move. Further
rules may be employed for cell birth, cell death and cell rear-
rangement processes. Vertex dynamics models are particularly
suited to the modelling of differential cell—cell adhesion. This is
because connected vertices define the contact area between
neighbouring cells. As the cell is defined by its boundary it is
straightforward to couple cell volume to subcellular processes, such
as mitosis, allowing processes such as contact inhibition to be
considered. It is not as easy to include differential cell-substrate
adhesion, however, since any change in drag terms on vertex
movement would depend on all cells surrounding the vertex.

2.1. Vertex dynamics approaches

Vertex dynamics models have been used extensively to inves-
tigate the mechanisms and mechanics of autonomous epithelial
monolayer deformations, which are of considerable importance in
development, wound healing and tumour growth (Hardin and
Walston, 2004). We now summarize previous work done in this
field. A more comprehensive review of vertex dynamics models (up
to 2004) and their relation to lattice-based and cell-centre models
can be found in Brodland (2004). Hardin and Walston (2004) re-
view the mechanisms and mechanics of rearrangements of
epithelial sheets and compare them to those of non-epithelial
‘deep’ cells.

In this study we choose to focus on the models developed by
Honda and co-workers and Weliky and co-workers, as these share
the key aspects of most other vertex dynamics formulations,
notably the assumption that cells move in response to mechanical
forces in an overdamped manner. The evolution of each cell in these
models is governed by motion of its vertices, which are typically
assumed to obey deterministic equations of motion. It is standard
to make the simplifying assumption that the motion of vertices is
overdamped (Drasdo, 2000), and inertial terms are small compared
to dissipative terms. This leads to first-order dynamics, with the
evolution of the position r; of vertex i determined by

m% = F, (1)
where Fj(t) denotes the total force acting on vertex i at time t and »;
denotes its drag coefficient.

The main difference between the models by Honda and co-
workers and Weliky and co-workers lies in the definition of the
force F;. In the work of Honda and co-workers (Honda and Eguchi,
1980), a free energy function is specified, whose gradient is
assumed to exert a force on each vertex. In contrast, in the work of
Weliky and Oster (1990)) the forces acting on each vertex are given
explicitly. Further details on these contrasting approaches are given
in Sections 3.1 and 3.2.

2.1.1. Honda and co-workers

One of the earliest studies of vertex dynamics models was un-
dertaken by Honda and Eguchi (1980), who consider a simplified
two-dimensional cell aggregate with no gaps or overlaps. Their

model has been applied to wound healing (Nagai and Honda, 2006)
and has also been extended to three dimensions using polyhedra
(Honda et al., 2004). This model was used for determining how a
two-dimensional cell aggregate might change into another one
whose total boundary length is shorter that of the original, without
reducing the area of each cell. In further work, (Honda et al., 1982)
study the process of corneal cell rearrangement as it proceeds
without cell division. The model requires the assumption of
boundary shortening, in which each cell evolves to minimize its
total boundary length. The authors interpret this process as a
function of the cellular contractile machinery, including actin.

In other work, (Honda et al., 1986) consider an example of
checker-board formation: the luminal surface of the oviduct
epithelium of an adult Japanese quail. The model includes two cell
types: ciliated cells and gland cells. During sexual maturation, the
cell pattern develops from a kagome-like pattern (hexagons sur-
rounded by triangles) to a checker-board pattern. Assuming that
adhesion is stronger between unlike cells than between like cells
results in an ideal checker-board pattern, because all cell bound-
aries are edges along which unlike cells meet. In contrast, assuming
that the boundary length of the cell pattern is minimized (caused
by contraction of bundles of microfilaments running along lateral
boundaries of the columnar epithelial cells while keeping contact
between neighbouring cells) results in a honeycomb pattern. In
reality, these two processes balance.

More recently (Nagai and Honda, 2001) use computational
simulations to assess the ability of their vertex dynamics model of
an epithelial monolayer to reproduce the ‘honeycomb’ pattern that
is characteristic of such tissues. The authors have also investigated
how cells within a three-dimensional aggregate are able to move
and rearrange themselves despite the absence of free space (Honda
et al,, 2004). The authors examine the viscoelastic properties of the
aggregate, in which an external force flattening a cell aggregate (e.g.
centrifugation) quickly causes component cells to flatten, but after a
delay the cells slowly rearrange to recover their original shape;
although the cell aggregate remains flat. When a cell aggregate
undergoes a mechanical deformation, it relaxes like an elastic
material on short timescales, and like a viscous fluid on long
timescales.

2.1.2. Weliky and co-workers

A distinct vertex dynamics approach has been developed by
Weliky and co-workers, in which intra- and inter-cellular forces are
modelled explicitly (Weliky and Oster, 1990). The authors consider
the network of vertices to be attached by ‘zero-stiffness’ rods, and
assume that the cytocortical pressure is the same at each cell node,
and varies inversely with the cell area. Nodal pressure is assumed to
drive cell protrusion, while nodal tensions drive contraction. This
model has been used to study the behaviour of the epidermal
enveloping layer during epiboly, the developmental process in
which an embryo is encompassed by the ectoderm, in the teleost
fish Fundulus. As cell rearrangements only are considered, this
study did not incorporate cell proliferation.

In further work, (Weliky et al., 1991) extended their model to
investigate cell behaviour during notochord morphogenesis in
Xenopus laevis. The authors test whether a number of hypothesised
cell behaviours are required for a vertex dynamics model of noto-
chord morphogenesis in Xenopus leavis to reproduce the qualitative
features observed experimentally. The authors show that only the
combination of refractory boundaries, contact inhibition and
polarized protrusive activity reproduces normal notochord devel-
opment. Hence, these phenomena may cooperate to produce the
coordinated cell movements witnessed within the developing
notochord. In addition to vertices at each three-cell junction (where
each vertex, not on the boundary, is contained in three cells, as is
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the case in alternative models) the authors introduce vertices along
the common boundaries between cells, to allow for ‘curved’ sur-
faces. Protrusions are absent in notochord cells where they contact
adjacent somitic mesoderm. This is modelled by inhibiting pro-
trusive activity at vertices on the cell sheet boundary. Motile cells
are modelled as either unidirectionally or bidirectionally protru-
sive. Unidirectionally protrusive cells are modelled by randomly
selecting a single cell vertex to protrude; these cells generally tend
to remain isodiametric. Bidirectionally protruding cells are
modelled by restricting protrusive activity to two new vertices
located at opposite ends of the cell. In the absence of cell—cell in-
teractions, cells exhibit directional persistence such that they tend
to maintain their direction of motion. Cells interact with each other
by contact inhibition of protrusive activity. Persistence of motion is
modelled by assigning probabilities to each cell vertex, which al-
lows a cell to change direction at each time step.

2.1.3. Other models

In addition to the various approaches described above, a number
of other studies have been undertaken using vertex dynamics
models. Brodland and co-workers have developed a vertex dy-
namics model based upon a finite element formulation, which has
been used to describe the sorting of different cell types due to the
cells’ different adhesive properties (Brodland and Chen, 2000a,
2000b). In further work, (Brodland and Veldhuis, 2002) consider
the interactions between mitosis and cell shape and epithelium
deformations. Unlike other vertex dynamics models, these authors’
model calculates the mechanical effect of the cytoplasm based on
strain fields within the cell. A drawback with this model is a stiff-
ening artifact associated with short cell edges (Brodland, 2007). In
other work, (Farhadifar et al., 2007) use a vertex dynamics model to
investigate the mechanism(s) by which cells in the Drosophila wing
epithelium convert from an irregular to a hexagonal array shortly
before hair formation. The authors take into account cell elasticity
and junctional forces arising from cortical contractility and adhe-
sion. The authors find that two different types of relaxed configu-
rations occur: a solid-like hexagonal network and a liquid-like soft
network.

As well as being used to gain insight into self-organization in
epithelial tissues, vertex dynamics models have been used in the
context of plant development. (Rudge and Haseloff, 2005) develop
a computational model of plant morphogenesis at the cellular level.
The authors include cell—cell signalling by diffusion of morpho-
gens, as well as genetic regulation. Polar cell behaviour is included.
The model is shown to reproduce plant-like cell proliferation, co-
ordination of growth zones, and specification of cell behaviour by
lineage and position.

3. Technical details of implementation of vertex dynamics
models of epithelial monolayers

In this section we describe the specific constitutitve assump-
tions made in each of the main classes of vertex dynamics model
described above. We also provide full technical details of how such
models are simulated in Chaste, and how various cell rearrange-
ment processes associated with movement, cell division and cell
death are implemented in practice.

In a vertex dynamics model of an epithelial monolayer, each cell
is modelled as a polygon (in 2D) or polyhedron (in 3D), whose
vertices may move. It is common to make the simplifying
assumption that all cells in a monolayer are the same height, which
allows one to treat the cells as two-dimensional, thereby reducing
the complexity of the problem. We refer to the collection of
polygonal cells as a ‘mesh’, which comprises a set of ‘elements’ and
‘vertices’. Each vertex is a point in space, defined by its location and

a unique identifying index; while each element is a polygon,
defined by an ordered list of vertex indices and a unique identifying
index. We refer to a pair of neighbouring vertices within an element
as an ‘edge’. Fig. 1 illustrates the structure of the vertex mesh. We
require that each vertex that is not on the edge of the mesh is
contained in exactly three elements and vertices on the boundary
of the mesh are in either one or two elements. This is analogous to
Plateau’s equilibrium rules in foams (Taylor, 1976). If the mesh is in
this initial state then it will remain so as it evolves. The evolution of
the mesh is defined by the following processes:

1. equations of motion are defined to specify how vertices move in
relation to each other, as described in Section 2.1;

2. elements may move past each other as a result of the mesh
undergoing local rearrangement (see Section 3.4);

3. elements may divide into two as a result of cell division (see
Section 3.5);

4. elements may be removed from the mesh as a result of cell
death (see Section 3.5).

Each element in this mesh is associated with a cell, which can
influence the evolution of the monolayer through the above pro-
cesses by changing parameters and/or inducing cell division or
death. These processes are discussed in the following sections.

We now discuss in more detail the methods used to define F; in
each of the three classes of vertex dynamics model outlined in
Section 2.1. We note that for specific, well-defined experimental
protocols it is possible to calibrate complex off-lattice models
(Sandersius et al., 2011). In general however, the extent to which
each of these models have been validated against data or biological
knowledge varies, and the extent to which model parameters are
experimentally accessible also varies. In all three classes of model
we adopt the notation that at time t, the monolayer comprises N(t)
cells of constant height (thus allowing us to treat the aggregate as
two-dimensional), and that each cell k is associated with ng(t)
vertices.

3.1. Honda and co-workers

The approach developed by Honda and co-workers, as discussed
in Section 2.1.1, is to neglect the detailed biomechanical mecha-
nisms underlying force generation with cells. Instead the authors
propose phenomenological expressions describing constraints
associated with the limited ability of each cell to undergo elastic

Fig. 1. Example vertex mesh. The monolayer is comprised of connected non-
overlapping polygons with varying numbers of vertices.
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deformations, volumetric changes and other movements due to
adhesion to other cells. The authors define a ‘work function’ or ‘free
energy’ U, which is intended to capture the main contributions to
the potential energy of the system. This is then used to derive the
force acting on each vertex. The total free energy is comprised of
three parts: a deformation energy, Up, a membrane surface tension
energy, Us and a cell—cell adhesion energy, Ug,

N
U:UD+U5+UA=Z(U§+U§+U§)A 2)
k=1

Here the sum is taken over all cells in the monolayer. The
deformation energy term, UE, aims to ensure that each cell k attains
a target volume. It is defined by

UK = AAc— Ao’ (3)

where 1 is a positive constant analogous to an elastic constant, Ay, is
the target area for cell k (which can change over time, for example
as a result of cell growth and division), and A is the current area of
cell k. For a non-self-intersecting (simple) polygon whose n(t)
vertices have positions {(x;, Yj)}}:(} (at time t) ordered counter-
clockwise, the area Ay is given by

le—]

1
Ay = 5 Z <ij’]+1 *Xjﬂyj') . (4)

Note that the sign of the area expression (4), without the ab-
solute value, can be used to determine the ordering of the vertices
of the polygon. If the sign is positive, then the polygon vertices are
ordered counter-clockwise about the normal; otherwise they are
ordered clockwise.

The membrane surface energy, U§, aims to conserve cell mem-
brane length and acts to drive each cell k to a circular/spherical
shape. It is defined by

Uk = B(C — Co,)*, (5)

where (8 is a positive constant, Cp, is the target perimeter for cell k,
and Cy is the perimeter of cell k. The natural perimeter is the
circumference of a circular cell of area Ay,,

C()k = 2ﬁ/TCAOk- (6)

This functional form is chosen as cells in free suspension will
tend to a circular shape. The cell—cell adhesion energy, Uﬁ, rep-
resents the free energy associated with bonds between each cell k
and its neighbours. It is defined by

n—1

Uk = > vijdiy, (7)
j=o

where vy is a positive constant dependent on the cell types in
contact and d is the distance between the jth vertex of cell k and
the next in an anticlockwise direction. Different cell types can
have selective cell—cell adhesion, due to the different types of
cadherin junctions and other cell—cell bonds in contact. A lower
value of vy ; represents a more stable or favourable contact be-
tween cell types.

The gradient of free energy VU is assumed to exert a force on
each vertex of the monolayer. Therefore we can define the force
applied to vertex i as

F, = -v;U
2 , Ml
= -Vi > | AMAk—Ao)" +B(Ce—Co)” + D vijdij |-
KeN =0

(8)

where V;U = VU|,_, and N; denotes the set of element indices
corresponding to cells that contain vertex i. In practice, we compute
the right hand side of Equation (8) as described in Appendix A. An
advantage of this model over the model proposed by Weliky and
co-workers is that it permits contact-area dependent cell—cell
adhesion as well as cell-volume control.

3.2. Weliky and co-workers

The approach developed by Weliky and co-workers, discussed
in Section 2.1.2, is based on the assumption that deformation of the
cortical actomyosin cytogel is the primary mechanism underlying
force generation. This involves cellular protrusion, arising from the
hydrostatic and osmotic pressure within the actin gel and elastic
forces due to actin polymer fibres; and cellular contraction, due to
the movement of circumferential actin microfilament bundles and
adherens junctions with neighbouring cells.

Based on these considerations, the authors assume that three
components contribute to the force on each vertex from each cell
containing that vertex. The first two terms describe the tensions in
the cell wall, which act in the direction of the cell membrane and
are proportional to the perimeter of the cell. The third term de-
scribes the cytocortical pressure, which is the difference between
the osmotic pressure tending to expand the cytogel and the
restraining elastic pressure generated by the actin polymer fibres,
and which is assumed for simplicity to be inversely proportional to
the total area of the cell, and directed such that it bisects the in-
ternal angle at the vertex.

Let m;(t) be the number of elements containing vertex i at time
t, then the total force acting on the vertex, Fj(t), is the sum of net
forces f originating from each cell k containing the vertex, given
by

m; m;
Fi= ) fi = > [pf+tf+tf] 9)
k=1 k=1
where
PP} - -
pl = A_,l" th = kt;C,, and th = «t;Cy, (10)
K

are the components of force due to the internal pressure of the
cell and the surface tension in each adjacent edge, respectively.
The vector f)f is a unit vector, outwards from the cell, bisecting
the angle between adjacent edges, and t; and t;, are unit vectors
parallel to the edge connecting adjacent vertices. These unit

Fig. 2. Direction of f)f‘, t; and t; for vertex i, contained in element k. The adjacent
vertices are labelled [ and r.
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vectors are illustrated in Fig. 2. As before, the cross-sectional
area and perimeter of each cell k are denoted by Ax and Ci
respectively. The parameter p is used to represent a cell’s
resistance to changes in cross-sectional area and « denotes the
elastic modulus of the cell boundary (Weliky and Oster, 1990).
These parameters are analogous to the parameters A and g,
respectively, in the model of Honda and co-workers described
above. However, the effect of varying these parameters is
different in each model. For example, increasing A causes cells to
be more resistant to changes in cross-sectional area, while
increasing p leads to cells equilibrating to a smaller size; the
latter is controlled by the parameter Ay, in the model of Honda
and co-workers.

3.3. Modifications to the model by Weliky and co-workers

In this section we propose two modifications of the model
proposed by Weliky and co-workers, detailed in Section 3.2. These
allow the model to be applied to the types of example considered in
Section 4, and which enable us to more fully compare the two
approaches.

We first note that the model by Weliky and co-workers leads to
elements whose areas vary as the number of vertices are increased,
as shown in Fig. 3. Therefore, the model as presented in (Weliky and
Oster, 1990) is not suitable for modelling cells with a specified
target area. We therefore propose the following modification to the
Weliky—Oster force laws (9)—(10) so that the equilibrium element
area no longer depends on the number of vertices in the element. In
order to deduce how the equilibrium area of an element depends
on the number of vertices we consider an individual cell comprised
of ny vertices, arranged as a regular polygon. When the element is in
an equilibrium state the forces exerted on each vertex are balanced.
Balancing the forces pﬁ‘, t{‘, and t{fr as defined in Equation (10) at each
vertex in the element gives

p . (T
— = 2kC; sin (—)
Ak k ny

The area, Ak, and perimeter, Ci, of a regular polygon can be
related by the following relationship (Coxeter, 1973):

CZ cot <n1k>
==,

(11)

Ar (12)

Combining (11) and (12) to remove Cy yields the resting area of
the element as
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Ag= | ——F~ (13)
4k /N sin (%)

Fig. 3(a) demonstrates that there is exact agreement between
this theoretical equilibrium area and simulations up to 20 vertices.
This observation of area dependence for each element k leads to a
modified force model, in which the parameter p in (10) is modified
to depend on the number of vertices ny by

. (T o
p = 4Ap K sin (—) ny tan (—),
g ny : ny

where Ay, is the target area of element k. From here on we refer to
this model as the modified Weliky—Oster model.

Fig. 3(b) shows how the equilibrium area varies with the num-
ber of vertices for both the modified Weliky—Oster model and the
Nagai-Honda model (with Ag, = 1.0). We see that in both models
the equilibrium area is equal to one for a sufficiently large value of
nk. The equilibrium area is less than one in the Nagai—Honda model
when using a relatively small value of nj, because the target
perimeter is chosen assuming the element approximates a circle, as
seen in Equation (6).

Our second modification involves the introduction of a force
component representing membrane stiffness. This modification is
required because in the case of the model by Weliky and co-
workers, under conditions of high proliferation or compression,
elements of the mesh can become non-convex and even self-
intersect. To avoid these problems, here we describe an addi-
tional component for the Weliky—Oster force law, which represents
resistance of the cell membrane to deformations from equilibrium.
Let m;(t) be the number of elements containing vertex i at time ¢,
then the total force acting on the vertex, Fj(t), is the sum of the net
forces fy originating from each cell k containing the vertex, given by

L 4L ko pk\k
F=> f = Z'Yk(ai —00) P
k=1

k=1
Here 0’6 denotes the target angle and is given by 0{; = 27/ny,
where ny is the number of vertices in element k; the vector ﬁ,-‘ isa
unit vector, outwards from the cell, as used for the Weliky—Oster
model in Section 3.2; and ny is a positive integer (taken to be 3 in all
examples in this study). This extra force term is intended to
represent the reaction of the cytoskeleton and other cellular

(14)

(15)

10 15 20
Number of vertices

(a)

10 1
Number of vertices

(b)

Fig. 3. How the equilibrium area of a single cell depends on its number of vertices, in the absence of any interactions with neighbouring cells. (a) The Weliky—Oster model; crosses
represent the results of simulation and circles represent the analytical equilibrium area given by Equation (13). (b) The modified Weliky—Oster model (circles) and the Nagai—Honda

model (crosses).
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components to a large external force. The force acts to maintain the
equilibrium angle at element vertices and thus preserve element
convexity. In biological systems where natural elongation of
epithelial cells occurs, the target angle 05 may be modified
accordingly. Note that while the precise form of the bending force
defined in Equation (15) is chosen by us phenomenologically, a
bending force with the same functional form but with ng = 1 was
proposed in a recent theoretical study of cell migration in the
mouse embryo (Trichas et al., 2012). This is equivalent to the
standard bond bending force associated with the angle between
each pair of successive bonds in models of polymer chains (Allen
and Tildesley, 1989). Evaluation of the effect of the precise func-
tional form of such a bending force on the tissue-level behaviour
will be a focus of future work.

3.4. Mesh restructuring operations

Independent of the chosen model for vertex movement, we
need to ensure that the elements are always non-intersecting and
to allow cells (or their associated elements) to form and break
bonds. In order to achieve this we consider three types of
elementary operations (Nagai and Honda, 2001, 2006). These op-
erations are: edge rearrangement (a T1 swap); element removal (a
T2 swap); and element intersection (a T3 swap). We emphasize that
the need for these operations does not arise simply as a result of
taking too large a time step when solving the equations of motion
numerically. Rather, such rearrangements are necessary because
each of the vertex dynamics models considered results in finite
forces acting on a cell’s vertices arbitrarily far from equilibrium; we
do not consider ‘hard body’ interactions.

3.4.1. T1 swap — edge rearrangement

Element rearrangement, also known as a T1 swap, occurs when
two vertices i, j are located less than a minimum threshold distance
dmin apart (Nagai and Honda, 2001), as shown in Fig. 4(a) and (b).
This distance is much smaller than a typical element size; we un-
dertake a full investigation of the effect of varying this and other
model parameters on mechanical behaviour in a forthcoming
study. The vertices are moved and placed a distance dsep apart
where dsep = Ksepdmin, where ksep is known as the separation ratio.
This rearrangement ensures that any vertex that is not on the
boundary of the mesh is always contained in exactly three ele-
ments. If the vertex is on the boundary of the mesh then it is
contained in one or two elements. The rearrangement also occurs
when the short edge is on the boundary of the mesh, as shown in
Fig. 4(c) and (d). This process allows elements on the boundary of
the mesh to maintain a realistic polygonal shape. A special case for
this type of rearrangement is if the two neighbouring vertices are
only contained in a single element: in this case the two vertices are
merged, as shown in Fig. 5.

(b)

3.4.2. T2 swap — element removal

If a triangular element becomes smaller than a given threshold,
Amin, it is removed from the mesh and the cell associated with the
element is removed from the simulation, as shown in Fig. 5(c) and
(d). In order for the element to become small enough to be
removed, during the course of a simulation, the target area for the
element must be small. For example, this would be the case if the
cell associated with the element were apoptotic. A general element
(with any number of vertices) will become triangular through a
series of T1 swaps as it shrinks in size. This is illustrated in Fig. 6.
Note that a void in the mesh may also be removed through a T2
swap. The values of the threshold parameters Apjn and dpj, must be
chosen so that this progression can occur.

3.4.3. T3 swap — element intersection

To allow the simulation of monolayers with voids (in applica-
tions such as wound healing) and free moving boundaries we need
to define what happens when elements intersect. If a vertex in-
tersects the edge of another element then the vertex is incorpo-
rated into the element. This process is known as element
intersection or a T3 swap. There are four main classes of element
intersections, depending on the number of elements containing the
intersecting element and the connectivity of the intersecting and
intersected elements. The intersections for each of these classes are
shown in Fig. 7. New vertices created in the rearrangements are
always at least dsep away from existing vertices. If an intersecting
vertex is within a distance dpin, of another vertex then it is moved to
be a distance dsep away from the existing vertex before the rear-
rangement occurs. If an edge is too short to accommodate the new
vertices then the vertices at the ends of the edge are moved apart
(extending equally along the edge) to make space for them. The
inclusion of this cell rearrangement process allows for the simu-
lation of genuine free and moving boundary problems, in contrast
to most published examples of vertex dynamics models.

3.4.4. Node switch — internal element intersection

For some force laws it is possible that an element becomes
concave. Moreover this element could become self-intersecting, if
this happens then the model breaks down. In order to deal with this
situation one could impose that all force laws ensure that elements
remain concave. However, this is not practical as all published
models may exhibit convex elements under certain conditions,
such as hyper-proliferation or compression. Here we propose a new
kind of rearrangement known as a node switch which reorders the
nodes in an element (and the connected elements) once the
element becomes self-intersecting. Fig. 8 illustrates how internal
element intersections may be resolved. It is important to note that
for a complex intersection, as illustrated in Fig. 8(d), any restruc-
turing operation would result in two elements so are not consid-
ered here.

Void

(c) (d)

Fig. 4. Illustration of element rearrangement. Connections are broken between elements A and C and a new connection is formed between elements B and D. (a), (b): The case
where all elements are present. (c), (d): The same rearrangement happens if any of the elements A—D are missing, for example if the short edge is on the boundary of the mesh.
Areas not contained in the mesh are labelled as ‘Void'. Vertices on the boundary of the mesh are denoted by open circles while internal vertices are denoted by filled circles.
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Void Void
X]] in

(a) (b)

a

(c)

Fig. 5. Illustration of vertex merging and element removal. (a)—(b): Merging vertices. Areas not contained in the mesh are labelled as ‘Void". (c)—(d) Element removal. A triangular
element is removed from the mesh if its area is below a given threshold. The removal is such that each vertex will still be contained in exactly three elements.

3.5. Element division and removal

It is usual to assume that when cells undergo mitosis, they split
into two equal areas (Brodland and Veldhuis, 2002). To implement
cell division, first an angle of mitosis must be chosen. This may be
drawn from a uniform distribution for isotropic cell division, or in
the direction of the shortest axis through the cell’s centroid (see
Appendix B), or biased in a certain direction if directed proliferation
and cell polarity are considered. Two new vertices are placed at the
intersection between the dividing line that passes through the cell’s
centroid and its cell perimeter, thereby creating two daughter cells
from a single parent cell. The element is divided into two new el-
ements using this division axis, as shown in Fig. 9.

In addition to the removal of small triangular elements via a T2
swap (as described in Section 3.4.2), general elements can be
removed from the mesh, causing a void to be formed. An example
of this is shown in Fig. 9(c) and (d). There are therefore two possible
mechanisms for modelling the death of cells in an epithelial layer:
either the cell dies instantaneously via necrosis and the element
associated with the cell is removed, forming a void; or the cell
becomes apoptotic and shrinks until it is destroyed. In the latter
case, the target area of the associated element is decreased until the
element becomes small and triangular (see Fig. 6) and is removed
by a T2 swap, leaving a continuous monolayer.

3.6. Numerical implementation and details of timestepping
algorithm

The composition and structure of the monolayer is updated
using the following algorithm. In practice we discretize time with
time step At so that time t" = mAt, and we let 1" = r;(t™),
F' = F;(t™) etc. Then, starting from an initial configuration r?, for
each time step we:

1. update cell properties from any subcellular model;

2. implement any required mesh restructuring operations;

3. loop over elements/cells to calculate the forces applied at each
vertex, F;, using chosen force law;

4, update the positions of all vertices simultaneously.

At each time step, any required mesh restructuring operations
(T1, T2 or T3 swaps or element divisions) are performed

poghine

sequentially, looping over each element and node in order of
ascending index. Since each type of rearrangement is a local
restructuring operation, the choice of implementation is unlikely to
significantly affect the configuration at the next time step, as long
as a sufficiently small time step is chosen such that cells are unlikely
to require multiple restructuring operations occurring in a single
time step. We solve the equations of motion (1) numerically using a
simple forward Euler discretization. The displacement of each
vertex i within a small time interval At is thus given by

r(t 4 AL = ri(t) +%Fi<r>. (16)

Equation (16) is solved for all vertices in parallel in order to avoid
any bias associated with sequential updating of vertex positions. As
this numerical method is explicit, we must choose a sufficiently
small time step to maintain the stability of the algorithm. If At is too
large, then the numerical solution may exhibit spurious oscillations
or grow without limit and eventually fail. For each example pre-
sented in Section 4, we provide the time step used, but we have also
run each simulation with a smaller value of At to verify stability.

It is possible to use more accurate higher order methods to solve
the equations of motion, such as the Adams—Bashforth or the
Runge—Kutta methods (Iserles, 2009), a variant of which is used by
Honda and co-workers (Nagai and Honda, 2001). An alternative
approach is to implement adaptive timestepping, in which At is
allowed to vary depending on the state of the simulation: one
would expect that a large time step would be reasonable close to
equilibrium. In either case, the usual benefit of using a more
complex updating scheme is the ability to use a larger time step.
However, in the case of vertex dynamics simulations far from
equilibrium, this benefit is largely negated because the size of time
step is constrained by the need to capture the dynamics of cell
rearrangement processes and cell division or death. This issue may
be compounded by the inclusion of detailed models of subcellular
processes, which may be updated at a greater temporal resolution
than the cell locations, and hence would need to be interpolated
when using higher order methods. We therefore consider a simple
forward Euler scheme to be sufficient for the present study.

In order to avoid elements intersecting each other, as illustrated
in Fig. 7, the movement of vertices may need to be restricted. At a
single time step the maximum distance a vertex may move is dm;n/
2, where dp, is as described in Section 3.4.1. If this threshold is

AN

Fig. 6. Progression of a general element to a triangular element through a series of T1 swaps. The resulting triangular element may now be removed through a T2 swap.
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Void N / Void  Void N\ / Void /L—Qi >_41
(a) (b) (c) (d)

Fig. 7. lllustration of methods for element intersection. Intersecting vertices are shown by open circles. All new vertices created are placed a distance dse, apart, using the
intersection of the vertex and the edge as a midpoint where necessary. Areas not contained in the mesh are labelled as ‘Void'. Vertices on the boundary of the mesh are denoted by

open circles while internal vertices are denoted by filled circles.

() (b) (c) (d)

Fig. 8. The possible cases for a self-intersecting element. (a) A simple vertex element. (b) The vertices have moved such that the bottom left vertex is intersecting a neighbouring
element; here the vertex has crossed a neighbouring edge, so a node switch may be undertaken, (c), to resolve the issue. In the case where the vertex crosses an edge more than one
vertex away from the intersecting node, (d), the intersection cannot be resolved without splitting the element into two new elements.

reached then a smaller time step must be used to ensure accurate
solution of the equations of motion (1).

3.6.1. Implementation within the Chaste framework

The models described in Sections 3.1 and 3.2 have been imple-
mented within Chaste. The Chaste framework employs a test-
driven approach to software development (Pitt-Francis et al.,
2009), and thus cell-based model simulations are implemented as
test suites written using the C++ library CxxTest,” which is a light-
weight portable testing framework. Chaste is open source software
and available for free download from http://www.cs.ox.ac.uk/
chaste/download.html. Versions 3.0 and earlier used the GNU
LGPL 2.1 licence, while versions 3.1 and later are being made
available under the 3-clause BSD licence.

The main Chaste code has been written in C++ because it is a
fast, object-oriented language, which allows for testing, generality
and extensibility. In the next section we include a number of code
fragments that illustrate the structure of cell-based simulations in
Chaste. Further documentation on the codebase is available on the
Chaste developers’ wiki at https://chaste.cs.ox.ac.uk/cgi-bin/trac.
cgi/wiki, sections of which are available for public browsing. All
code used to implement vertex dynamics models and to generate
results presented in this work is based on release 3.1 of Chaste. This
code may be downloaded as the user project VertexCompar-
ison2012, which comprises a number of C++ classes and associated
test suites, from http://www.cs.ox.ac.uk/chaste/download.html.

2 http://cxxtest.tigris.org.

4. Example simulations

In this section we demonstrate the implementation of vertex
dynamics models within our computational framework using a
number of case studies, chosen to illustrate the flexibility and
generality of this modelling approach. We begin by comparing the
behaviour of the two models (Nagai—Honda and Weliky—Oster) in
three examples: the growth of a planar epithelial monolayer; a
simple wound healing assay; and active cell migration. We then
illustrate how further complexity may be implemented in such
models, using two further examples: the growth and movement of
cells in restricted geometries; and autonomous sorting of hetero-
typic cell populations.

4.1. Monolayer growth

As a first example, we consider a vertex dynamics model of a
monolayer cell culture. This example demonstrates the basic
properties of such a model and comprises a population of cells that
undergo mitosis in a stochastic manner and interact mechanically
via each of the force laws described in Section 3.

Monolayers grown from tumour cell lines are a common in vitro
cell culture system used to study the early stages of tumour growth.
Monolayers are formed when cells are cultured on a flat substrate
under nutrient-rich conditions. Once seeded, the cell population
initially grows at an exponential rate, as cells experience optimal
growth conditions. Growth then slows as cells come into contact
with one another and form colonies, which grow more slowly, at a
rate dependent on the cell type and culture conditions. Eventually a
confluent monolayer approximately one cell high is formed, in
which each cell is attached via focal adhesions to the substrate and


http://www.cs.ox.ac.uk/chaste/download.html
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https://chaste.cs.ox.ac.uk/cgi-bin/trac.cgi/wiki
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(a) (b)

(©)

Fig. 9. Example of element division and removal. (a)—(b) Element division. (c)—(d) An element, marked A in (c), is removed from the mesh in (d). Vertices on the boundary of the

mesh are denoted by open circles while internal vertices are denoted by filled circles.

to its neighbouring cells. At this stage normal cells stop prolifer-
ating as a result of contact inhibition. Many tumours accumulate
mutations that allow cells to escape growth control signals,
resulting in reduced cell—cell adhesion and hyper-proliferation
(Hirohashi, 1998). Despite their relative simplicity, monolayers
have several advantages over other in vitro cell culture systems,
such as ease of culture, low expense and reproducibility.

4.1.1. Previous work

A number of off-lattice cell-based models have been developed
to simulate the growth of monolayers. Such models have mostly
employed a cell-centre dynamics description. Drasdo and Hohme
(2003) develop a cell-centre dynamics model of monolayer
growth that takes account of limited compressibility and deform-
ability and cell—cell adhesion. The authors simulate their model
using a Metropolis algorithm (Metropolis et al., 1953) to integrate a
master equation for the cell configuration. They find initial expo-
nential growth, reducing to power-law growth with the number of
cells increasing quadratically for large times. In the model this
transition occurs as a result of the excluded volume effect, a form of
contact inhibition. In other work, (Galle et al., 2005) use a cell-
centre dynamics model to study the effect of normal and mal-
functioning growth regulation and control on the spatiotemporal
organization of epithelial cell populations. They model the dy-
namics of each cell by Langevin equations using an ‘overlapping
spheres’ approach to define cell neighbours. To model cell-
substrate contact-dependent regulation of proliferation and anoi-
kis, the authors assume that a cell cannot proliferate and enters a
quiescent state if its cell-substrate contact area is less than some
threshold, and that a cell undergoes anchorage-dependent anoikis
with a defined rate if its cell-substrate contact area is less than
another threshold. In further work, (Galle et al.,, 2009) use their
model to show that intracellular feedback on cell contact formation
can be a source of epithelial monolayer stability and tissue
homeostasis.

4.1.2. Our implementation

In this example we consider a simple vertex dynamics model of
a growing monolayer culture, which couples either the Nagai—
Honda or modified Weliky—Oster (with additional membrane
deformation force) model of cell mechanics with a simple sto-
chastic model of cell proliferation that takes into account contact
inhibition of cell division under high levels of compression. We
make the simplifying approximation that a cell’s state of
compression, which may be interpreted as the intracellular ‘pres-
sure’, is inversely proportional to its area. We therefore implement
contact inhibition of cell proliferation as follows. Each newly
divided cell is assigned a random variable Tcyce, drawn from the
uniform distribution U[10, 14], which dictates the length of its cell
cycle under normal conditions. At each time step t,;, = nAt, after
solving the equations of motion numerically and updating vertex
positions, we compute the area A; of each cell i in the monolayer. If
A; < ¢Ap, where ¢e (0, 1), then we increment the value of Teyce for

cell i by At. Here the threshold parameter ¢ is a measure of a cell’s
sensitivity to its state of compression. The cell must thus spend an
additional duration A in its cell cycle before undergoing mitosis. In
this way, we allow for cell proliferation to be affected by transient
periods of high stress, followed by relaxation. The process of
mitosis is assumed to last a constant duration Tpjtosis for all cells.

A free boundary is implemented on the monolayer, with no
modification being made in the force on each boundary vertex
(easily identified as any vertex belonging to a maximum of two
cells). Note that in other studies a specialised ‘boundary force’ has
been proposed for boundary vertices in order to ensure a smooth
and circular boundary and avoid boundary edges from shrinking
(Canela-Xandri et al., 2011; Trichas et al., 2012).

The model parameter values used in these simulations are
provided in Tables 1 and 2. Note that in the case of dpjp, a value of
0.2 is used by Honda and Eguchi (1980) and Nagai and Honda
(2006); we have chosen a smaller value in order to postpone the
occurrence of T1 swaps. Varying the value of dni, does not quali-
tatively alter results. In the case of 7, a value of 0.1 is used by Nagai
and Honda (2006)); we use a different time and space scaling here,
which leads to a different value of n = 1.0. No parameter values are
given by Weliky and Oster (1990), so we have chosen order-of-
magnitude estimates for p, k and vy to ensure that the forces on
cells are of the same order as when using the Nagai-Honda model.
For both models, we use typical values for the duration of the cell
cycle Teycle for proliferative cells in the colonic crypt (Meineke et al.,
2001). As long as this duration is significantly longer than the
timescale associated with relaxation to mechanical equilibrium,
altering the value of T.yqe does not qualitatively alter results. A

Table 1
Table of parameter values used in the simulation shown in Figs. 10 and 11.
Parameter Description Value Dimensions Reference
dmin Cell rearrangement 0.1 Length —
threshold
n Drag coefficient 1.0 Time (Nagai and
(Length)™'  Honda, 2006)
A Deformation energy 55 Force (Nagai and
coefficient (Length)~>  Honda, 2006)
Ao Mature cell target 1 (Length)? —
area
I’ Membrane surface 0 Force (Nagai and
energy coefficient (Length)~! Honda, 2006)
Ycell Cell—cell adhesion 5 Force (Nagai and
energy coefficient Honda, 2006)
Yboundary Cell-boundary adhesion 10 Force (Nagai and
energy coefficient Honda, 2006)
[} Contact inhibition 0.9 Non- —
threshold dimensional
Teycle Cell cycle duration U[10, 14] Time (Meineke
etal, 2001)
Tmitosis Mitosis duration 1 Time (Meineke
et al., 2001)
At Time step 0.001 Time —
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Table 2

Table of parameter values used in the simulation shown in Figs. 12 and 13. Note that
the value of ¢ is obtained by multiplying the desired threshold parameter (in this
case, 0.9) by the equilibrium area of a mature cell (in this case, 0.812261).

Parameter Description Value Dimensions Reference
dmin Cell 0.1 Length —
rearrangement
threshold
n Drag coefficient 1.0 Time (Nagai and Honda, 2006)
(Length)~!
p Area force 1.0 Force -
coefficient (Length)?
K Perimeter force 1.0 Force —
coefficient (Length)~!
¥ Angle force 10.0 Force -
coefficient
ny Angle force 3 Non- -
exponent dimensional
[0) Contact 0.731 Non- —
inhibition dimensional
threshold
Teycle Cell cycle duration U[10, 14] Time (Meineke et al., 2001)
Tmitosis Mitosis duration 1 Time (Meineke et al., 2001)
At Time step 0.001 Time -

value of At is chosen to ensure that the numerical scheme con-
verges and that a further reduction in the time step does not change
simulation results.

The results of example simulations using the Nagai—Honda and
modified Weliky—Oster models are shown in Figs. 10—13. Figs. 10
and 12 show snapshots of the monolayers using the Nagai—
Honda and modified Weliky—Oster models respectively, each of
which were simulated for 200 h. We observe that the Nagai—Honda
model results in a monolayer that is close to being radially sym-
metric. In contrast, the modified Weliky—Oster model gives rise to a
boundary that is not smooth but that features ‘kinks’ at charac-
teristic spacings. To further investigate this interesting phenome-
non, we performed additional simulations with the modified
Weliky—Oster model, in which the starting cell has a different
number of vertices (6, 12, 20 or 30). Snapshots of these simulations
are shown in Fig. 14, suggesting a sensitivity of the boundary
structure on the initial configuration. Based on these preliminary
results, we suspect that this behaviour is an artefact of the force
model, which includes a resistance of the cell membrane to de-
formations from equilibrium as described in (15). However, more
extensive numerical analysis would be required for a comprehen-
sive investigation of this behaviour. It would also be interesting to
compare these results with experimental data on the spatial
structure of in vitro monolayer boundaries. As previously
mentioned, for the chosen parameter values cells in isolation will
relax toward a circular equilibrium configuration. While this re-
mains the case for tissues without significant division or move-
ment, in cases of high proliferation cells become compressed and

(a) t=0 (b) ¢t =50

(c) t =100

the delicate balance between forces is unable to prevent elements
becoming concave.

Figs. 11 and 13 show various outputs for the two simulations
depicted in Figs. 10 and 12 respectively. The first is the number of
cells in each monolayer N as a function of time t. Log—log plots of N
against t are shown in Fig. 11(a) and Fig. 13(a), while plots of VN
against t are shown in Fig. 11(b) and Fig. 13(b). In each case, a
dashed line is overlaid, indicating the straight line fit to the data for
the last 50 time units. These figures indicate that over time, both
simulations approach a power-law behaviour with N ~ 2. However,
once the population size is sufficiently large for contact inhibition
of cell division to occur, the rate of growth slows to a linear rate. It is
clear from Fig. 11(b) and Fig. 13(b) that the rate of growth differs
significantly between the two mechanical models. In the Nagai-
Honda model, at t = 200 there are nearly 25,000 cells, while in
the Weliky—Oster case the number is closer to 1500. This discrep-
ancy in timescales arises from the choice of parameter values used
in the two models: the typical timescale of relaxation to mechanical
equilibrium is longer in the Weliky—Oster case than in the Nagai-
Honda case, resulting in contact inhibition and a subsequent limi-
tation in proliferation rate occurring earlier in the simulation.

The second output is the mean radial distribution of cell areas,
taken at the end time of each simulation, and shown in Fig. 11(c)
and Fig. 13(c). We note that the modified Weliky—Oster model
appears to exert a tighter control on cell area than the Nagai—
Honda model, resulting in a more uniform radial distribution of
mean cell areas. The third output is the mean radial distribution of
fraction of cells undergoing mitosis, again taken at the end time of
each simulation, and shown in Fig. 11(d) and Fig. 13(d). We see that,
for the chosen parameter values, contact inhibition of cell division
results in the fraction of mitotic cells being reduced to zero a finite
depth into the centre of the monolayer.

In this example, we have demonstrated the basic properties of
vertex dynamics models by considering a population of cells that
undergo mitosis in a stochastic manner and interact mechanically.
As discussed in Section 1.1, our aim is to provide full details of all
technical aspects of the implementation of vertex dynamics
models. Therefore, to illustrate how this example is implemented
within Chaste, we conclude with a brief description of the code
used to generate the results visualized in Fig. 10. A more detailed
overview of the structure of the code-base may be found in Pitt-
Francis et al. (2009). As previously mentioned, the Chaste code is
object-oriented, and a number of primary classes are involved in
the type of cell-based simulation used in these examples. Many of
these are abstract classes, with several concrete implementations,
such as those specialized for vertex dynamics models detailed
below. Different implementations of the abstract classes can be
provided to investigate different model assumptions.

As shown in Fig. 15, a VertexBasedCellPopulation object is
used to link a collection of ce11 objects (which do not know their
spatial location) with geometric information, provided by a

(d) t =150

(e) t =200

Fig. 10. Snapshots of a simulation of a growing monolayer using the Nagai-Honda vertex dynamics model. Cells coloured dark grey are experiencing contact inhibition of cell

division.
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Fig. 11. Growth statistics for the simulation of the growing monolayer shown in Fig. 10. (a) Log—log plot of the number of cells in the monolayer as a function of time (solid line),
overlaid with the straight line fit to the data over the last 50 time units (dashed line). (b) The square root of he number of cells in the monolayer as a function of time (solid line),
overlaid with the straight line fit to the data over the last 50 time units (dashed line). (c) Mean radial distribution of cell areas in the monolayer at time ¢t = 200, computed by
averaging over concentric rings about the centre of mass of the monolayer. (d) Mean radial distribution of fractions of cells undergoing mitosis in the monolayer at time t = 200,

computed by averaging over concentric rings about the centre of mass of the monolayer.

MutableVertexMesh object. A method ReMesh (), defined on the
MutableVertexMesh class, includes all the code necessary to
implement the various mesh restructuring operations defined in
Section 3.4. Certain helper classes and methods may be used to
generate meshes and cells. In this case we use the methods Hon-

eycombVertexMeshGenerator and SetUpCellsWith-
StochasticAreaDependentCellCycleModel (), the latter
being defined elsewhere in the test suite. The Off-

LatticeSimulation class combines the VertexBa-
sedCellPopulation object with a NagaiHondaForce object,
which specifies the force balances which determine how cells move
as described in Section 3.1 in order to perform a simulation. A
further object, volumeTrackingModifier, is passed to the simu-
lation to allow each ce11 object to access its area at each time step
(and hence decide whether to cease proliferating). The simulation
time is provided by a singleton class, which is automatically set up

(a) t=0 (b) t =50

(c) t =100

at the start of each test. Each cel1 has a corresponding cell-cycle
model, in this case given by the stochastic area-dependent model
defined above. This is specified in SetUpCellsWith-
StochasticAreaDependentCellCycleModel (), which takes
the parameter ¢ as its third input argument. The simulation is run
by calling the solve () method on the offLatticeSimulation
object.

Note that in order to generate the results shown in Fig. 12, we
need only change the type of the force object, from Nagai-
HondaForce to ModifiedWelikyOsterForce. For the results
shown we have used the default value for each model
parameter, which is set in each force object’s constructor. To
use different parameter values, we call an appropriate Set
method on the force object. For example, to change the value of A to
100 in the Nagai-Honda force law, we would call p_force-
>SetNagaiHondaDeformationEnergyParameter (100).

(e) £ = 200

(d) t = 150

Fig. 12. Snapshots of a simulation of a growing monolayer using the modified Weliky—Oster vertex dynamics model with the additional membrane force. Cells coloured dark grey

are experiencing contact inhibition of cell division.
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Fig. 13. Growth statistics for the simulation of a growing monolayer shown in Fig. 12. (a) Log—log plot of the number of cells in the monolayer as a function of time (solid line),
overlaid with the straight line fit to the data over the last 50 time units (dashed line). (b) The square root of he number of cells in the monolayer as a function of time (solid line),
overlaid with the straight line fit to the data over the last 50 time units (dashed line). (c) Mean radial distribution of cell areas in the monolayer at time t = 200, computed by
averaging over concentric rings about the centre of mass of the monolayer. (d) Mean radial distribution of fractions of cells undergoing mitosis in the monolayer at time t = 200,

computed by averaging over concentric rings about the centre of mass of the monolayer.

4.2. Wound healing

For our second example, we reproduce a simple model of wound
healing developed by Nagai and Honda (2006) to study possible
mechanisms for the observed migration of epithelial cells into an
area left after some cells are removed from a tissue. This example
demonstrates how voids in a tissue may be removed via repeated
T2 and T3 swaps, and how fixed boundary conditions may be
imposed in a vertex dynamics model.

The wound-healing cell migration assay provides a valuable
in vitro tool for studying the combined processes of cell migration
and proliferation and the role of cell interaction during these pro-
cesses. This procedure involves the incubation of cells to near
confluence and the removal of a patch of cells to create an artificial
wound. As cells invade the wound site, the cell population typically
exhibits travelling wave-like behaviour. Cells in a wound-healing
scrape assay maintain close contact with each other and their
motility has been observed to decrease with increasing local
density.

4.2.1. Previous work

A large number of mathematical models have been proposed to
account for various aspects of the wound healing process. These
include continuum models based on Fisher’s equation (Maini et al.,
2004) and discrete models (Dallon et al., 2000). More recent mul-
tiscale models couple discrete descriptions of cells with continuum
descriptions of key extracellular matrix components (Cai et al.,
2007).

Nagai and Honda (2006) use a vertex dynamics model to study
which mechanical processes drive wound healing at the cellular

level in epithelial tissues. In their model, each cell is represented by
a collection of vertices, which move to minimize the total free
energy of the system. This free energy is taken to comprise three
terms: the interfacial energies of cell—cell and cell-wound bound-
aries, a cellular deformation energy, and a cell-basal-lamina inter-
facial energy. This model is the first to include a rearrangement
process to cope with element intersections associated with adhe-
sion (the T3 swap). As a result new cell boundaries are established
when two margins of the wound meet and adhere to each other
during wound contraction. After investigating the effect of a variety
of different forces acting on cells, the authors conclude that the
principal mechanism behind migration of cells into a wound is an
adhesive force between marginal cells and the basal lamina. They
propose that this accounts for the experimental observation that as
a wound heals, it contracts approximately keeping its shape
(Radice, 1980).

Note that earlier models, such as (Nagai and Honda, 2006), do
not include cell proliferation or the observed effects of contact in-
hibition of migration in the wound-healing assay. Cai et al. (2007)
have demonstrated that this effect is in fact significant and
should be included when modelling individual cell behaviour. They
present a multi-scale modelling approach to analyse the
population-scale behaviour and the individual cell-scale behaviour
in a wound-healing assay. The authors apply their model to a real
experimental system using mouse 3T3 fibroblast cells.

4.2.2. Our implementation

In this example we consider a simulation of wound healing
using the Nagai—Honda and modified Weliky—Oster models, based
upon the study by Nagai and Honda (2006). We model a planar
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Fig. 14. Snapshots of simulations of growing monolayers using the modified Weliky—Oster vertex dynamics model with the additional membrane force in which the starting cell
contains (a) 6, (b) 12, (c) 20 and (d) 30 vertices. Each simulation is visualised at time t = 200. Cells coloured dark grey are experiencing contact inhibition of cell division.

domain comprising a regular array of 11 x 12 cells, each cell initially
compressed to 0.8 times its equilibrium area Ag. The cells are
confined to reside in a box of size 10 x 10 relaxed cell widths (this is
shown by a solid box in subsequent results). At the start of each
simulation cells are allowed to relax into the box; note that as the
Nagai—Honda and modified Weliky—Oster models have different
equilibrium structures, the relaxed configuration will be slightly
different for each model. Once the cells have reached equilibrium, a
hole of width 1.75 is created by removing a central zone of cells
from the domain. We consider this to be the start of the simulation.
We then track the evolution of the tissue as cells on the boundary of
the wound move to fill it as a result of relaxation to mechanical
equilibrium. We neglect cell proliferation in the simulation, as we
do not expect significant proliferation to occur on the timescale
over which wound closure occurs. Confinement of cells within the
bounding box is implemented at each time step by checking if any

vertex has moved beyond the boundary of the box, and moving any
such vertex back, along the direction it has travelled over that time
step, onto the boundary. Such vertices are able to move freely along
the boundary if required, and may move away from it as a result of
forces experience from neighbouring vertices. Note that this
boundary condition is not purely reflective and thus does not
conserve energy over each time step; we suppose that cell edges
‘press’ against the bounding box rather than bounce ballistically of
it. Upon removal of the central zone of cells, the boundary of the
wound is treated as a free boundary, as described in the monolayer
example in Section 4.1. The parameter values used in these simu-
lations are provided in Tables 3 and 4.

Figs. 16 and 17 present a sequence of snapshots of simulations
using the Nagai—Honda and modified Weliky—Oster models,
respectively. Fig. 18 presents a comparison of superimposed wound
margins using the two models. We find that in each model, the

void TestNagaiHondaMonolayer ()

{

std: :vector<CellPtr> cells;

// Create a vertex-based cell population

OffLatticeSimulation<2> simulator(population) ;

simulator.SetDt (0.001);
simulator.SetEndTime (200) ;

// Add volume-tracking modifier
MAKE_PTR(VolumeTrackingModifier<2>, p_modifier);
simulator.AddSimulationModifier (p_modifier) ;

MAKE_PTR (NagaiHondaForce<2>, p_force);
simulator.AddForce(p_force);

// Run simulation
simulator.Solve();

// Create a simple 2D vertex-based mesh with a single element
HoneycombVertexMeshGenerator mesh_generator(1l, 1);

MutableVertexMesh<2,2>* p_mesh = mesh_generator.GetMesh() ;

// Create a cell, with stochastic area-dependent cell-cycle model with phi=0.9%0.812261

SetUpCellsWithStochasticAreaDependentCellCycleModel(cells, 1, 0.9%0.812261);

VertexBasedCellPopulation<2> population(*p_mesh, cells);
// Set up a cell-based simulation, time step, output directory and end time

simulator.SetOutputDirectory("TestMonolayer/NagaiHonda") ;

// Create a force law with default parameter values and pass it to the simulation

Fig. 15. Sample Chaste code used to generate the results visualized in Fig. 10.
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Table 3
Table of parameter values used in the simulations shown in Fig. 16 and Fig. 18(a).
Parameter  Description Value Dimensions  Reference
dmin Cell rearrangement 0.1 Length —
threshold
n Drag coefficient 1.0 Time (Nagai and
(Length)™!  Honda, 2006)
A Deformation energy 55 Force (Nagai and
coefficient (Length)™  Honda, 2006)
Ao Mature cell target area 1 (Length)? -
6 Membrane surface 0 Force (Nagai and
energy coefficient (Length)™!  Honda, 2006)
Yeell Cell—cell adhesion 5 Force (Nagai and
energy coefficient Honda, 2006)
Yboundary Cell-boundary adhesion 10 Force (Nagai and
energy coefficient Honda, 2006)
At Time step 0.005 Time -

speed at which cells invade the wound is roughly uniform over
time. We see that the speed of healing is much slower in the
modified Weliky—Oster model than the Nagai—Honda model. This
difference in timescales arises from the choice of parameter values
in each model, and highlights the difficulties associated with at-
tempts to compare quantitatively different constitutive models
when there is no clear timescale. In addition, when using the Nagai-
Honda model (Fig. 16) cells remain in contact with the boundary of
the domain, due to the initial compression of cells. However, when
using a Weliky—Oster model the cells respond more slowly to
compression; instead of expanding to fill the void they primarily
move to attempt to fill the void, as indicated by the movement of
cells away from the corners of the domain observed in Fig. 17(d)
and Fig. 18(b). This is due to the model trying to minimise the
perimeter of the void. The response of the model to compression is
not explicitly imposed as it is in the Nagai—Honda model, hence the
slower reaction. While the quantitative details of these two me-
chanical models differ, their qualitative behaviour does not. Indeed,
any vertex dynamics model that caused cells to relax to an equi-
librium size following compression, and which incorporated T1 and
T3 swaps that facilitate the removal of small holes from a tissue,
would result in this type of closure of this type of wound.

In this example we have demonstrated how voids in a tissue
may be removed via repeated T1 and T3 swaps, and how fixed
boundary conditions may be imposed in a vertex dynamics model.
In order to show how this example is implemented in the Chaste
framework, we conclude with a brief description of the code used
to generate this simulation, with sample code presented in Fig. 19.
We note that much of this code is identical to that used in the
previous example. As before we associate a collection of ce11s with
a MutableVertexMesh in a VertexBasedCellPopulation.
Note that in this case, we begin by rescaling the mesh by a factor of
0.8 in each direction to simulate the initial compression of the cells.
We also use a new helper class, CellsGenerator, with associated
method GenerateBasicRandom (), to construct the cells. We
specify in this method that each cell should be differentiated so that

Table 4

Table of parameter values used in the simulations shown in Fig. 17 and Fig. 18(b).
Parameter Description Value Dimensions Reference
dmin Cell rearrangement 0.1 Length —

threshold
n Drag coefficient 1.0 Time (Length)~' (Nagai and
Honda, 2006)

p Area force coefficient 25 Force (Length)? —
K Perimeter force coefficient 1/v/2.5 Force (Length) ™' —
At Time step 0.005 Time —

no proliferation occurs in the simulation. In order to impose no-flux
boundary conditions, we create a VertexPlaneBoundar-
yCondition object specifying each edge of the domain.
For brevity, we only include the condition for the top of the
domain in Fig. 19, which specifies this straight edge with a
point on the line and outward normal from it. Any vertexPla-
neBoundaryCondition objects are then passed to the off-

LatticeSimulation object using the method
AddCellPopulationBoundaryCondition(). Two further
helper methods, SmoothvertexMeshEdges() and Crea-

teHoleInCellPopulation (), are used to smooth the edges of
the vertex mesh to avoid overlaps and to create the wound in the
domain, respectively. These methods are defined elsewhere in the
test suite. The input arguments in the latter method specify, in
order, the width of the wound and its dimensions (left, right, bot-
tom and top boundaries).

As in the previous example, we may modify the code shown in
Fig. 19 to implement the Weliky—Oster model in a straightforward
manner. In order to generate the results shown in Fig. 17, we need
only change the type of the force object, from NagaiHondaForce
to ModifiedwelikyOsterForce. Different parameter values are
use for the force than in the previous example as here we are using
the unmodified model welikyOsterForce object. The specific
parameter values are chosen so that a cell with six vertices has a
resting area of approximately one.

4.3. Active migration

In the previous two examples, we considered systems in which
passive cell motion occurs as a result of cell division and relaxation
to mechanical equilibrium. For our third example, we consider a
simple model of a tissue in which a cell undergoes active migration,
independently of its proliferative status. This example demon-
strates how active movement may be implemented in a vertex
dynamics model.

While this example is not based on a specific biological system,
sustained directional movement of subsets of cells within epithelia
is a hallmark of several developmental processes. These include the
ordered migration of anterior cells within the visceral endoderm, a
simple epithelium that forms the outer layer of the egg-cylinder
stage mouse embryo, which is responsible for correctly orien-
tating the anterior—posterior axis (Trichas et al., 2012).

We consider a fixed planar domain of width 10 and length 20
comprising a contiguous population of differentiated cells. The
boundary of the domain is fixed such that no vertices may cross it,
as described in the wound healing example in Section 4.2. Initially
all cells are in mechanical equilibrium. A single cell at the bottom of
the domain is selected and ‘dragged’ up the domain as a result of an
additional component to the force law, which only affects vertices
associated with this cell. For these vertices, the equation of motion
(1) takes the modified form

dl’i

Tigr = F; + o€, (17)

where «a is a constant, €, denotes the unit vector parallel to the y
axis and the index i runs over all vertices associated the actively
migrating cell.

Fig. 20 shows a sequence of snapshots of this simulation. The
model parameter values used in this simulation are provided in
Table 5. In the case of the parameter «, an appropriate value is
chosen so as to balance the motile force with forces due to the
Nagai—Honda model such that active migration occurs. We see that
neighbouring cells undergo a series of rearrangement operations to
accommodate the active cell. Further measures of this process are
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Fig. 16. Demonstration of wound healing using the Nagai-Honda model. The void, representing a wound, is coloured grey. At time t = 1 the monolayer has almost reached an

equilibrium state.

recorded in Fig. 21. Fig. 21(a) shows the location of T1 swaps during
the course of the motion. Fig. 21(b)—(d) show the absolute
displacement fields in total, in the y component and in the x
component respectively.

Sample code used to generate the results shown in Figs. 20 and
21 is provided in Fig. 22. We note that much of this code is identical
to that in the previous examples, and thus we focus on what has
changed. As before, we set up an 0ffLatticeSimulation object
using a VertexBasedCellPopulation object, and specify
boundary conditions using one or more VertexPlaneBoundar-
yCondition objects. We employ a new helper method, Label-
MotileRegionInCellPopulation (), to label all cells within a
radius 0.4472 of the point (1.5,5.0). The chosen radius is small
enough for us to label a single cell using this method. This cell is
labelled with a cel1Label object. The modified force law for this
cell is implemented through adding another force object, of type
MotileCellForce, to the simulation.

If we attempt to use a Weliky—Oster model in this situation (and
later situations where cells are also confined) then an incompatible
internal intersection, of the form shown in Fig. 8(d), will occur and
we are unable to resolve the situation. In this simulation of active
migration, the vertices associated with the motile cell are moving
through the domain, interacting with other vertices. As a result the
surrounding elements may become concave under a Weliky—Oster
style model, which eventually leads to such an intersection. The
addition of a vertex angle constraint as described in Section 3.3
causes the elements to remain concave for longer, but incompat-
ible intersections still occur eventually. In contrast, due to the
volume and surface area constraints present in the Nagai—Honda
model, the conditions for incompatible intersections to occur are
extreme: the tissue would need to be subjected to massive
compression or internal forces much larger than any found in
biology. We infer that the Weliky—Oster model is unsuitable for
modelling situations of high compression, excess proliferation or
restricted geometries. For this reason, in the next example we
consider only the Nagai—Honda model.

4.4. Constrained geometries

For our fourth example, we consider a simple model of a tissue
in which cells are constrained to lie in some prescribed domain.
Many biological systems consist of populations of cells evolving in
constrained geometries. Aside from biology, this example also has
relevance to Stokes experiments for quasi-two-dimensional foams,
which are used to study the effect of the presence of an obstacle on
a flowing foam (Dollet and Graner, 2007). The example demon-
strates how such boundary conditions may be implemented in a
vertex dynamics model.

In this example we consider a planar domain of width 12 that is
periodic in the x direction. Cells are prohibited from passing below
the line y = 0 and are removed from the simulation if they enter the
region y > 12. Initially a population of 12 cells is seeded at the
bottom of the domain, as shown in Fig. 23(a). We define a prolif-
erative domain, y < Yproli, in which cells can proliferate. For the
purpose of defining this domain, the position of a cell is taken to be
the location of its centroid. Once cells leave this region they no
longer proliferate.

As in the monolayer example presented in Section 4.1, each cell
in the proliferative region is assigned a random variable Ty that
dictates the length of its cell cycle under normal conditions, and the
process of mitosis is assumed to last a constant duration Tpjtosis for
all cells. At each time step t,;, = nAt, after solving the equations of
motion numerically and updating vertex positions, we compute the
area A; of each cell i in the monolayer. If A; < ¢Ag, where ¢e (0, 1),
then we increment the value of Teyce for cell i by At. Here the
threshold parameter ¢ is a measure of a cell’s sensitivity to its state
of compression. The cell must thus spend an additional duration A
in its cell cycle before undergoing mitosis. In this way, we allow for
cell proliferation to be affected by transient periods of high stress,
followed by relaxation.

We impose an obstruction in the interior of the domain, a solid
disc of radius 3 centred at (x,y) = (6,5). At each time step, once the
cell positions have been updated according to the Nagai-Honda
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Fig. 17. Demonstration of wound healing using the modified Weliky—Oster model. The void, representing a wound, is coloured grey. At time t = 10 the monolayer still has a void.
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Fig. 18. Superimposed wound margins using the (a) Nagai—Honda and (b) modified Weliky—Oster models, indicating the uniform speed of healing around the wound over time. In
each case wound margins are drawn every 6t = 0.5 from the start of the simulation.

void TestNagaiHondaMonolayerWithHole ()

{
// Create a regular compressed 2D vertex-based mesh, of size 12 by 13 elements
HoneycombVertexMeshGenerator mesh_generator(l?, 13);
MutableVertexMesh<2,2>* p_mesh = mesh_generator.GetMesh();
p_mesh->Scale(0.8, 0.8);
// Set up a vector of differentiated cells
std::vector<CellPtr> cells;
MAKE_PTR(DifferentiatedCellProliferativeType, p_diff_type) ;
CellsGenerator<StochasticDurationGenerationBasedCellCycleModel, 2> generator;
generator.GenerateBasicRandom(cells, p_mesh->GetNumElements(), p_diff_type);
// Create a vertex-based cell population and set up a cell-based simulation
VertexBasedCellPopulation<2> population(*p_mesh, cells);
OffLatticeSimulation<2> simulator(population);
simulator.SetOutputDirectory("TestWoundHealing/NagaiHonda") ;
simulator.SetEndTime (10.0);
// Create a force law with default parameter values and pass it to the simulation
MAKE_PTR(NagaiHondaForce<2>, p_force);
simulator.AddForce(p_force) ;
// Create the bottom boundary condition and pass it to the simulation
c_vector<double, 2> point = zero_vector<double>(2);
c_vector<double, 2> normal = zero_vector<double>(2);
normal(1l) = -1.0;
MAKE_PTR_ARGS (VertexPlaneBoundaryCondition<2>, p_bc, (&population, point, normal));
simulator.AddCellPopulationBoundaryCondition(p_bc);
// Other boundary conditions are omitted here, but are defined similarly
// Smooth out edges to get nice box domain, then run simulation
SmoothVertexMeshEdges (population) ;
simulator.Solve();
// Now remove cells in a given region, and run simulation for a further duration
CreateHoleInCellPopulation(1.75, 2.0, 8.0, 2.0, 8.0);
SmoothVertexMeshEdges (population) ;
simulator.SetEndTime (20) ;
simulator.Solve();

}

Fig. 19. Sample Chaste code used to generate the results visualized in Fig. 16.
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Fig. 20. Demonstration of active migration. Vertices associated with the cell coloured dark grey evolve according to the modified equation of motion (17).

model, all boundary vertices are checked. If a vertex is within the
obstruction then it is moved to the boundary of the obstruction. We
are interested in how the obstruction affects the evolution of this
cell population and how the cells influence the obstruction.

The boundary conditions in this example are implemented as
follows. The boundary of the obstacle and the bottom edge of the
domain are treated in the same way as the walls of the bounding
box in the wound example in Section 4.2. If at a given time step all
vertices associated with a cell have height greater than the top edge
of the domain, then that cell and any of its vertices not shared with
other cells are removed from the simulation; this may be consid-
ered analogous to a Robin boundary condition, since the rate at
which cells are lost from the top of the domain is proportional to
the density of cells there. Finally, periodicity is imposed at the left-
and right-hand edges of the domain by correctly associating
vertices with cells in a periodic manner in the initial configuration
and by using a modified metric that takes periodicity into account
when measuring distances and areas.

A simulation with yprlf = 1.0 is shown in Fig. 23, while a
simulation with yproiif = 12.0 is shown in Fig. 24. We refer to these
simulations as the restricted and total proliferation cases, respec-
tively. The model parameter values used in these simulations are
provided in Table 6. We see that cell proliferation at the base of the
domain forces all cells upwards. Once cells reach the obstruction
they move around it, and continue to move up the domain as a
result of mitotic pressure. In the case of restricted proliferation
there is a void in the population above the obstruction, as there is
nothing to force the cells to reconnect on the other side of the
obstruction (Fig. 23(d)). In contrast, Fig. 24(c) and (d) show that in
the case of total proliferation the two sides of the cell population
join together. This is due to the proliferation of cells in the upper
regions of the domain forcing the cells together. Moreover, as there
are no attractive forces between the cells and the obstruction, the
only force keeping them together is the mitotic pressure from the
division of surrounding cells. Hence, as shown in Fig. 24(d), cells
may move away from the obstruction at times between stochastic
division events.

The force exerted on the obstacle may be calculated by summing
the force applied by each vertex on the boundary of the obstacle.
This force is compared for the cases of restricted and total prolif-
eration in Fig. 25. In both cases, the vertical force initially increases

once cells come into contact with the obstruction, and there is also
a slight reduction as cells begin to move around the obstacle. Once
the free space on the sides of the obstacle are occupied, at around
t = 20, the force settles on a relatively steady state. The mean
vertical component of the force for t > 20 is given by 7.6 x 103 for
restricted proliferation and by the slightly lower value of 6.5 x 103
for total proliferation. The corresponding values for the horizontal
component of the force are 6.0450 x 10~ and —4.8169 x 107>
respectively.

Due to the fact that cells are proliferating above the obstruction
in the case of total proliferation, the force fluctuates more and at
some times the vertical component is less than the case of
restricted proliferation. To assess fluctuations in the force we may
compare the standard deviation of the vertical component of the
force for t > 20, which is given by 1.2 x 107> for restricted prolif-
eration and 1.3 x 1073 for total proliferation. The corresponding
values for the horizontal component of the force are given by
3.4178 x 10~* and 4.0560 x 10~ respectively.

Sample code used to generate the results shown in Figs. 23—25
is provided in Fig. 26. We now summarise briefly what has changed

Table 5
Table of parameter values used in the simulation shown in Fig. 20.

Parameter Description Value Dimensions Reference

dmin Cell rearrangement 0.1 Length —
threshold

n Drag coefficient 1.0 Time (Nagai and Honda, 2006)

(Length)~!

A Deformation energy 55 Force (Nagai and Honda, 2006)
coefficient (Length)~3

Ao Mature cell target 1 (Length)?  —
area

I’} Membrane surface 0 Force (Nagai and Honda, 2006)
energy coefficient (Length)~!

Ycell Cell—cell adhesion 5 Force (Nagai and Honda, 2006)
energy coefficient

Yboundary ~ Cell-boundary 10 Force (Nagai and Honda, 2006)
adhesion energy
coefficient

« Magnitude of force 0.1 Force -
on motile cell

At Time step 0.01 Time —
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Fig. 21. Measures of the cell rearrangement processes that occur during the simulation of active migration visualized in Fig. 20. (a) The path of the centre of the moving cell (solid
line) and the location of the T1 swaps (crosses). (b) Total absolute displacement of all cell centres. (c) Total absolute displacement of all cell centres in the y direction. (d) Total
absolute displacement of all cell centres in the x direction. Note that in (b) and (c) the scale for displacement is fixed at 10 (cell lengths), since the migrating cell will move

approximately 20 (cell lengths) and bias the plots.

in this code compared to the previous example. In order to impose
periodicity at the left and right boundaries of the domain, we use a
subclass of MutableVertexMesh named Cylin-
drical2dvertexMesh. This has an associated helper Cclass,
CylindricalHoneycombVertexMeshGenerator, for mesh
generation. The functionality for height-dependent cell prolifera-
tion is implemented using a new cell-cycle model object, sim-
pleWntCellCycleModel, for each cell. The name of this class
reflects its origin as a model for the dependence of cell proliferation
in the colonic crypt on the presence of a gradient of Wntmorphogen
(van Leeuwen et al.,, 2009). A helper singleton object, wntCon-
centration, is used to impose height-dependent proliferation.
The removal of cells from the top of the domain is handled by a new
object called PlaneBasedCell1Killer, whose construction has a
similar form to the VertexPlaneBoundaryCondition encoun-
tered in previous examples. Lastly, the obstacle is represented by
the object ObstructionBoundaryCondition, which is treated
by the simulation as an ‘interior’ boundary condition.

4.5. Cell sorting

For our fifth example, we consider a simple model of cell sorting.
This example demonstrates how heterogeneous mechanical prop-
erties can give rise to non-trivial configurations of cell populations.
The Weliky—Oster model cannot accommodate variable adhesion
between different cell types, as there is no force component which
depends on the length of cell edges. We therefore again restrict our
attention to the Nagai—Honda model in this example.

If embryonic cells of two or more histological types are placed
into contact with each other, they can undergo spontaneous
reproducible patterns of rearrangement. This process of cell sorting
can generate checkerboard patterns, engulfment of one cell type by
another, or other more complex patterns (Steinberg, 1970). To
investigate the cause of these rearrangements, a number of models
have been developed that describe the mechanics of cell—cell in-
teractions. These models have been used to study the validity of
several theories that attempt to explain cell sorting. One such
theory is the differential adhesion hypothesis, which states that
cells tend to prefer cell—cell contact with certain cell types rather
than others due to type-specific differential intercellular adhesion
(Foty and Steinberg, 2005). An alternative theory is the differential
surface contraction hypothesis, which states that each cell exhibits

surface contraction and cells of different types exert different de-
grees of surface contraction when in contact with other cell types or
any surrounding medium (Harris, 1976).

Vertex dynamics models allow tests of these hypotheses to be
performed in silico, and comparisons to be made in circumstances
in which the hypotheses’ predictions diverge. A much more
detailed review of the biophysics underlying cell sorting, and past
modelling work done in this area, is provided by Brodland (2004)).

In this example we simulate the proliferation of a heterotypic
population of cells. As discussed in Section 3.1, the cell—cell adhe-
sion energy in the Nagai—Honda model represents the free energy
associated with bonds between each cell k and its neighbours:

le—]

Uk = Y vijdiy- (18)
j=0

Here we consider two cell types, termed ‘light’ and ‘dark’, and
allow the parameter vy to take different values depending on the
nature of a cell—cell contact,

vy if cells k and j are both ‘light’,
vaa if cells k and j are both dark’,
vig if cell k is light and cell j is dark, or vice versa.

(19)

Similarly, we allow for different values of this parameter for
interactions between ‘light’ cells and the boundary (yy) and ‘dark’
cells and the boundary (ygp). As in previous examples, each cell is
assigned a random variable Teycle that dictates the length of its cell
cycle under normal conditions, and the process of mitosis is
assumed to last a constant duration Tpjtosis for all cells. The model
parameter values used in this simulation are provided in Table 7.
Note that we use a larger value for dp,j, than in previous examples.
This is in order to promote the ocurrence of the cell rearrangements
that are necessary for cell sorting: a larger value of dp,;j, means that
for two neighbouring cells moving apart from each other, their
shared edge does not have to shrink as much before a T1 swap is
triggered, which allows the cells to more easily reach an energeti-
cally favourable configuration (i.e. undergo sorting). A free
boundary is implemented at the edge of the cell population, as
described in the monolayer example in Section 4.1.

The results of this simulation are shown in Fig. 27. As expected,
we see that partial cell sorting occurs rapidly, with the formation of

Ykj =



A.G. Fletcher et al. / Progress in Biophysics and Molecular Biology 113 (2013) 299—326 319

void TestNagaiHondaMonolayerWithActiveMigration()

{
// Create a regular compressed 2D vertex-based mesh, of size 24 by 14 elements
HoneycombVertexMeshGenerator mesh_generator(24, 14);
MutableVertexMesh<2,2>* p_mesh = mesh_generator.GetMesh();
p-mesh->Scale(0.8, 0.8);
// Set up a vector of differentiated cells
std: :vector<CellPtr> cells;
MAKE_PTR(DifferentiatedCellProliferativeType, p_diff_type);
CellsGenerator<StochasticDurationGenerationBasedCellCycleModel, 2> generator;
generator.GenerateBasicRandom(cells, p_mesh->GetNumElements(), p_diff_type);
// Create pointer to a labelled cell state
boost: :shared_ptr<AbstractCellProperty> p_state(CellPropertyRegistry: :Instance()->Get<CellLabel>());
// Create a vertex-based cell population
VertexBasedCellPopulation<2> population(*p_mesh, cells);
// Now label cells in a given region as motile using a helper method
LabelMotileRegionInCellPopulation(0.4472, 1.5, 5.0);
// Set up a cell-based simulation
OffLatticeSimulation<2> simulator(population) ;
simulator.SetOutputDirectory("TestVertexCellMoving") ;
simulator.SetEndTime (30);
// Create a force law with default parameter values and pass it to the simulation
MAKE_PTR (NagaiHondaForce<2>, p_force);
simulator.AddForce(p_force);
// Boundary conditions are omitted here, but are defined as in the previous example
// Smooth out edges to get nice box domain, then run simulation
SmoothVertexMeshEdges (population) ;
simulator.Solve();
// Now flag a cell as motile by adding a special force object to the simulation
MAKE_PTR (MotileCellForce<2>, p_motile_force);
simulator.AddForce(p_motile_force);
// Reset end time for simulation and run for a further duration
simulator.SetEndTime (40) ;
simulator.Solve();

}

Fig. 22. Sample Chaste code used to generate the results visualized in Fig. 20.

islands of dark cells surrounded by light cells. We note that the final
configuration shown in Fig. 27(c) remains stable as the simulation
proceeds. This is in contrast to the behaviour of such a simulation if
the cellular Potts model were used, since our simulation does not

R RERERRuE)
(a) t =0 (b) t = 50

include the random motion that is required in the latter approach.
This raises the question of to what extent we would expect ‘com-
plete’ cell sorting to occur in practice, for a given biological system
in which there is significant cell proliferation. It would appear that

(d) ¢t = 100

Fig. 23. Movement around an obstacle in the case where proliferation occurs only in the bottom 10% of the domain. Proliferating cells are coloured dark grey, non-proliferating cells

are coloured white and voids are coloured light grey.
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(c) t =80 (d) t =100

Fig. 24. Movement around an obstacle in the case where all cells in the domain are proliferating. Proliferating cells are coloured dark grey and voids are coloured light grey.

the degree of random fluctuations associated with cell movement
dictates whether a partially sorted configuration remains stable. In
order to pursue this further, we present in Fig. 28 the results of a
cell sorting simulation in which, in addition to the differential
adhesion described above, a small random force is applied to each
vertex i at each time step. This additional force takes the form

Frandom _

12D
=N A_t£i7

where D denotes a macroscopic diffusion coefficient and each
component of the vector &; is an independent standard normal
random number. Note that the dependence of F3"°™ on the time
step At is required to ensure that when the equation of motion for
each vertex is solved numerically, the rate of diffusion is indepen-
dent of the size of time step. The value of D used in the simulation
shown in Fig. 28 is listed in Table 7.

By comparing Figs. 27 and 28 we find that the addition of sto-
chasticity to the force applied to each vertex accelerates cell sorting.
While both simulations begin from the same configuration of
labelled and non-labelled cells, in the case of added stochasticity
there are fewer clusters of labelled cells by time t = 70. This is
because some of the smaller clusters merged between times t = 0
and t = 20. While we would expect further sorting to occur at
higher noise levels, note that for large values of D vertices may
move more than the maximum allowable distance dps/2 over a
single time step, and hence extremely small time steps are required
to avoid element overlaps and ensure accurate solution of the
equations of motion.

In this example, we have demonstrated how heterogeneous
mechanical properties can give rise to non-trivial configurations of
cell populations. We conclude by again presenting, in Fig. 29,
sample code used to generate the simulation, which is shown in

(20)

3
x10

Force

100
Time

Table 6
Table of parameter values used in the simulations shown in Figs. 23 and 24.
Parameter Description Value Dimensions Reference
dmin Cell rearrangement 0.1 Length —
threshold
n Drag coefficient 1.0 Time (Length)~! (Nagai and
Honda, 2006)
A Deformation energy 55 Force (Length) > (Nagai and
coefficient Honda, 2006)
Ao Mature cell target 1 (Length)? -
area
8 Membrane surface 0 Force (Length)™! (Nagai and
energy coefficient Honda, 2006)
Ycell Cell—cell adhesion 5 Force (Nagai and
energy coefficient Honda, 2006)
Yboundary ~ Cell-boundary 10 Force (Nagai and
adhesion energy Honda, 2006)
coefficient
Yprolif Maximum lori12 Length —
proliferation height
Teycle Cell cycle duration U [10, 14] Time (Meineke
et al.,, 2001)
Tmitosis Mitosis duration 1 Time (Meineke
et al,, 2001)
At Time step 0.001 Time —

Fig. 27. This code contains three notable differences compared to
the code for the first two examples. First, to randomly label cells to
be of a different type, we re-use the cellLabel object. We then
call a helper method, RandomlyLabelCells (), which uses an
Iterator structure to loop over the vertexBasedCellPopu-
lation object and assigns each cell a label with probability 0.5.
Second, we make use of the force object NagaiHondaDiffer-
entialAdhesionForce, which allows for cell-type dependent
adhesion. Third, we include an additional force object

3
x 10

Force

Fig. 25. Force exerted on the obstruction in the case where (a) proliferation occurs only in the bottom 10% of the domain and (b) all cells are proliferating. The solid line shows the
force in the x direction and the dashed line shows the force in the y direction. All values are non-dimensionalised.
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void TestNagaiHondaMonolayerWithObstuction()

{

// Create a regular compressed 2D vertex-based mesh, of size 12 by 1 elements
CylindricalHoneycombVertexMeshGenerator generator(12, 1, true, 0.6);

// Impose periodicity at the left- and right-hand boundaries of the domain
Cylindrical2dVertexMesh* p_mesh = generator.GetCylindricalMesh();
p_mesh->SetCellRearrangementThreshold(0.01);

// Set up a vector of cells with given cell-cycle model

std: :vector<CellPtr> cells;

MAKE_PTR(TransitCellProliferativeType, p_transit_type);
CellsGenerator<SimpleWntUniformDistCellCycleModel, 2> cells_generator;
cells_generator.GenerateBasicRandom(cells,p_mesh->GetNumElements(), p_transit_type);

// Create a vertex-based cell population and set up a cell-based simulation
VertexBasedCellPopulation<2> population(*p_mesh, cells);
OffLatticeSimulation<2> simulator (population);
simulator.SetOutputDirectory("TestVertexObstruction");

simulator.SetEndTime (100.0);

// Create a force law and pass it to the simulation
MAKE_PTR(NagaiHondaForce<2>, p_force);
simulator.AddForce(p_force);

// Create cell killer for y = 12 and pass to the simulation
c_vector<double, 2> point = zero_vector<double>(2);

point (1) = 12.0;

c_vector<double, 2> normal = zero_vector<double>(2);

normal(1l) = 1.0;

MAKE_PTR_ARGS (PlaneBasedCellKiller<2>, p_killer, (&population, point, normal));
simulator.AddCellKiller(p_killer);

// Create a boundary condition representing an obstruction in within the domain
MAKE_PTR_ARGS (ObstructionBoundaryCondition<2>, p_bc, (&population));
simulator.AddCellPopulationBoundaryCondition(p_bc);

// Other boundary conditions are omitted here, but are as in previous examples

// Create an instance of a Wnt concentration to impose height-dependent proliferation
WntConcentration<2>::Instance()->SetType (LINEAR) ;
WntConcentration<2>::Instance()->SetCellPopulation(population) ;
WntConcentration<2>::Instance()->SetCryptLength(3);

// Run simulation
simulator.Solve();

// Tidy up
WntConcentration<2>::Instance()->Destroy();

Fig. 26. Sample Chaste code used to generate the results visualized in Fig. 23.

VertexDi ffusionForce, which implements the random motion
of vertices described in (20).

5. Discussion

The spreading of epithelial cell sheets and self-assembly of cells
into tissues play a central role in morphogenesis, wound healing,
tumour growth, tissue engineering and other biological processes.
These phenomena occur as a result of cell division, differentiation,
programmed cell death, adhesion and migration, and involve
multiple processes acting on both a cellular and subcellular scale.

Mathematical and computational models offer a useful means by
which to investigate and test hypotheses about these processes,
and have played a key role in the study of cell—cell interactions.
In this study we have developed a robust, open-source
computational framework for the simulation of vertex dynamics
models, within which further complexity may be incorporated in
a straightforward manner. This work enables the comparison of
different constitutive assumptions, and indeed modelling para-
digms, for the theoretical study of epithelial cell populations.
Establishing how to perform such comparisons systematically
remains an open question. We have included full details of the
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Table 7
Table of parameter values used in the simulations shown in Figs. 27 and 28.

Parameter Description Value Dimensions Reference

dmin Cell rearrangement 0.1 Length -
threshold

n Drag coefficient 1.0 Time (Nagai and

(Length)™! Honda, 2006)

A Deformation energy 55 Force (Nagai and
coefficient (Length)~3 Honda, 2006)

Ao Mature cell target 1 (Length)®> —
area

6 Membrane surface 0 Force (Nagai and
energy coefficient (Length)~!  Honda, 2006)

Yu Light/light cell 1 Force (Brodland, 2004)
adhesion energy
coefficient

Ydd Dark/dark-cell 3 Force (Brodland, 2004)
adhesion energy
coefficient

Yid Light/dark cell 6 Force (Brodland, 2004)
adhesion
energy coefficient

Ydb Dark cell-boundary 40 Force (Brodland, 2004)
adhesion energy
coefficient

Yib Light cell-boundary 12 Force (Brodland, 2004)
adhesion energy
coefficient

Teycle Cell cycle duration U [10, 14] Time (Meineke et al., 2001)

Tmitosis Mitosis duration 1 Time (Meineke et al., 2001)
Diffusion coefficient 0 or 0.02 (Length)? —
Time !
At Time step 0.001 Time —

technical implementation of the algorithms, filling in some of the
gaps left by previous authors whose primary focus was on the
scientific findings. Our intention is that readers can either reim-
plement the methods described themselves relatively straight-
forwardly using the detailed descriptions of the algorithms, or
they can use and fully understand our implementation, which is
freely available within the open source Chaste framework.

From a more scientific perspective, an important question
regarding the use of off-lattice cell-based models is how robust
they are to changes in model assumptions. In this study, we have
reviewed the ‘vertex dynamics’ approach to modelling the evolu-
tion of a collection of epithelial cells. We discussed the variety of
biological applications for which this approach has been employed,
the different constitutive assumptions regarding force generation,
and issues associated with implementation of cell rearrangement
processes within vertex dynamics models. A number of case studies
were used to illustrate the flexibility and generality of this
modelling approach.

%S
S 5
Rarsea

(a) t=0 (b) t = 20

We compared the behaviour of two vertex dynamics models, a
model developed by Honda and co-workers and a modified form of
a model developed by Weliky and co-workers, when used to
simulate three examples: the growth of a planar epithelial mono-
layer; a simple wound healing assay; and active cell migration. In
the case of the Weliky—Oster model, we first introduced two
modifications that allow the model to be applied to the types of
example considered in Section 4, and thus enable us to more fully
compare the two approaches. The first modification resulted in an
equilibrium cell area that is independent of the number of vertices
associated with the cell. The second modification involved the
introduction of a force component representing membrane stiff-
ness, which helps to prevent elements of the mesh associated with
the cell population becoming non-convex or self-intersecting. We
also illustrated how further complexity may be implemented in
such models, using two further examples: the growth and move-
ment of cells in restricted geometries; and autonomous sorting of
heterotypic cell populations.

Based on the five biological examples considered in this study,
we may evaluate the strengths and limitations of the two vertex
dynamics model approaches. The results of our growing monolayer
and wound healing examples highlighted the difficulty in equating
timescales of mechanical relaxation between the two models, due
in part to the difference in whether limited cell compressibility is
modelled explicitly. We also found qualitative differences in the
two models in the case where significant cell proliferation occurs,
such as on the boundary of a growing monolayer. Conceptually, we
may consider an explicit force-based approach as favoured by
Weliky and co-workers to be more appropriate for dynamics far
from equilibrium, while for a system relaxing toward mechanical
equilibrium the approach of Honda and co-workers may seem
more intuitive. Of course, in practice each approach culminates in
the solution of equations of motion, and the two approaches differ
only in the directions and relative magnitudes of the forces used to
describe the hydrostatic pressure within each cell and tension at
cell—cell interfaces. Our active migration and constrained geometry
examples indicated that the Weliky—Oster model is more likely to
exhibit concave cells and unresolvable cell intersections in cases of
significant compression, proliferation or geometric constraints.
While such findings are preliminary, and a more systematic survey
remains to be undertaken, nevertheless the present work high-
lights the need for assessing sensitivity of model predictions to
constitutive assumptions.

In this study we chose to focus on two types of vertex dynamics
model, one by Honda and co-workers and a modified form of a
model developed by Weliky and co-workers, as these reflect the
majority of published models. Our choice of models and simple
biological examples allowed us to illustrate the key constitutive
assumptions and provide a clear, comprehensive description of the

(c) t =50

(d) t =170

Fig. 27. Snapshots of a simulation of cell sorting using the Nagai-Honda vertex dynamics model with a population of light and dark cells.
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(a) t=0 (b) t =20

(c) t =50 (d) t =70

Fig. 28. Snapshots of a simulation of cell sorting using the Nagai—Honda vertex dynamics model with a population of light and dark cells including random motion of cell vertices.

implementation of such models. The limitations of the model of
Weliky and co-workers in the latter two examples, and the need to
provide modifications to the model in these cases, highlights the
need to carefully consider the applicability of a given model when
addressing a particular application.

By implementing these models within a consistent computational
framework, we have ensured that the same method of simulation is
used in each case, so that any observed differences in behaviour may
be traced to differing constitutive model assumptions. A

complementary question relates to how robust off-lattice cell-based
models are to changes in model assumptions and method of simu-
lation. Drasdo et al. (2007) address this question by comparing the use
of the Metropolis method of simulation with numerical integration of
Langevin equations, and show that there is reasonable agreement
between these two methods. They also investigate the effect of using
different constitutive laws for cells’ mechanical behaviour, and find
that the qualitative results of simulations are very robust to such
differences. Galle et al. (2006) review the use of off-lattice cell-based

void TestVertexMonolayerCellSorting()
{

// Create a regular

p_mesh->SetCellRearrangementThreshold(0.05);

std: :vector<CellPtr> cells;

// Randomly label some cells
RandomlyLabelCells(cells, p_state, 0.5);

// Create cell population

// Set up cell-based simulation
OffLatticeSimulation<2> simulator(population) ;

simulator.SetEndTime (50.0);

simulator.AddForce(p_force);
// Add some random motion to vertices
simulator.AddForce (p_random_force) ;

// Run simulation
simulator.Solve();

// Set up force law and pass it to the simulation
MAKE_PTR (NagaiHondaDifferentialAdhesionForce<2>, p_force);

2D vertex-based mesh, of size 10 by 10 elements
HoneycombVertexMeshGenerator mesh_generator (10, 10);
MutableVertexMesh<2,2>* p_mesh = mesh_generator.GetMesh();

// Set up a vector of cells with given cell-cycle model
MAKE_PTR(TransitCellProliferativeType, p_transit_type);

CellsGenerator<StochasticDurationCellCycleModel, 2> cells_generator;
cells_generator.GenerateBasicRandom(cells,p_mesh->GetNumElements (), p_transit_type);

boost: :shared_ptr<AbstractCellProperty> p_state(CellPropertyRegistry::Instance()->Get<CellLabel>());

VertexBasedCellPopulation<2> population(*p_mesh, cells);

simulator.SetOutputDirectory("TestVertexCellSorting");

MAKE_PTR_ARGS (VertexDiffusionForce<2>, p_random_force, (0.01));

Fig. 29. Sample Chaste code used to generate the results visualized in Fig. 27.
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models in a similar vein to Drasdo et al. (2007), focussing on robust-
ness to changes in model assumptions.

We have restricted our attention in the present study to vertex
dynamics models of planar two-dimensional cell populations.
While the two-dimensional approximation is reasonable in many
cases, in some instances it is necessary to consider the full three-
dimensional structure of a population, for example when model-
ling the growth of cell populations in fluid media. While a few
three-dimensional vertex dynamics models have been developed
(Honda et al.,, 2004; Viens and Brodland, 2007), the additional
computational cost of moving to three dimensions has so far
restricted simulations of such models to small numbers of cells. The
main computational burden in the simulations presented in this
study lies in recognising and performing cell rearrangement oper-
ations. When considering rearrangements of polyhedral cells in
three dimensions, edges, faces and vertices of the polyhedra may be
all interchanged to maintain non-intersecting elements. This leads
to a much larger set of elementary operations to allow for than
those detailed in Section 3.4 for the two-dimensional case. More-
over, for a given cell population size, the number of equations of
motion to solve at each time step increases dramatically as we
move to three dimensions. This is because in three dimensions the
equilibrium shape of a cell is the orthic tetrakaidecahedral tesse-
lation (Honda et al., 2004), which comprises 24 vertices, compared
to six vertices per cell at equilibrium in two dimensions. The effi-
cient simulation of three-dimensional vertex dynamics models, as
well as two-dimensional approximations on curved, non-planar
surfaces, remains an avenue of future work.

An important question associated with the use of vertex dy-
namics models is to what extent they may be parameterised or
validated against experimental data. Although to date most vertex
dynamics models have been used to gain qualitative insights into
the behaviour of epithelial dynamics, some recent studies have
attempted to place such models on a quantitative footing, most
notably through the use of infra-red laser ablation of individual
junctions in order to infer the tension from the initial speed of
vertex recoil (Bonnet et al., 2012; Landsberg et al., 2009; Ma et al.,
2009). A variety of inverse problem frameworks have also been
developed for the estimation of model parameters based on the
output of less invasive experimental measurements (Brodland
et al,, 2010; Chiou et al., 2012; Ishihara and Sugimura, 2012). In
cases where significant levels of cell intercalation or proliferation
occur, the ability to gather sufficient experimental data for models
to be properly calibrated remains hindered in part by the lack of
established methods for semi-automated tracking of cell division
and rearrangement events in time-lapse data.

One of the strengths of a discrete modelling approach, such as
the vertex dynamics approach discussed in this paper, is that it
allows the simulation of observed tissue-level behaviours, such as
cell heterogeneity and the occurrence of mutated cells. However,
two limitations are associated with this modelling approach. First,
it can be difficult to gain insight into a biological process using
complex stochastic models, since many simulations are required to
determine mean behaviour. Second, as more biophysical detail is
incorporated into a model of cell dynamics, the size of the
parameter space to be explored increases combinatorially. One
possible method to circumvent these limitations is to employ some
form of model reduction. For example, Murray et al. (2009) have
shown that the spatial dynamics of cells connected via overdamped
linear springs, as in Meineke et al. (2001) and van Leeuwen et al.
(2009), can be well represented by a nonlinear diffusion equation
for cell number density. In other work, (Fozard et al., 2010) and
(Alber et al., 2007) have derived coarse-grained continuum models
to describe the evolution of epithelial monolayers of cells starting
from vertex and cellular Potts descriptions in certain simplified

cases, respectively. A number of computational studies have also
sought to characterise the mechanical behaviour of various types of
individual cell-based models under loading, unloading and
shearing, both with and without the complicating presence of cell
rearrangements (Davit et al,, 2013; Pathmanathan et al., 2009).
Such techniques could help refine the search for suitable parameter
values when attempting to fit such discrete models to data, either
qualitatively or quantitatively.
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Appendix A. Area and length computations

Note that the movement of vertex i only affects the free energy
of the cells containing it. The gradient of free energy can be written
explicitly in terms of the cells surrounding the vertex,

Fi = — Z ZA(AI _AOI)ViAl + ZB(CI — CO,)VICI
leN;

n,—l

+ > mVidy;
j=0

Noting that the circumference Ci can be written as

n—1

Ck = Z kov
j=0

we have

Fi = — Z (ZA(AI _AOI)VI'AI + 2{)’(C, — CQ,) (Vidl,ll—l + V,‘dul)
leN;

+Yi-1Vidiy -1 + 71, Vidig,)

where [ represents the Ith cell containing vertex i, ordered counter-
clockwise, and I; is the local index of node i in element I. When a
vertex i is moved, it will affect two terms in the above summation,
the (i — 1)th and ith terms. Using the area expression (4) for a
simple polygon, we can compute the gradient of A; as
[ I
VA = % (y{“ _y{1>, (A1)
X1 = X141

where (xL], yL]) are the coordinates of the vertex one position
further clockwise than the I; th vertex of cell [and (x!, ;,y} ;) are the
coordinates of the vertex one position further counter-clockwise
than the I; th vertex of cell I. For the energy constraints on cell—
cell adhesion and membrane shape, it is necessary to calculate the
rate a length changes when moving a vertex. This can be computed
as

a4 = L (X%
Vidij = dj (y,' _YJ‘)’

where (x;y;) are the coordinates of vertex i and (x;,y;) are the co-
ordinates of the neighbouring vertex j.

(A2)
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Appendix B. Shortest axis calculation for cell division

When considering cell division in vertex dynamics models, it
may be necessary to calculate the shortest axis of the element
associated with a cell undergoing division. Let this element have M
vertices with positions (x;,ym) fori = 1,..., M, where vertices are
ordered anti-clockwise relative to the centroid of the element. Then
the shortest axis is given by the line passing through the centroid of
the element in the direction of the eigenvector corresponding to
the larger eigenvalue of the inertial tensor

Ixx 7Ixy
B.1
(—IXy Ly ) (B.1)
where the moments of inertia Iy, Iyy, and Iy, are defined by
‘l M
Iix = 12 Z (XmYm-+1 —Xm+1ym)(J’?n +YmYm41 +y12n+])7
m=1
(B.2)
1 ¢ 2 2
Ly = 12 Z (XmYm41 — Xm+1}’m)(xm + XmXmi1 +Xm+1)7
m=1
(B.3)
‘l M
Ly = 24 Z (XmYm+1 — Xm1Ym)(XmYm+1 + 2Xmym
m=1
+ 2Xm1Ym+1 + Xm1Ym)- (B.4)

Note that if Iy, = 0, then the element is regular, so every line
passing through its centroid is a shortest axis. In this case a random
axis for division is chosen.
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