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1. Introduction 

Recently, Witten [1] has shown that Chern-Simons gauge theories in three dimensions 

- CSW theories - are intimately. related to rational conformal field theories in two dimen­

sions. This leads to new insight into the structure of rational conformal field theory and 

might be a good starting point for a classification of these theories [2]. When the theory 

is studied on a three manifold of the form 2: x R one can interpret the non-compact direc­

tion, R, as time and use a canonical formalism to quantize it. Then one recovers the two 

dimensional conformal field theories in two related ways [1]. If 2: is compact, the Hilbert 

space J.lr:; is the vector space of conformal blocks of the conformal field theory on E [1]. If 

2: has a boundary, J.lr:; is infinite dimensional and is a representation (sometimes reducible) 

of the chiral algebra of the conformal field theory [1]. 

In this paper we will study the canonical formalism in detail. There are two standard 

approaches to the quantization of a constrained system. In the first, one first imposes 

the constraints and then performs the quantization on the physical phase space. This 

approach was used in [1]. In section 2 we will repeat the analysis in [1] and will rephrase it 

in the language of Feynman path integrals. We will study the theory on different examples 

of E 's. A crucial element in our analysis is an interesting map between representations 

and conjugacy classes of the underlying gauge group. The conjugacy class determines the 

holonomy of a fiat connection around a source in that representation. When E is a disk 

with a source in a representation >., the spectrum of the three dimensional theory is the 

corresponding representation of the loop group. ForE = T 2 we find that for a (connected 

and simply connected) gauge group G, J.lr• ~ w:;kA• where Aw and Av are the weight 

lattice of G and the coroot lattice, k is the coefficient of the CSW action and W is the 

Weyl group. In the simply laced case, this is simply J.lr• ~ w ~ ~AR where A R is the 

root lattice of G. This space is in a natural one to one correspondence with the space of 

integrable representations of the affine algebra G at level k. For 2: = .II an annulus we 

find )./A ~ $>.)./>. 0 Jl>.• where the sum is over the different integrable representations ). of 

the affine algebra and >. • is the conjugate representation to >.. The study of the theory on 

E with several sources and holes leads us to a three dimensional derivation of the fusion 

rules in the case of SU(2). 
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In section 3 we consider the wave functional of the states in more detail. We first 

find them for :E = T 2 by an explicit evaluation of the functional integral with boundary 

conditions. We then adopt the second approach to canonical quantization and impose the 

constraints after quantization. The constraint is the statement that the wave functions 

are gauge invariant, i.e. they satisfy Gauss' law. Gauss' law leads to another connection 

between the three dimensional theory and the related two dimensional one. Using holo­

morphic quantization, i.e. using coherent states, we find the wave functions ,Y(Az). The 

wave functions on T 2 when evaluated for simple configurations, are the Weyl-Kac charac­

ter formulas. More generally, the holomorphic quantization enables us to show explicitly 

that the wave functions are the conformal blocks of the corresponding two dimensional 

conformal field theory on any :E. 

In section 4 we show how the anomaly in the 2D determinant of fermions in the 

adjoint-rep.t>esentation of the group leads to the peculiar shifts k -> k + h and >. -+ >. + p 

that occur in certain formulae for expectation values of Wilson lines. More specifically, 

we show that by integrating out the gauge degrees of freedom one can derive an effective 

quantum mechanics problem for the interesting physical degrees of freedom. In section 5 

we illustrate how the comments in [1) regarding the transport on moduli space can be made 

more specific. In particular one can obtain the Sugawara stress tensor from Chern-Simons 

gauge theory. 

After completing most of this work, we received several preprints on this subject [3) 

which partially overlap with this paper. 

2. First Constraining and then Quantizing 

Since we will be interested in manifolds with a boundary, we start by studying the 

possible boundary conditions on the fields in the theory. A general criterion is to choose 

the boundary conditions such that there are no boundary corrections to the equations of 

motion. The action is given by 

(2.1) 
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(Our conventions are outlined in the appendix.) Unless stated otherwise, we specialize 

to the case of SU(N) gauge theories with the trace in the fundamental representation. 

For other groups, the trace should be replaced by ( ... , ... ) where (Ta, Tb) = -6ab. The 

variation of the action is 

65 = ~ { Tr(6AA) + ~ { Tr(6AF). 
471" laY 21r }y 

(2.2) 

The boundary conditions should be such that 

j Tr(6AA) = 0. 
8Y 

(2.3) 

One possibility is to set one of the components of A (say A 1 ) to zero. 

In the rest of this section we will be interested in the CSW theory on Y = I: x R 

where we interpret R as the time. If I: has a boundary, we set the boundary conditions 

Ao = 0 where A0 is along the time direction. The symmetry of the theory is the group 

of gauge transformations which do not change the boundary conditions. These are gauge 

transformations which are independent of time on the boundary. Only a subgroup of this 

group should be viewed as a gauge symmetry. This is the set of transformations which 

are one at the boundary. Time independent transformations on the boundary should be 

viewed as a global symmetry. The spectrum is in representations of these symmetries 

rather than being invariant under them (as with gauge symmetries). 

On a general I: we decompose the exterior derivative d = dt %t + d and the gauge field 

A = Ao + A into time and space components. Writing the action as 

k 1 -a - k 1 -- -S=-- Tr(A,_.Adt)+- Tr(Ao(dA+A 2
)) 

471" y u• 211" y 
(2.4) 

(if Y has a boundary, there is a surface term which vanishes by the Ao - 0 boundary 

condition) we recognize that Ao is a Lagrange multiplier which implements the constraint 

F = dA + A2 = 0. Integrating over Ao we obtain 6(F). An effective action can then be 

derived for those A satisfying the constraint by substituting such A into {2.4). Because of 

the underlying gauge invariance, A's which differ by gauge transformation have the same 

action. Hence, the classical phase space is the space of flat connections (F = 0) modulo 

gauge transformations [1]. We will now implement this procedure in several examples. 
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l.E=D 

The simplest example of E with a boundary is E = D a disk. This example was 

studied in [1]. The constraint is easily solved: A = -Juu- 1 for a single-valued map 

U: D x R-+ G. 

We now change variables from A to U in the functional integral. The measure is 

f DA8(F) ... = f DU ... (2.5) 

with the Haar measure for U. It is important that there is no Jacobian in (2.5). Since the 

change of variables is done separately for every time, the Jacobian, if it existed, cannot 

involve time derivatives and cannot change the kinetic part of the action. More precisely, 

equation (2.5) can be established by writing it on the lattice. Alternatively, it is straight­

forward to compute the Jacobian explicitly. 1 In terms of the U's the action becomes ( ¢ 

is the angular coordinate on BD) 

s = kS(j(U) = !5_ f Tr(u- 1 aq,uu- 1atu)d¢dt+ _.!:_ f Tr(U- 1 dU) 3 (2.6) 
471' }8 y 121r }y 

which depends only on the boundary values of U. This fact has a simple explanation. We 

have not yet fixed the gauge in the functional integral. By a gauge transformation, we can 

change the value of U in the interior and therefore the effective action (2.6) should depend 

only on U on the boundary. So, factoring out the volume of the gauge group we recover 

the chiral version of the WZW path integral which we denote by CWZW. The difference 

between this action and the standard WZW action is in the form of the kinetic term: This 

"off-diagonal" term arises in light cone coordinates on the plane [4] or on any surface in 

complex coordinates. Here, we find it in real coordinates on S 1 x R. The reason for the 

name CWZW is explained below. 

This Lagrangian (2.6) is invariant under the transformation on the boundary 

U(,P,t)-+ V(,P)UV(t). {2.7) 

1 The change of variables A = -dUU-1 + f where f is a small variation transverse to 

the space of fiat gauge fields involves a Jacobian proportional to ldet(az + azuu- 1 )1 2 • 

However, in converting 8 (F) to 8 (f) we encounter the inverse of the same determinants so 

there is no net Jacobian in (2.5). We thank A. Kupiainen for discussions on this point. 
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As explained above, the invariance under V is a global symmetry because it does not 

approach one in the past and in the future. Therefore, it is clear that the states in the 

spectrum are in a representation of the loop group LG. The gauge symmetry V (t) reflects 

a redundancy in our parametrization of A by U and has to be fixed. Recall that if a 

physical Lagrangian is first order in time derivatives (see e.g. [4]), it is related to the 

symplectic structure w by writing S = J Jl.;(</>) d:ft' dt where w = dJl.. Thus, we recover the 

phase space as the space of based loops LG / G together with the symplectic structure 

(2.8) 

Quantization of this system gives the basic representation of LG from which one obtains 

the chiral algebra of G current algebra [4] . In particular, the boundary values of the gauge 

field A¢> become operators satisfying the commutation relations of Kac-Moody currents. 

Notice that because of the kinetic term in (2.6), the spectrum is chiral (hence the name 

CWZW). It is easy to check that the Hamiltonian derived from (2.6) vanishes. This is a 

consequence of the underlying general covariance of the three dimensional theory. 

If G is not simply connected, we can still write A = -Juu- 1 but U need not be 

single-valued. As explained in [2], there are non-trivial sectors in which U has a transition 

function which winds around the group. In this case, the Hilbert space has several sectors 

labeled by 1r1 (G). The resulting chiral algebra is extended. It is not generated only by 

the Kac-Moody currents but also by some other holomorphic fields. Similarly, for some 

disconnected groups G we find the chiral algebra of an orbifold [2]. For tensor products 

of groups one recovers the tensor product of the chiral algebras. However, if some of the 

coupling constants k for some of the groups are negative, it is sometimes possible to impose 

different boundary conditions [2] which lead to the chiral algebra of coset models [5]. 

The simplest non-trivial example of I: without a boundary is the torus T 2 • Again, 

integrating over A 0 , we find the constraint c(F) in the space directions. The most general 

solution of the constraint is 

A= -Juu- 1 + UfJ(t)u- 1 (2.9) 
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where U is single-valued and() is a Lie algebra-valued one form which depends only on t. 

As elements of the Lie algebra, the two components of() commute since 7rr (E) = Z EB Z is 

commutative. Therefore, by redefining U, they can be put in the Cart an subalgebra, T, 

O(t) = O(t) · fi where Hi are a basis ofT. This description is redundant. A fiat connection 

with e is gauge equivalent to a fiat connection with e + 27ra where a is a one form with 

values in the root lattice. Also, different values of 0 which are related by the action of 

the Weyl group are gauge equivalent. Therefore, the phase space is r;/ where T is the 

maximal torus and the Weyl group W acts diagonally. As before, the change of variables 

from A to U and () has no Jacobian: DAo(F) = DU DO. Moreover, one can show (e.g. 

from a lattice definition of the measure) that the measure DO is a linear measure on the 

Lie algebra. Choosing a and b cycles, defining Or (02 ) as the component of 0 along the a 

(b) cycle, and substituting (2.9) in the action we find the effective action 

S=-- Tr0/\0=- Or·02 k f . k f .:. 
411" 211" 

(2.10) 

As on the disk, the fact that U decouples reflects the gauge invariance of the system. we 

derive the commutation relations 

(2.11) 

Notice that as we remarked above, the measure in the functional integral is the linear 

measure D01D02 as necessary for the interpretation of the O's as coordinates and momenta. 

This system is easily quantized. If we wish to use holomorphic quantization, we choose a 

complex structure r, define Oz =Or+ r02, a holomorphic coordinate on the Jacobian, and 

consider wave functions to be holomorphic sections ,P ( 0 z) of a line bundle over the Jacobian. 

In the case of a torus, a much simpler quantization is possible since a choice of a and b cycles 

gives a natural real polarization 2 of the phase space into coordinates, 02 , and momenta, 

Or. Since the phase space is compact, there can only be a finite number of quantum states. 

More specifically, since the coordinate is compact, the momentum is quantized and the 

momentum eigenstates in the coordinate representation are (02!A) = es .. e, where X is a 

2 For a similar use of a real polarization in the quantization of the coadjoint orbit action, 

see [6]. 
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weight of G. Since the momenta are also compact, and we also have to mod out by the 

Weyl group (recall the phase space is T~T), the independent states are labeled by 

- Aw 
). E W 1>< kAR (2.12) 

where A w and A R are the weight and root lattices of G. More generally, for any connected 

and simply connected gauge group the effective action for 0 is (with the convention ,p = 2 

for the length of the highest root) 

k J- -' s =- Ill 0 112 
211" 

(2.13) 

where 0 is identified with 0 + 411" ff2 and 0 is identified with W ( 0). Hence, the states are 

labeled by vectors in 

(2.14) 

where Av is the coroot lattice generated by ff2 • Since the integrable representations of the 

affine algebra G are also labeled by such a coset (remember that W 1>< A v is the affine Weyl 

group), the states in the Hilbert space of the quantum mechanics problem are in one to 

one correspondence with these integrable representations. 

3. I:= a disk with a source 

A source at Pin the representation:\ can be represented [1] by a quantum mechanics 

problem with variables w(t) E G which are coupled to the gauge fields through the action 

j dtTr>.w- 1 (B0 + Ao)w(t) (2.15) 

where).= :\.fi. The Lagrangian has the gauge invariance w(t) -+ w(t)h(t), where h(t) E T 

co=utes with >.. Notice that this gauge invariance suffers from global anomalies unless 

>. is a weight. Therefore, the classical phase space is ¥ with the symplectic structure 

(2.16) 

This is the standard [7] symplectic structure for the quantization of the coadjoint orbit. 

Integrating over Ao we find the constraint 

(2.17) 
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Using polar coordinates and putting P at the origin, the solution of (2.17) is 

A:= -duu-l (2.18) 

where 

U = Uexp Gw(t)>.w- 1 (t)</>) (2.19) 

U is single-valued on the disk, and U(O,t) commutes with w(t)>.w- 1 (t). We see that the 

conjugacy class of the holonomy of the fiat connection around P is determined by the 

representation at P. We thus find a· map between representations of the group G and 

conjugacy class elements in G: 

(2.20) 

These values of the conjugacy classes are exactly the same as those found for the holonomy 

- the eigenvalues of e8' on the torus in the previous subsection. Substituting (2.18) in the 

action (the CSW +the coadjoint action (2.15)) and repeating the steps similar to those 

in the previous examples, we derive the effective action 

(2.21) 

which again depends only on the boundary values of U. This Lagrangian is invariant under 

the transformation on the boundary 

U(</>,t) __,. V(<f>)UV(t). {2.22) 

where V(t) commutes with >.. The invariance under V(<f>) guarantees that we find a 

representation of the loop group {more precisely, of a central extension of it). The gauge 

invariance under V(t) shows that the phase space is LG/T with the symplectic structure 

derived from (2.21): 

(2.23) 

The quantization of this theory is known to lead to the integrable representation }/). of the 

Kac-Moody algebra [8]. 
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By examining equation (2.21) one can recover the different integrable representations. 

By changing variables U--> U e<l><> where a is a root we see explicitly that (2.21) with A and 

with A+ ka are equivalent. Also, it is easy to see that the action of the Weyl group does not 

change the theory. We, therefore, recover the same answer we found in the quantization 

on T 2 . 

4. E = J! annulus 

By repeating the analysis before, and writing 

A= -dUU 

{; = U efA.(t) 
(2.24) 

(U is a single-valued map from Y =Ex R to the group) we find the effective action 

(2.25) 

where V1 is the value of U on one boundary and V2 is the value on the other boundary. 

There is still the "gauge sy=etry" (not a gauge sy=etry of the underlying theory 

but of our parametrization) Vi(<l>,t)--> Vi(<f>,t)w(t); A(t)--> w- 1 Aw. Also, only e-\"-.X(t) is 

relevant. Therefore, the phase space is LG x LG x GjG. Using the gauge invariance we 

can put A(t) in T. There is still gauge invariance with w in the maximal torus. We now 

change variables V1 --> V1w(t), with w in T and we see that as a dynamical variable w(t) 

is conjugate to A(t). The quantization of this system is similar to that on the torus and 

hence A is quantized. The functional integral over A and w becomes a finite sum over the 

allowed A's, i.e. A E w~~Ax = liT•· Every term (with .X independent oft) is as in the 

example of a disk with a source and leads to Jl;. on one boundary and 11:.· on the other 

boundary where .x• is the conjugate representation to A (the conjugation appears because 

of the sign of the action (2.25)). Therefore, the Hilbert space is 

(2.26) 

It is amusing to note that this is precisely the Hilbert space of the full WZW model 

when both left movers and right movers are taken into account. As suggested in [2], this 
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leads to an explicit realization of the conjecture in [9] suggesting that the left movers and 

the right movers have independent moduli. The left-movers of the WZW theory appear at 

one boundary of the annulus and the right-movers at the other boundary. More generally, 

by considering the CSW theory on Y which interpolates between two annuli in the past 

and one annulus in the future such that the inner boundaries are connected and the outer 

boundaries are connected (we may call such a surface a "thick pants" diagram) we find 

a map }{ 0 }{ -+ }{ where }{ = @;}{; 0 }{; •. This is a thickened version of a three string 

vertex. If the inner boundaries are replaced by Wilson lines in representations i,j, k coupled 

together, we find a three dimensional version of the chiral vertex operators of [10] which 

are maps }{i 0 }{i -+ }{k· In this way one can reproduce the conformal blocks for amplitudes 

with descendents from the CSGT. 

5. Several sources and several holes on the sphere 

The last two examples can easily be generalized to the case of n holes and m sources 

with representations A1, ... ,Am on 5 2 • The Hilbert space must be of the form 

(2.27) 

where V;,, ... ,i, is the Hilbert space corresponding to quantizing l sources with representa-

t . . . sz 1ons tJ, ... ,tl on . 

The vector space V; 1 , ••• ,i, can be found as follows. Consider first the problem of 

quantizing the theory on R 2 with sources i 1, ... ,i1. The phase space is (¥)®1 with the 

symplectic structure corresponding to i 1, ••• ,it. When the system is considered on 5 2 the 

phase space is reduced. As we saw earlier, a source in a representation A determines 

the conjugacy class of the holonomy of the flat connection around it. This holonomy is 

g Jo. = exp(- 2,;' w Aw -I) for some w E G /T A flat connection on 5 2 is possible only when 

g;,g;, ... g;, = 1. (2.28) 

Corresponding to this constraint, we should also mod out the phase space by the equiv­

alence relation generated by the constraint (rigid gauge transformations). The resulting 
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phase space is 

(2.29) 

Since this phase space is compact, it is clear that the Hilbert space V;,, ... ,iz is finite 3 . 

In general, it is not easy to quantize this phase space. However, in the simple case 

of l = 3 and the gauge group SU(2), the analysis is easy. In this case the constraint 

(2.28) modulo gauge transformations is satisfied only at isolated points. In the case of 

SU(2) it is standard to label the representations by the (integral or half-integral) spin 

j. The representation j corresponds to the conjugacy classes of rotations by 4Zi. It 

can be represented by exp( 4~i J 3 ). For example, j = ~ leads to the conjugacy class of 

rotation by 27r which consists of one point. This fact played an important role in the study 

of extended chiral algebras from the three dimensional point of view in [2]. Clearly, if 

j 1 + j2 :::; ~, equation (2.28) can be satisfied with any ia satisfying the triangle inequality 

li1 - j 2l :::; j 3 :::; j 1 + j2. These are the standard fusion rules for coupling representations 

of SU(2). For j 1 + J.2 > ~ multiply both gi> and 9]2 in (2.28) by the central element 

corresponding to a 27r rotation. This transforms gi to an element in the conjugacy class of 

~- j. Therefore, j3 which can couple to j 1 ,j2 for j 1 + i2 > ~ are the same as those which 

couple to ~ - j 1 and ~ - i2. These J3 's can then be found using the triangle inequality 

li1- i2l :::; J3 :S k- (j1 + j2) (where we have used ( ~- j!) + ( ~- J2) < ~ ). For these values of 

j 1 , j 2 , j3 the classical phase space is a point and hence the quantum Hilbert space consists 

of one state. Notice that this result is identical to the fusion rules as known from two 

dimensional considerations [ 11]. For other groups 4 the space of solutions of g;1 g;
2
g;, = 1 

modulo gauge transformations is a manifold rather than a point. Therefore, depending 

on k, there can be more than one state for fixed i1,i2,i3. Although we cannot determine 

V;,,;,,;, in the general case, it is easy to show that V;,,;2 ,;, '=" Vu(it),u-'(i2 ),ia where a(i) 

is obtained by multiplying g; by an element of the center. The connection between this 

operation and spectral flow in the Kac-Moody theory was discused in [2]. 

3 It would be interesting to see directly how quantization of such phase spaces provides 

invariant tensors of quantum groups Uq(sl(n)) for q a root of unity. 
4 We thank E. Witten for a useful discussion on the following point. 
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3. The physical wave function 

In the previous section we saw how, in various examples, one may derive the space of 

states ~r; by quantizing a reduced phase space - the moduli space of gauge fields. In this 

section we study the theory by quantizing on the infinite-dimensional space of all gauge 

fields A. The constraint is then imposed as an operator constraint on the wavefunctions. 

This approach makes possible a very direct connection between wavefunctions and confor­

mal blocks. Besides ordering the quantization and constraint procedures there are further 

choices that have to be made before we obtain explicit wavefunctions. In the Ao = 0 gauge, 

the phase space is parametrized by the two components of A which are in E. From the 

symplectic structure on A we obtain the equal time commutation relations: 

(3.1) 

We must represent these commutation relations by choosing an appropriate subspace and 

polarization of the space of all functions on phase space. We will illustrate two approaches 

below. First we choose a component, say A 1 , of the gauge field on E. Wavefunctions 

will then be functions of A1 only: 7/J = 7/J[A~(x)]. A very physical way to compute these 

wavefunctions is by direct evaluation of the path integral. As explained in [1] path inte­

gration on a three manifold whose boundary is E, with A~(x) specified on the boundary, 

defines a wavefunction, 7/J[A~(x)]. Below we carry this out explicitly for the torus. (The 

above procedure is most conveniently carried out when there is a globally defined nowhere 

vanishing vector field, so we restrict attention to the torus.) Unfortunately, the expressions 

we will find are rather singular. Also, the interpretation of the result as a wave function is 

complicated by ambiguities in the measure. These ambiguities are not present when the 

gauge group is abelian. We will then turn to an alternative quantization procedure which 

avoids these problems. 

The alternative procedure starts with a choice of complex structure on E. This induces 

a Kahler structure on A. Thus we may carry out Kiihler quantization, which in this example 

is merely coherent state quantization. Once again one could evaluate the path integrals 

for coherent states defined by three-manifolds with boundary, but a more direct route to 

the same answer is to derive the action of Gauss' law on the wavefunctions w[Az(x)] and 
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demand that physical states be gauge invariant. We illustrate this procedure in a few 

examples. 

1. The functional integral with boundary conditions on T 2 

In this subsection we will evaluate the functional integral with boundary conditions. 

In the previous sections we argued that one has to set one of the components of the 

connection, say A1 to zero at the boundary. In order to specify non-zero values of A1 at 

the boundary, one needs to add a term 

(3.2) 

to the action (A 2 is the component of A along a direction not parallel to AI). With this 

term added, the boundary term in the variation of the action is 

(3.3) 

Equivalently, to specify A 2 , one needs to add the term 

(3.4) 

This prescription can also be derived from demanding the existence of a consistent 

canonical formalism. There, we can view BY as a surface on which we specify initial 

conditions for the functional integral. Then "time" is perpendicular to BY. In the gauge 

Ao = 0, we can view A1 and A2 as coordinates and momenta. For A0 = 0 gauge, the action 

(2.1) does not have the standard form J piq; but instead, is of the form J piq;- piq;. These 

two expressions differ by a surface term proportional to piq; which for our case is equation 

(3.2). It is easy to see that this prescription guarantees the proper sewing properties of 

amplitudes. 

We can now evaluate the functional integral over a solid torus with a Wilson loop 

in the representation >. winding around its non-contractable cycle as a function of, say, 

A2 • This calculation is simple given the following observation. This functional integral 

is similar to the functional integral performed in section 2 for a disk with a source. If 
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R in that calculation is replaced by S 1 , the two problems are identical. The 9nly other 

difference is that there we computed it with A2 = 0 (in the interpretation of this functional 

integral used in section 2, it was more natural to call it A0 = 0). This is easily changed. 

We need to add the surface term - 4k,. J Tr A 1 A2 dropped by the A2 boundary conditions 

in deriving (2.4), and we need to add the term (3.4). Then, we find 

I/J.\(A 2(x)) =I DAeikS(AJw.\ = j DUeikS~(u,-f;,A2)+i 2',. J Tr.\A2 (3.5) 
A2 (x) 

where 

kS6(U,At,A2) =~ f Tr(u- 1atuu- 1a2u)d¢dt + ~ f Tr(u- 1dU) 3 

411' laY=T2 1211' }y 

- ~ { Tr(A1U- 182U- A281UU- 1 + UA1U- 1A2- A1A2) 
211' j 8Y=T2 . 

(3.6) 

is the gauged CWZW action. Ignoring for the moment the fact that this functional integral 

is divergent, we can use it to to find 

1/!.\(At(x)) =I DAeikS(A) 
A.(x) 

= J DUeikS~(UJ+,'. JT2 Tr.\(x)U-•a2u c(Al + aluu-1 + u~u-1) (3.7) 

-J DUe-ikS~(U)+~: JT2 TrA.(x)U-•a.u c(Au + ,\) 
- 1 k. 

We see that 1/!.\(At) has support only on At which is a component of a fiat connection. 

Also, as expected from the analysis in section 2, the holonomy of the fiat connection is 

e-¥.1.. This fact can also be understood by evaluating the functional integral over the 

solid torus by first integrating over Ao. This leads to 8(F12). Therefore, the functional 

integral vanishes for every At which is not a component of a fiat connection. The delta 

function support of 1/J.\ might seem disturbing. However, this is a standard phenomenon 

when we write a wave function in a system with constraints. 

Since there is no fundamental difference between A 1 and A2 one should expect a 

similar delta function support in t/1.1.(A2)· Indeed, examining the functional integral (3.5) 

one easily sees that there are global anomalies unless A2 can be written as A2 = gtg- 1 -
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82gg- 1 with 1-L E A w. ( 3. 7) can be evaluated on the support of the delta function. Writing 

A1 = -gfg-1 - 81gg- 1 we find 

1/IA(A1(x)) = eikS~(g)+,'. fr, Tdg-•o,g1/!A(Al(x) = -~) 
k 

(3.8) 

Notice that although g(x) is not uniquely determined by Al(x) (g(x) can be multiplied on 

the right by any function of x2 which commutes with .>.), this ambiguity does not affect 

(3.8). 

Clearly, the functional integral in equation (3.5) is divergent. It is divergent even 

after performing the standard renormalizations in field theory. This follows from the 

interpretation of this functional integral as a trace over the Hilbert space on the disk with 

a source. Since the Hamiltonian of the three dimensional theory vanishes, and the Hilbert 

space on the disk has an infinite number of states, (3.5) is infinite. 

The interpretation of 1/IA(AI) that we computed as a wave function is not as simple 

as it might appear. In calculating expectation values of operators one needs to integrate 

over A 1 . Since 1/1 has support only on a subspace of the space of all A1 's we need to find 

the correct measure on that subspace. One possibility is to use the measure on this space 

induced from that on the full space, i.e. DA 1 • A natural coordinate system on the subspace 

is given by the space of gauge transformations g which map A1 to the configuration which 

is constant and in T (as in equation (3.8)). Comparing with the natural Haar measure 

for the space of configurations g, we find a nontrivial Jacobian Det(81 +AI). This formal 

expression suffers from anomalies and must be well-defined. In the next subsection we will 

solve this problem by using a different quantization procedure - holomorphic quantization, 

which, although physically less transparent has the virtue that all relevant Jacobians can 

be precisely defined. The holomorphic viewpoint has the added virtue that it can be 

generalized to all surfaces E. 

These anomalies are not present if the gauge group is abelian. For a U(l) gauge theory 

the action is 

S =~~AdA 
471" 

(3.9) 

and the gauge transformations are A-+ A-dA where A is identified with A+27ri. Repeating 

the analysis in the previous sections, we learn that the allowed holonomies are e¥ for 
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n an integer. The states on I: = T 2 are labeled by the holonomy n with the state In) 

identified with the state In+ k). Hence, k has to be an integer. The Verlinde operators 

[12] can be interpreted as Wilson lines [1]. The eigenvalues of the holonomy around the 

a cycle in the representation m, Va(m) = emf A, are e 2~~n=. In the basis where Va is 

diagonal, Vb(m) =emf A 2 transforms the state In) to the state jn+m). This is precisely as 

expected [12]. Clearly, the interesting gauge invariant degrees of freedom are 81 = £ f A1 

and 02 =if A 2 • Their commutation relations are [01 ,02 ] = 2
;'. All other degrees of 

freedom are trivially integrated out (this step is non-trivial in the non-abelian theory and 

will be carried out below). 

The unitary operators T and S which implement the modular transformations r --t 

r + 1 and r --t - ~ can be determined by their commutation relations with 01 and 82 

They are given by [13] 

T0 1T- 1 = 01 

T02T- 1 = -81 + 82 

so~s-l = 02 

so2S- 1 = -o~. 

· ·k(n2 n2) s = r,' e'• "1 +o2 

(3.10) 

(3.11) 

where the phases 77 and 77' cannot be determined by (3.10) but can be partially fixed by the 

relations of the modular group. From the expression for T we deduce that the conformal 
2 

dimensions satisfy ~nmod1 = ~k modl. We see that the identification of the state In) with 

the state In+ k) is consistent with the expression for ~ only if k is an even integer. 

These results are easily generalized for an abelian gauge group ~· where r is a d 

dimensional lattice. We can represent it by the action 

(3.12) 

where k;i is the metric of the lattice and the gauge symmetry is Ai --t Ai- dAi and Ai is 

identified with A i + 21l"i. The quantization on the torus leads to states labeled by a vector 

of integers n; (i = 1, ... ,d). Because of the gauge invariance, the state In;) is identified 
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with the state In;+ kji) for every i and j. Hence, k;j have to be integers (the lattice is 

an integral lattice). This is analogous to the conclusion that k is quantized in the U(l) 

example. There, we saw that good behavior under T leads to the requirement that k is 

even. In this case we learn that for consistency the lattice must be even. Hence, A has to 

be an even integral lattice. 

2. The wave function in holomorphic quantization 

In this subsection we will construct the wavefunction in holomorphic quantization. 

Instead of direct evaluation of the path integral used in the previous subsection we will 

first quantize the theory and then impose Gauss' Jaw. Gauss' Jaw is the statement that 

the physical wave functions are gauge invariant. 

Consider first a surface E without sources. We will use axial gauge A 0 = 0. Picking 

a complex structure, we can split the two-dimensional connection A into Az and A;;. 

The commutation relations are then 

(3.13) 

(here S(2)(z) is normalized such that it is integrated to 1 with the measure d2 z) and 

wavefunctions are in the "coherent state representation," that is, they are taken to be 

holomorphic functions of Az. The inner product of two wave functions is 

(3.14) 

The exponential prefactor is the Kahler potential, as is standard in holomorphic quanti-

zation. 

The physical Hilbert space 1/r; is the gauge invariant subspace of the infinite dimen­

sional Hilbert space of all functionals of Az. To find 1/r;, we should first construct the 

operator which generates gauge transformations. 

From the equation of motion of Ao it is clear that the generator of Gauss' law, for an 

infinitesimal gauge transformation by g = e•(z) is given by: 

u(t) = .!:_ J TnF 
27r 
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where Fz,z(x) = BzAz- BzAz + [Az,Az]· In the quantum theory where Az and Az do 

not commute, the exponentiation ofF is not trivial. The unitary operator U(g(x)) which 

implements a finite, space dependent, gauge transformation g(x) can be constructed by 

imposing the following requirements: 

(3.16) 

(3.17) 

Equation (3.17) expresses the fact that U(g) is a representation of the gauge group (no 

local gauge anomalies). On wave functionals of Az (3.16) is satisfied for 

(3.18) 

where f(g) is an Az-independent phase. Equation (3.17) leads to 

(3.19) 

Using the (PW) identity [14] it is easy to see that for gauge transformations deformable 

to the identity, the unique solution of (3.19) is: 

(3.20) 

If external sources in representations A; at the points P; are present, the wave function 

before imposing the constraint is an Az dependent vector in ®;R:~.,. Gauge transformations 

are implemented by 

(3.21) 

where P>., (g) is the group element gin the representation A;. 

A gauge invariant wave function W is obtained by applying the projection operator 

f DgU(g) on any test function Wo. Consider a test function of the form wfl(A) = 

e ;~ f Tr J A. It leads to 

(3.22) 
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This is the functional integral one has to calculate to find the partition function of the 

WZW theory in the presence of gauge fields coupled to the currents. The calculation is 

simpler for ii!J (A= 0) where it can be carried out in perturbation theory in J. Then one 

can use Kac-Moody Ward identities which were studied in [15] [16] [17] to learn that by 

varying J, the independent wave functions ii!(A = 0) are the different conformal blocks on 

I:. We will make this argument more explicit in some examples. 

We first illustrate the above argument for the case of a sphere with sources. In this 

case the physical wavefunctions are given by 

(3.23) 

From this formula we can understand why a basis of wavefunctions is in natural correspon­

dece with the conformal blocks in two ways. For almost all Az we may write Az = -8hh - 1 

[18] [19], the value of the wavefunction at Az is determined from its value at A = 0 by 

the Ward identities. At A= 0 the testfunction ii!0 becomes an arbitrary functional of the 

holomorphic Kac-Moody currents, iifo(-ogg- 1 ) = ii!0 (J), so that the integral (3.23) is of 

the form 

(3.24) 

where 0 depends holomorphically on z; and may be varied by varying iifo. By looking at 

the first few terms in an expansion of iif o it is easy to see that, if we postulate that the 

space of states varies antiholomorphically with the moduli z; then the space of quantum 

states is naturally isomorphic to the space of conformal blocks. There is an alternative 

point of view on how to use (3.23) . The path integral (3.23) is manifestly holomorphic 

in Az, but the integral might not make sense, or might vanish. Instead one could use 

the relation Az = -ohh- 1 to define the value ~[Az] for nonvanishing Az in terms of an 

arbitrary tensor ~ E ®;R;. That is, we define .Ji[Az] = e-ikS(h) ®;Pi, (h(P;))~. Invariance 

under Gauss' law for global gauge transformations forces iif to be an invariant tensor, 

but once this condition is met, ~[Az] formally satisfies the Gauss law constraint for all 

gauge transformations. However, we cannot always gauge Az to zero via Az = -8hh-1 • 
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There is a codimension one subspace of gauge fields Az which cannot be gauged to zero, 

and for which the above definition will not work. Demanding that the wavefunction 'li is 

nevertheless a holomorphic function of Az leads once again to the correspondence of states 

and conformal blocks. This latter point of view has been emphasized by Felder, Gawedzki, 

and Kupiainen [20]. 

4. An Effective Quantum Mechanics Problem 

In the previous sections we saw that the flat connection around a source .:\ has holon­

omy in the conjugacy class of e-2"~. Interpreting the Verlinde operators [12] as Wilson 

loops as in reference [1], we expect that the holonomy measured in the quantum theory 

is in the conjugacy class of e- 2
" ~:£ (p and h ·are half the sum of the positive roots and 

the dual Coxeter number respectively). In this section we will see how to understand the 

shifts k -+ k + h and .:\ -+ .:\ + p in terms of an effective quantum mechanics problem. The 

effective quantum mechanics problem is defined by splitting the coordinates Az into gauge 

and moduli degrees of freedom. The essential point is that in the evaluation of expectation 

values one must integrate out the gauge degrees of freedom. In so doing one encounters 

nontrivial J acobians. The source of the shift is the anomaly in these J acobians. There are 

some interesting analogies 5 between the present calculation and the work of I. Frenkel 

[21]. 

We specialize our discussion to the case of :E = T 2
• Conventions for theta functions 

and Weyl-Kac characters may be found in the appendix. As explained above, the physical 

wave functions are gauge invariant 

Moreover, if we restrict the physical, gauge invariant wavefunctions to Az - az, where 

az is a constant in T, then Gauss' law tells us we have level k theta functions. More 

specifically, defining 

- l'lr -· a::--u 
Imr 

(4.2) 

5 We thank E. Verlinde for bringing Frenkel's paper to our attention. 
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a basis for physical wavefunctions is given by 

[-] -"'-(u*)2- (- -•) W.x_a:=e2Irnr XAT,U (4.3) 

for distinct .\ E A w jW ~ kA R. (These span the space of holomorphic sections, invariant 

under the action of the Weyl group, of the k'th power of the line bundle DettJ over the 

moduli space of flat connections, in accordance with the general arguments in [1] .) One 

might be tempted to ignore the Az configurations which are not constant and in T and 

consider the wave functions as functions of a. Then it is easy to transform to coordinate 

representation - wave functions of a 1 and find that they are delta functions with support 

on a 1 = i as found above. However, in the previous discussion the wave function was 

more complicated than that and involved an infinite factor which has to be handled with 

care. The corresponding statement in the holomorphic quantization is that we should not 

just set Az = az but we should integrate out the other modes to find an effective quantum 

_mechanics problem for az. 

We do that by considering the inner product of two wave functions. Note that on the 

torus for all Az except in a subset of co dimension one there exists a gauge transformation so 

that (Az)g = a2 is constant and in T where g: I: ---t Gc and Gc is the complexification of 

the group G. (Therefore, A;; is gauge transformed to a constant by g*, so we are not saying 

that the field is pure gauge.) Since the gauge transformation law follows from a differential 

equation which can be analytically continued, we can use it for gauge transformations in 

Gc. Thus we know the value of the wavefunction for all Az(x) in terms of a2 : 

llf).[Az(x)] = exp[-ikS-(g)- ~~I Traagg- 1]\lf).[a] (4.4) 

Recalling the inner product (3.14) and using (4.4) and the PW formula, the overlap is 

(llftlllfz) =I DADA*e-ikS-(gg*;a,-a*)-;!; jTraa• (llf.x,(a))*llf.x2(a) (4.5) 

Now we change the integration variables from Az tog and account for the Jacobian Det( 8+ 

A) as in [22] to get 

I dada*e-;!; jTraa* [e;;; jTr(a-a•)21TI(r,uW] 

(Ill)., (a))*llf.x2 (a) I Dge-i(k+2h)S-(gg*;a,-a*) 

(4.6) 
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where u is related to a as in (4.2) and h is the dual Coxeter number. Now again we can 

appeal to [22] to find the value of the path integral over g, it is just 

(4.7) 

Thus, if we take a basis of the physical wavefunctions to be (on the constant T) the 

WK characters then all the IT's cancel and we are left with ordinary theta functions, but 

at level k + h and at weight A + p. More precisely, if we define an effective wavefunction 

'<<+•l J T 2 -ilm-,T,eff(-)=--.;;- rae:- (- '-) 
"'"' a _ e -'+ k+h T, a p, 1r 

(4.8) 

then we get for the overlap 

J -i(k+h) J T • ff ff 
dada"e 2" raa (w~. (a))*(w~2 (a)) ex ch,,>-2· (4.9) 

Notice that in this expression the region of integration is compact. 

We may interpret the above calculation as follows. We have an effective quantum 

mechanics problem from integrating out the degrees of freedom. This effective system is 

related to the original one, obtained by restriction to T, by the famous shifts k -+ k + h, 

.\ -> A+ p. Now one can define a corresponding effective coordinate representation relating 

a 1 to az etc. according to the above conventions. The kernel for passing from coordinate 

wavefunctions to holomorphic wavefunctions is easily found to be 

K( ) [
-ikf' _2 klmr _ _ klmr(_ )2 ] 

az, al = exp --al + --al . az- -- az 
411" 1r 211" 

(4.10) 

So defining the periodic delta function 

oP(a1- i) = I: o(a1- i- 21ro:) (4.11) 
a EAR 

we get 

w~ff (ii1) = L (-1)wliP(a1 - 21r wkA + :) ) 
wEW + 

(4.12) 

From (4.9) it is easy to find the co=utators of the dynamical variables a and a•. Using 

the relation of these variables to the real a1 and a2 variables one finds that in the effective 

quantum mechanics problem 

(4.13) 
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From this effective quantum mechanics problem, we see that rather than labeling the 

spectrum by the Weyl alcove w ~ ~AR, we can label it by the interior of the dilated alcove 

w I>< (~:h)AR. Such a parametrization is standard in the study of Kac-Moody algebras. 

Strictly speaking, to justify the above interpretation we should show that the same 

phenomenon persists when evaluating matrix elements of nontrivial gauge-invariant opera­

tors. The analysis trivially generalizes to the case of operators whose holomorphic kernels 

O(Az,B;) satisfy the invariance law O(A~,B;) = O(Az,B;) etc. but unfortunately this 

does not include all gauge invariant operators. We will assume the same phenomenon 

persists for all gauge invariant operators and proceed, but the demonstration that this is 

the case remains an interesting open problem. Given this assumption, we can evaluate 

different operators as we did in the abelian case above. 

In terms of the effective quantum mechanics problem, vanous operators are very 

simple. For instance, the Verlinde operators are VI"(Ca) = Tr~"Pef a, H and V~"(Cb) = 

Tr~"Pef a.·H. As in the abelian theory, the unitary operators T and S which implement the 

modular transformations r -> r + 1 and r -> - ~ can be determined by their commutation 

relations with a1 and a2 

(4.14) 

They are given by 

(4.15) 

The existence of the phase 11 is related to the central charge c. From the expression for T 

we find the conformal dimensions modulo an integer to be ":z ~:;_~ . 

5. Transport on Moduli Space 

In [1] it was argued that since the symplectic structure on phase space may be defined 

without reference to a complex structure on the Riemann surface E, when one does use 
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the complex structure to quantize, the resulting space of quantum states must define a flat 

vector bundle on the moduli space of curves. In this section we indicate how the parallel 

transport on moduli space may be seen quite explicitly using the previous formalism. We 

consider two explicit cases, namely, the sphere with sources and the torus. 

Consider first the case of the sphere with sources. As we have seen, from Gauss' 

law we need only discuss how the states ,f[A = 0; Pi) depend on the positions of the 

punctures. Neither the phase space nor the polarization nor the symplectic structure 

changes as we move the points. The operator which implements the Gauss law, namely, 

u(E) = 2k1r fTrEF + LPi(Ta)E0 (P;) does change: B;u(E) = aEa(P;)Pi(T0
) and this is the 

only source of the change in the physical states. Precisely this change may be effected by 

commutation with the operator 0 = p;(T0 )AHP;), namely [O,u(E)] = B;u(E) and hence 

physical states must satisfy the differential equation 

(5.1) 

It is sufficient to consider ¢"0 to be constant. Evaluating the differential equation at A = 0 

we find 

(5.2) 

We must define the singular product of operators at P;. We do this by point splitting, 

then making an appropriate subtraction, which will be uniquely determined from self­

consistency. From conformal field theory we have the well known operator product relation 

[15] 
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where his the dual Coxeter,number and C; = C2(Vi•) is the Casimir of the representation 

Vi•. Thus it is clear that we must define the singular product of operators by 

(5.4) 

Plugging in this definition and using the Kac-Moody Ward identities for J we find that 

physical states satisfy the Knizhnik-Zamolodchikov equations 

(5.5) 

(Readers familiar with [15] will recognize that this is essentially the original argument 

of Knizhnik-Zamolodchikov, the only (slight) novelty here is its interpretation from the 

three-dimensional viewpoint.) 

We may understand parallel transport at genus one in a slightly different way. In this 

case as we change the complex structure Gauss' law does not change, rather, the complex 

structure on the space of gauge fields changes. Note that the pair (Az, (r - r)Az) for 

different values of r must be related by a canonical transformation. One may check that 

this transformation is simply given by Az -> U AzU- 1 where 

(5.6) 

where if;iiii is the quadratic differential dual to the tangent vector a I of. As in the case 

of the sphere with punctures, operating on the wavefunctions written as an average over 

gauge transformations the operator t5 differentiates the wavefunction twice bringing down 

two factors of the current: Ja(z)Ja(z). This singular operator must be defined by an 

appropriate subtraction. Again, from the paper of Knizhnik and Zamolodchikov we know 

that the 0(1) term in the operator product expansion is proportional to the standard Sug­

awara stress energy tensor, which is known from CFT to give the correct parallel transport 
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on moduli space. As before the proper definition of the product involves a nontrivial sub­

traction of the 0(1) piece, which may again be determined from self-consistency. 
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Appendix A. conventions 

Generators of the lie algebra Ta are antihermitian (Ta)• = -Ta and we have 

x depends on the representation and on the normalization of the Killing metric. lr = ': 
¢2 

where ;j; is the highest root, depends only on the representation. It is standard to normalize 

;j;2 = 2. 

Gauge transformations: A = A~Tadxi is the gauge field, which transforms as: 

(A.l) 

so (Ag)h = Ahg. 

CSW action: 

.!5..._;j;2 f (A, dA + ~[A, A]) 
811" }y 3 

with (Ta, Tb) = -oab. In the normalization ;f2 = 2 we can write for SU(N), 

- Tr(AdA + -A3
) k 1 2 

411" y 3 

with the trace in the fundamental representation (TrTaTb = -oab). Every trace in this 

paper is a trace in the fundamental representation of SU(N). 
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WZW actions: We use a metric to split the exterior derivative into d = a + a. Then 

so the PW formulae are 

Therefore, 

s+(gh) = s+(g) + s+(h) + ~ J Tr8hh- 1g- 1Bg 
271" 

s+(hl(z)gh2(z)) = s+(g) 

s-(hl(z)gh2(z)) = s-(g) 

Gauged WZW action: 

s+(g; A, A) = s+(g)- 2~! Tr [ Ag- 18g + A8gg- 1 + gAg- 1 A- AA] 

(A.2) 

(A.3) 

{A.4) 

which is invariant under g --t hgh- 1 with A, A gauge transformed as in (A.l), A--t Ah 

etc. 

CWZW action on 5 1 x R with obvious coordinates on the boundary t = x 0 and ¢>. 

SE(g) = ~ r Trg- 18q,gg- 18og ± _l_ r Tr(g- 1dg) 3 

471" ]B 1271" ]B 

Gauged CWZW action: 

Sc!(g;Aq,,Ao) = Sc!(g)- 2~! Tr[Aq,g- 18og- Ao8q,gg- 1 + gAq,g- 1Ao- Aq,Ao] 

(A.5) 
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Conventions for the torus are · 

A 
= A2- rA 1 

z-
T-T 

(A.6) 

A
-= TAJ- A2 
z-

T-f 

[A~(x) Ab(y)] = _?r_8ab8( 2)(x- y) 
z ' z kimr 

dzdz = -2iimrd2a 

Level k theta functions for A R the root lattice of some Lie algebra and a weight '"Y E A w 

are defined as 
8 -y,k(r,u) := L ei,-kr(a+t')

2
+2,-ik(a+j;) u 

O:EAR 

0-y,k(f,u) = L e-i,-kr(a+I)
2
-2,-ik(a+t')·u 

a: EAR 

(A.7) 

As '"Y runs over A w / kA R these functions span the space of functions with the periodicity 

properties 
f(r,u + [3) = f(r,u) 

f(r, u + [3r) = e-i,-kTi§•-2,-iki§·ii f(r, u) 
(A.8) 

for [3 E A R. We will use the combinations even and odd under the action of the Weyl 

group: 

wEW (A.9) 
8::;,k = :z:= ( -l)w8w("Y),k 

wEW 

So the Weyl-Kac characters: 

(A.lO) 

can be expanded in terms of 8t k the coefficients being parafermion partition functions , 

for G fT. Finally note that it is 

1l"kii2 

exp( 2
Imr) 8-y,k(r, u) 
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which are orthogonal in the natural inner product on T - T /A R, (T is the Cartan 

subalgebra) namely 

(f(u)lg(u)) = r dudu*e-·;:,;~· (f(u))*g(u) 
JT=TfAR 

(A.12) 
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