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21 IntroductionThis analysis is motivated by interest in numerical procedures for coupling anunsteady CFD computation to an unsteady structural dynamics model to predictaeroelastic behaviour. Extremely large 3D computations of this sort are necessaryto accurately predict the onset of utter in both turbomachinery and aircraftapplications. One approach to the numerical approximation of this problem isthe use of a single consistent, fully-coupled discretisation modelling both thestructure and the uid as a continuum whose dynamics is governed by partialdi�erential equations, plus boundary conditions at the interfaces. However, forthe solid the relevant p.d.e. is the equation of motion for an elastic solid, while forthe uid the appropriate equations are the Navier-Stokes equations with suitableturbulence modelling. Moreover, each has its own characteristic length scalesand time scales. Therefore, the production of a single fully-coupled code forthe combined aeroelastic application is at least as much work as writing theindividual programs for the separate solid and uid applications. Since there areexisting codes which accurately and e�ciently solve these individual problems,the more practical approach is to investigate how best to couple such codestogether to analyse aeroelastic problems [4, 5, 8, 9]. There is a concern that thecoupling procedure may introduce a spurious numerical instability, unrelated tothe real utter instabilities which are the focus of engineering attention. Theoriginal aim of this study was to investigate this possibility, but an additionalobjective which developed during the research was to investigate the accuracy ofthe resulting coupled analysis.The general theory for the analysis of numerical interface or boundary condi-tion instabilities is well-established but can be complicated to apply in practice[3, 6, 11, 13]. In this paper we simplify the analysis by restricting attention to asimple 1D model problem. The �rst section of the paper constructs the modeland tries to justify its relevance to the real 3D engineering problem. The nextsection presents stability analyses for two di�erent discretisations of the uidequations and a number of di�erent treatments of the coupling to the structuralequations. This reveals that in general there is no spurious numerical instability,but there may be a problem with the accuracy of the numerical approximationand solid/uid coupling which may lead to a poor approximation of the realstability properties of the aeroelastic system. The third section presents an al-ternative discretisation of the structural dynamics and associated aerodynamicboundary conditions which is stable and much more accurate. The �nal sectionsgive some further discussion of the relevance of the analysis to real 3D engineer-ing applications, and make some conclusions and recommendations for futurework.
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x=0Figure 1: Parallel ow past a at wall2 Analytic equationsAs shown in Fig. 1, we start by considering a steady 2D parallel ow with ve-locity (0; V )T in the region x>0. The equations describing isentropic linearisedperturbations to this compressible 2D ow �eld are@@t 0B@ puv 1CA+ 0B@ 0 �c2 01� 0 00 0 0 1CA @@x 0B@ puv 1CA+ 0B@ V 0 �c20 V 01� 0 V 1CA @@y 0B@ puv 1CA = 0; (2.1)where �; c are the average density and speed of sound and p; u; v are the unsteadyperturbations to the pressure and the two velocity components.If the wall oscillates so that its position xw(t) is independent of y, then theresulting uid perturbation will also be independent of y, and there will be noperturbation to the velocity in the y-direction. This reduces the linear unsteadyaerodynamic equations to the simple form@@t  pu !+  0 �c21� 0 ! @@x  pu ! = 0; (2.2)which is the same set of equations as those describing perturbations to a 1Dstationary ow with the same density and speed of sound. It is interesting, andperhaps surprising, that these equations do not depend on the Mach number ofthe mean ow; this is because the assumption of no variation in the y-directionallows a Lagrangian transformation to new coordinates x� = x; y� = y�V t,relative to which the mean ow is indeed stationary.Having justi�ed the simple 1D aerodynamic equations, the other aspect of themodel formulation is the interaction between the aerodynamics and the motionof the wall. One boundary condition is the linearised kinematic condition thatthe ow velocity relative to the moving wall is zero._xw(t) = u(0; t): (2.3)The dynamics of the wall's motion are modelled by a simple mass-spring systemsubject to the external unsteady aerodynamic pressure.m �xw +m!20xw = �p(0; t): (2.4)



4Here m represents the mass per unit area and !0 is the natural frequency ofoscillation in the absence of any aerodynamic coupling. This equation will bereferred to as the scalar version of the wall dynamic equation. Some numericaldiscretisations start from an equivalent coupled system of �rst order o.d.e.'s,dwdt + Aw = P; (2.5)where w =  !0xw_xw ! ; A =  0 �!0!0 0 ! ; P =  0�p(0;t)m ! : (2.6)This will be referred to as the vector version of the equation.This simple structural model seems far removed from the original represen-tation of a continuum elastic solid discussed in the Introduction. In fact, it iscommon to represent the dynamics of an oscillating blade in terms of a verylimited number of structural modes; these are usually obtained using a �nite el-ement approximation of the elastic solid vibrating in the absence of any externalaerodynamics. The modes with the lowest natural frequency are the ones whichhave the greatest potential for utter and large forced excitation, which is whyhigher modes are neglected. The lowest mode is usually a simple bending modewhose nature is very similar to the simple undamped mass-spring system. Evena torsional mode can be viewed locally (near the blade's surface) as being similarto the model problem in that there are no large variations in the tangential di-rection and so 1D aerodynamics is a good local approximation. In other 2D and3D computations with numerical instabilities at interfaces, it is generally truethat any instability will �rst occur with a purely 1D eigenmode with a spatialvariation in the direction normal to the interface but no variation along the in-terface. Thus the 1D model problem should be appropriate in trying to identifythe possibility of a purely numerical instability.This simple model problem exhibits aerodynamic damping of the wall's os-cillation. To determine this it is helpful to perform a change of variables in theaerodynamic equations. Characteristic variables de�ned byq = p+ �c u;r = p� �c u; (2.7)satisfy the uncoupled equations@q@t + c @q@x = 0;@r@t � c @r@x = 0: (2.8)The acoustic wave represented by q travels right with velocity c, while the otheracoustic wave represented by r travels left with velocity �c. We need to impose



5a radiation condition at x =1 requiring that su�ciently far from the wall allperturbations are travelling away from the wall, not towards it. Thus we requirethat r!0 as x!1.Using the characteristic variables, the equations for the wall are_xw = 12�c(q(0; t)� r(0; t));m�xw +m!20xw = �12(q(0; t) + r(0; t)): (2.9)We now consider solutions of the formxw(t) = X ei!tq(x; t) = Qei!(t�xc ) (2.10)r(x; t) = 0with X and Q being complex constants. The real physical variables correspondto the real components of these complex expressions. These solutions satisfy thenecessary equations and boundary conditions provided thati!X = 12�c Q;(�m!2 +m!20)X = �12 Q; (2.11)for which non-trivial solutions exist only if�m!2 + i!�c+m!20 = 0 =) !!0 = id�p1� d2; (2.12)where d= �c2m!0 is the non-dimensional damping factor. In real turbomachineryapplications modelled using a structure with a single degree of freedom, thelevel of damping is very small, usually in the range 0.005{0.02. For aircraftapplications concerned with wing aeroelasticity values in the range 0.05-0.2 aremore typical. Assuming that d is small,!!0 = id� (1� 12d2) +O(d4): (2.13)Taking the positive root without any loss of generality (since the real variablescorrespond to the real component only) givesei!t � ei!0t�d!0t; (2.14)and so the fractional reduction in the wall's oscillation amplitude in one periodof oscillation is 1� e�2�d � 2�d: (2.15)



6The model equations do not have any terms describing energy dissipation. Itcan be shown that this reduction in the vibrational energy of the wall is in factexactly equal to the acoustic energy radiated during the period of oscillation.In considering discretisations of the model equations, the central question iswhether the discrete approximation allows unstable exponentially growing solu-tions with a timescale which is much smaller than the period of oscillation 2�!0 . Ifthere is no numerical instability, then the secondary question is how accuratelythe aerodynamic damping is modelled by the discretisation.



73 Structural algorithms based only on walldisplacementIn this section we consider coupled aeroelastic discretisations in which the scalarform of the wall dynamic equation is approximated using central time di�erenc-ing. m�t2 �x(n+1)w � 2x(n)w + x(n�1)w �+m!20x(n)w = �12 �q(n)0 + r(n)0 � (3.1)A number of di�erent discretisations of the kinematic condition will be analysed.3.1 Upwind aerodynamic discretisationThe �rst algorithms are based on upwind discretisation of the aerodynamic equa-tions. Using forward time di�erencing and upwind spatial di�erencing, the inte-rior equations areq(n+1)j = q(n)j � c�t�x �q(n)j � q(n)j�1� ; j = 1; 2; 3; :::r(n+1)j = r(n)j + c�t�x �r(n)j+1 � r(n)j � ; j = 0; 1; 2; ::: (3.2)The stability analysis considers the possible existence of a G-R (Godunov-Ryabenkii) normal mode [3, 11] of the formx(n)w = X znq(n)j = Qzn�jq (3.3)r(n)j = R zn�jr;with jzj>1 corresponding to an unstable mode. �q and �r are necessarily relatedto z through the interior equations which require thatz = 1� �(1���1q )z = 1 + �(�r�1): (3.4)� is the CFL parameter c�t�x and must satisfy the Fourier stability restriction��1. It can be shown that if jzj>1, then j�qj<1 and j�rj>1. Hence, to satisfythe discrete equivalent of the radiation condition that all variables tend to zeroas j !1, it is necessary that R=0.3.1.1 First order couplingThe �nal discrete equation is the kinematic compatibility condition. A simple�rst order approximation of this is1�t �x(n+1)w � x(n)w � = 12�c �q(n+1)0 � r(n+1)0 � : (3.5)



8 Inserting the assumed G-R mode into the wall dynamic equation and thiskinematic equation yields the following two equations,� m�t2 (z�2+z�1) +m!20�X = �12 Qz�1�t X = z2�c Q (3.6)for which there are non-trivial solutions only ifz�2+z�1 + (!0�t)2 = ��c�tm (1�z�1) = �2d !0�t(1�z�1); (3.7)where d is still the non-dimensional damping factor d= �c2m!0 . Multiplying by zproduces a quadratic equation. When d=0 the roots of this arez = 1� 12(!0�t)2 �q(1� 12(!0�t)2)2 � 1= 1� 12(!0�t)2 � i!0�tq1� 14(!0�t)2 (3.8)If !0�t � 2 then the two roots are a complex conjugate pair of unit magnitude,while if !0�t > 2 then the two roots are real and negative, with one having amagnitude greater than unity, giving unstable exponential growth. Thus, nu-merical stability in the absence of any aerodynamic coupling requires �t � 2!0 .This means that there must be more than 3 timesteps per period of oscillation,but it is clear that many more timesteps than this are required for accuracy andso this stability criterion is not signi�cant.When 0 < d� 1, we look for roots of the quadratic for which jzj = 1, cor-responding to the threshold of instability. z = 1 is never a solution for �t > 0.z=�1 is a solution when4� (!0�t)2 � 2d(!0�t) = 0 =) !0�t � 2 (3.9)The only other roots with jzj=1 must occur as a complex conjugate pair, but inthat case their magnitude must be p1�2d!0�t which is less than 1 for !0�t<2.Thus !0�t<2 remains the approximate stability limit of this coupled problem.Assuming there are su�cient timesteps per period to achieve an accurate solu-tion, there is therefore no numerical stability problem.To determine the accuracy let z=ei!�t which givesei!�t�2+e�i!�t + (!0�t)2 = �2d !0�t(1�e�i!�t): (3.10)For 0<d�1 it is convenient to consider ! as a function of d as well as �t and!0, and perform a Taylor series expansion in d to obtain! = !jd=0 + d @!@d �����d=0 +O(d2): (3.11)



9When d=0, Equation (3.10) givesei!�t�2+e�i!�t + (!0�t)2 = 0 =) 4 sin2(!�t2 ) = (!0�t)2: (3.12)Di�erentiating Equation (3.10) with respect to d then givesi�t(ei!�t�e�i!�t)@!@d = �2!0�t(1�e�i!�t) =) @!@d = !0 �i + tan(!�t2 )�(3.13)If it is also assumed that !0�t�1, thensin(!�t2 ) � !�t2 � 16(!�t2 )3; (3.14)and hence !!0 � 1 + 124(!0�t)2 + d(i+ 12!0�t) (3.15)The �rst order error in the coupling produces a �rst-order shift in the real partof the frequency, but no error in the important imaginary part which gives thepredicted damping. However, in a real aeroelastic computation in which theaerodynamics causes a frequency shift as well as a damping e�ect, the �rst-ordercoupling error would probably also produce a �rst-order error in the predicteddamping. For a typical utter frequency and a timestep limited by the CFLstability restriction c�t�x <1 for a typical grid resolution, !0�t will be in the range10�3 { 10�2. In this case, the errors in both the frequency and the dampingare negligible compared to other errors such as modelling approximations anduncertainty about structural damping factors.This conclusion about the adequacy of �rst order coupling changes entirelywhen one considers implicit methods. Replacing the forward time di�erencingof the aerodynamics by backward time di�erencing gives the following algorithmfor the aerodynamics.q(n+1)j = q(n)j � c�t�x �q(n+1)j � q(n+1)j�1 � ; j = 1; 2; 3; :::r(n+1)j = r(n)j + c�t�x �r(n+1)j+1 � r(n+1)j � ; j = 0; 1; 2; ::: (3.16)All of the previous analysis remains valid. This surprising fact is because the wallcoupling equations do not depend on the interior equations once it is determinedthat r(n)j is zero throughout the domain in order to satisfy the discrete radiationcondition. The conclusions about the accuracy change because the timestep isno longer limited by the CFL condition. Instead, !0�t will typically be O(10�1).It is the computational e�ciency of this much larger timestep which is the at-traction of using implicit methods for utter analysis and other unsteady owcalculations at low reduced frequencies [7, 10] However, as a consequence the �rstorder coupling is no longer su�ciently accurate.



103.1.2 An explicit second order couplingA second-order accurate coupling is achieved by changing the kinematic discreti-sation to 1�t �32x(n+1)w � 2x(n)w + 12x(n�1)w � = 12�c �q(n+1)0 � r(n+1)0 � (3.17)which leads to the following modi�ed equation for z.z�2+z�1 + (!0�t)2 = �2d !0�t (32�2z�1+ 12z�2) (3.18)Multiplying by z2 now gives a cubic equation in z. In the limit as d!0 two of theroots are the same as before and the third is z=0. This third root is only slightlyperturbed when d > 0 and so remains strongly stable. To �nd the perturbationto the other two roots it is convenient again to make the substitution z= ei!�tgivingei!�t�2+e�i!�t + (!0�t)2 = �2d !0�t (32�2e�i!�t+ 12e�2i!�t): (3.19)Di�erentiating with respect to d givesi�t(ei!�t�e�i!�t)@!@d = �2!0�t (32�2e�i!�t+ 12e�2i!�t)=) @!@d = !0 �i + 2i sin2(!�t2 ) + 2 tan(!�t2 ) sin2(!�t2 )�(3.20)The two roots which are neutrally stable when d= 0 and !0�t < 2 have corre-sponding real values for !. The imaginary part of @!@d is then positive showingthat the perturbed roots are stable. The stability boundary therefore remains!0�t<2.If !0�t�1 then !!0 � 1 + id+ 124(!0�t)2 + 12 id(!0�t)2: (3.21)Because of the improved accuracy of the kinematic discretisation the error is nowsecond order in !0�t. If !0�t=0:1, corresponding to approximately 60 timestepsper period, then the error is probably acceptable; if !0�t=0:3, corresponding toapproximately 20 timesteps per period, then the error is probably unacceptable.3.1.3 An unstable second order couplingAnother second-order accurate discretisation of the kinematic condition is1�t �x(n+1)w � x(n)w � = 14�c �q(n)0 + q(n+1)0 � r(n)0 � r(n+1)0 � (3.22)



11which leads to the following modi�ed equation for z.z�2+z�1 + (!0�t)2 = �4!0�t z � 1z + 1 (3.23)Multiplying by z+1 gives a cubic equation in z. In the limit as d!0 the spuriousroot is z =�1. Di�erentiating the cubic equation with respect to d for z =�1gives @z@d = � 8!0�t4� (!0�t)2 (3.24)and so z = �1� 8d !0�t4� (!0�t)2 +O(d2): (3.25)This root has magnitude greater than 1 for !0�t < 2 and the other two rootsare unstable for larger values of �t. Therefore, the algorithm is unconditionallyunstable.3.1.4 An implicit second order couplingYet another second-order accurate discretisation is12�t �x(n+2)w � x(n)w � = 12�c �q(n+1)0 � r(n+1)0 � (3.26)which leads to the following modi�ed equation for z.z�2+z�1 + (!0�t)2 = �d !0�t (z�z�1) (3.27)Multiplying by z gives a quadratic equation with no spurious roots. Substitutingz=ei!�t and di�erentiating yields @!@d = i!0; (3.28)and so the perturbed roots are stable for !0�t<2. If !0�t�1 then!!0 � 1 + 124(!0�t)2 + id: (3.29)It is interesting that the O(d) damping term is obtained exactly, independent ofthe value of !0�t as long as it satis�es the stability constraint. It is not clearwhether this property would still hold for real 3D applications.The problem with this kinematic discretisation is that it is now an implicitalgorithm since the surface pressure p(n)0 depends on x(n+1)w , and vice versa. Thisimplicitness is awkward because in a 3D application it means that the aerody-namic variables at all grid points on the surface of the vibrating blade are coupled



12through the structural boundary conditions. The di�culty can be overcome bya predictor/corrector implementation:p�0 = 2p(n�1)0 � p(n�2)0m�t2 �x�w � 2x(n)w + x(n�1)w �+m!20x(n)w = �p�0 9>>=>>; Predictorp(n)0 = p(n)0 �x(n�1)w ; x(n)w ; x�w; q(n�1)j ; r(n�1)j �m�t2 �x(n+1)w � 2x(n)w + x(n�1)w �+m!20x(n)w = �p(n)0 9>>=>>; Corrector (3.30)
In the prediction stage, a �rst approximation for the surface pressure p(n)0 is givenby linear extrapolation from the previous two timesteps, and this is used to obtaina �rst estimate for x(n+1)w . In the correction stage, the predicted value x�w is usedin conjunction with the discrete aerodynamic equations and kinematic boundarycondition to calculate a corrected value for p(n)0 ; this is then used to calculatea corrected value for x(n+1)w . The error introduced by this predictor/correctorapproximation to the original implicit algorithm is O(d2) which is negligible ifd�1.



133.2 Lax-Wendro� discretisationThe Lax-Wendro� discretisation of the pressure equation at grid nodes otherthan the wall node isp(n+1)j = p(n)j � �c2�t2�x �u(n)j+1 � u(n)j�1�+ c2�t22�x2 �p(n)j+1 � 2p(n)j + p(n)j�1�= p(n)j � �c2�t�x (  12(u(n)j+1+u(n)j )� �t2��x(p(n)j+1�p(n)j )! (3.31)� 12(u(n)j +u(n)j�1)� �t2��x(p(n)j �p(n)j�1)! )where 12(u(n)j+1+u(n)j )� �t2��x(p(n)j+1�p(n)j )represents a second order approximation to u(x; t) at x=(j+12)�x; t=(n+12)�t.The corresponding discrete equation for the velocity isu(n+1)j = u(n)j � �t2��x �p(n)j+1 � p(n)j�1�+ c2�t22�x2 �u(n)j+1 � 2u(n)j + u(n)j�1� : (3.32)Combining these two equations gives the Lax-Wendro� equations for the char-acteristic variables.q(n+1)j = q(n)j � c�t2�x �q(n)j+1 � q(n)j�1�+ c2�t22�x2 �q(n)j+1 � 2q(n)j + q(n)j�1� ;r(n+1)j = r(n)j � c�t2�x �r(n)j+1 � r(n)j�1�+ c2�t22�x2 �r(n)j+1 � 2r(n)j + r(n)j�1� : (3.33)At the wall, the computational cell is half the usual size, extending fromx= 0 to x= 12�x. In addition, the velocity of the wall at t= (n+ 12)�t is wellapproximated by �t�1(x(n+1)w �x(n)w ). Thus the discrete pressure equation for j=0becomesp(n+1)0 = p(n)0 �2�c2�t�x ( 12(u(n)1 +u(n)0 )� �t2��x(p(n)1 �p(n)0 )!� 1�t(x(n+1)w �x(n)w ))(3.34)Using the same �rst order coupling as for the upwind discretisation, the dis-crete velocity equation at the wall is repaced by the kinematic condition1�t �x(n+1)w � x(n)w � = u(n+1)0 ; (3.35)and the dynamic equation is againm�t2 �x(n+1)w � 2x(n)w + x(n�1)w �+m!20x(n)w = �p(n)0 : (3.36)



14 We again consider the possibility of a G-R normal mode of the formx(n)w = X znq(n)j = Qzn�jq (3.37)r(n)j = R zn�jr:�q and �r are related to z through the interior equations which require thatz = 1� 12�(�q���1q ) + 12�2(�q�2+��1q )z = 1 + 12�(�r���1r ) + 12�2(�r�2+��1r ) (3.38)where �� c�t�x and ��1 as before. Solving the quadratic equation for �q gives�q = z � 1 + �2 �q(z�1)2 + (2z�1)�2�� + �2 (3.39)It can be shown that for jzj>1 one of these two roots has magnitude greater thanunity while the other has magnitude less than unity. To satisfy the requirementthat the discrete solution must approach zero as j!1 we must choose the latterroot, and so �q = z � 1 + �2 �q(z�1)2 + (2z�1)�2�� + �2 (3.40)with the complex square root being determined suitably when its argument iscomplex. Similarly, solving the quadratic equation for �r, the root with magni-tude less than unity is�r = z � 1 + �2 �q(z�1)2 + (2z�1)�2�+ �2 (3.41)with the complex square root being determined in the same manner as in thede�nition of �q.Three equations are now needed to determine the relationship between thecomplex constants X;Q;R. The �rst two are the kinematic boundary conditionwhich requires that Q�R = 2�c�t (1� z�1)X; (3.42)and the wall dynamic equation which requires that� m�t2 (z�2+z�1) +m!20�X = �12 (Q+R): (3.43)The third equation comes from substituting the assumed G-R mode into thepressure equation for j=0, which gives�z � 1 + �� (�� + �2)�q�Q + �z � 1� �� (�+ �2)�r�R = 4�c�t �(z�1)X:(3.44)



15Substituting for �q and �r givesq(z�1)2 + (2z�1)�2 (Q+R) + � (Q�R) = 4�c�t �(z�1)X: (3.45)Combining this with Equation (3.42) givesq(z�1)2 + (2z�1)�2 (Q+R) = 2�c��t (2z�3+z�1)X; (3.46)and hence there are no non-trivial solutions unlessz�2+z�1 + (!0�t)2 = �2d !0�t � (2z�3+z�1)q(z�1)2 + (2z�1)�2 : (3.47)Letting z = exp(i!�t) and using the standard asymptotic analysis assumingd�1 gives @!@d = !0 f(!�t; �) (3.48)where the function f(!�t; �) is de�ned asf(!�t; �) � 2i� (2ei!�t�3+e�i!�t)(ei!�t�e�i!�t)q(ei!�t�1)2 + (2ei!�t�1)�2= i(1 + 3i tan(12!�t))q(ei!�t�1)2��2 + 2ei!�t�1 (3.49)If it is assumed that the acoustic waves are well resolved on the computationalgrid then �x� c! =) !�t� �: (3.50)Hence,q(ei!�t�1)2��2 + 2ei!�t�1 � 1+i!�t =) f(!�t; �) � i+ 12!�t (3.51)and so the perturbed roots are stable and �rst order accurate as with the upwinddiscretisation of the aerodynamics. For larger values of !�t it would be necessaryto resort to direct numerical evaluation of f(!�t; �) to investigate the stabilityand accuracy of the scheme.



164 Structural algorithms based on walldisplacement and velocityIn this section we consider coupled aeroelastic discretisations based on the vectorform of the wall dynamic equation. An advantage of this approach is that bycalculating both the displacement and velocity at each timestep the kinematicboundary condition becomes simply_x(n)w = u(n)0 : (4.1)4.1 Trapezoidal integrationThe simplest second order accurate discretisation of the vector form of the walldynamic equation is trapezoidal integration (also known as the Crank-Nicolsonor box method),1�t �w(n+1) � w(n)�+ 12A �w(n+1) + w(n)� = 12 �P (n+1) + P (n)� ; (4.2)which can be re-arranged to givew(n+1) = �I + 12�tA��1 ��I � 12�tA�w(n) + 12�t �P (n+1) + P (n)�� : (4.3)As with the implicit method of the last section, there is the problem that w(n+1)depends on P (n+1), and vice versa; this is again solved using a predictor/correctorprocedure.P � = 2P (n) � P (n�1)w� = �I+ 12�tA��1��I� 12�tA�w(n) + 12�t �P �+P (n)�� 9=; PredictorP (n+1) = P (n+1) �w(n); w�; q(n)j ; r(n)j �w(n+1) = �I+ 12�tA��1��I� 12�tA�w(n) + 12�t �P (n+1)+P (n)�� 9>>=>>; Corrector(4.4)As before, the predictor/corrector combination gives results which are withinO(d2) of those which would be obtained from the original implicit coupling. Forsimplicity, it is the implicit coupling which is now analysed for stability andaccuracy.Assuming that upwind di�erencing is used for the aerodynamic equationsthen r(n)j =0 for all j and n, and henceP (n) =  0��cm _x(n)w ! =  0�2d !0 _x(n)w ! : (4.5)



17Therefore, Equation (4.2) becomes 1 �12!0�t12!0�t 1+d!0�t !w(n+1) =  1 12!0�t�12!0�t 1�d!0�t !w(n) (4.6)w(n) = znW is a solution for some non-trivial constant vector W if and only ifdet z�1 �12!0�t(z+1)12!0�t(z+1) z�1 + d!0�t(z+1) ! = 0;=) z2�1+(!0�t2 )2+d!0�t��2z�1�(!0�t2 )2�+�1+(!0�t2 )2�d!0�t� = 0; (4.7)=) z = 1� (!0�t2 )2 � !0�tp1� d21 + (!0�t2 )2 + d!0�t : (4.8)When d=0, jzj=1. Setting z=exp(�i!�t), Equation (4.7) can be re-writtenasei!�t �1 + (!0�t2 )2 + d!0�t��2 �1� (!0�t2 )2�+e�i!�t �1 + (!0�t2 )2 � d!0�t� = 0;=) �4 sin2(!�t2 ) + (!0�t2 )2 cos2(!�t2 ) = 0=) tan(!�t2 ) = �!0�t2 (4.9)When !0�t�1, asymptotic expansion gives!!0 � 1� 112(!0�t)2: (4.10)When 0<d�1, following the same procedure as in the last section gives@!@d = i!01 + (!0�t2 )2 (4.11)and so for !0�t�1, !!0 � 1 + id� 112(!0�t)2 � 14 id (!0�t)2 (4.12)Provided !0�t < 0:3, corresponding to there being at least 20 timesteps perperiod, the real part of the frequency is correct to within 1% and the dampingis correct to within 2%; this is perfectly acceptable accuracy for engineeringpurposes.



184.2 Second order backward di�erentiationAnother second order accurate approximation of the dynamic equation is1�t �32w(n+1) � 2w(n) + 12w(n�1)�+ Aw(n+1) = P (n+1): (4.13)This is the method used by Alonso et al [1] for aeroelastic computations inwhich the uid is water and so the corresponding value for d is much larger thanfor aeronautical applications. As with the last method, it can be implementedusing a predictor/corrector procedure to avoid the complications of an implicitalgorithm. Alonso uses several correction stages within a time-accurate multigridprocedure because of the much larger e�ect of the uid dynamics on the structuralbehaviour [1].Repeating the analysis, the determinant condition for this discretisation isdet 32z�2� 12z�1 �z !0�tz !0�t 32z�2� 12z�1 + 2zd !0�t ! = 0;=) (32�2z�1+ 12z�2)2 + 2d !0�t(32�2z�1+ 12z�2) + (!0�t)2 = 0 (4.14)When d=0, this reduces to32 � 2z�1 + 12z�2 = i!0�t: (4.15)It can be shown that both roots have less than unit magnitude for all positivevalues of !0�t. In particular, when !0�t � 1, one root is a strongly stablespurious root (z� 13); the other root can be expressed as z=exp(i!�t) for whichasymptotic analysis gives!!0 � 1� 13(!0�t)2 + 14 i(!0�t)3: (4.16)Di�erentiating Equation (4.14) gives@!@d = i!02e�i!�t � e�2i!�t (4.17)and hence for !0�t�1,!!0 � 1� 13(!0�t)2 + 14 i(!0�t)3 + id� id (!0�t)2: (4.18)This analysis shows that this method is signi�cantly less accurate that themethod based on trapezoidal integration. The error in the real part of the fre-quency and one of the errors in the damping are both four times greater. Also,this method results in numerical damping of the uncoupled wall dynamics; thisnumerical damping of magnitude 14(!0�t)3 could be signi�cant relative to thetrue physical damping when d is 0.005{0.01 and !0�t is 0:1 or larger.



19This same criticism can be applied to many other methods frequently used forstructural dynamics, including the Houboult, Wilson-� and Newmark-� methods,and the multi-parameter uni�ed schemes of Zienkiewicz et al [15] and Thomasand Gladwell [12]. Some of these methods always introduce numerical damp-ing; the others depend on a set of parameters which are often chosen to ensuresome level of numerical damping. The reason that structural dynamicists prefermethods with numerical damping is that they are usually integrating very largesti� systems of equations in which some very high frequency modes are not ade-quately resolved by the chosen timestep. Therefore, (quoting from the paper byThomas and Gladwell [12])in practice we use methods which are damped . . . since this ensuresthat the highly oscillatory eigenfunctions . . . excited by noise in theinitial data are damped out quickly.In the application in this paper, there is only one structural eigenmode andso this concern does not arise. Furthermore, in a real 3D application it is as-sumed that a reduced modal representation of the structural dynamics would beused [4, 5, 8, 14], perhaps using the lowest �ve eigenmodes, and so again therewould be no problem of numerical sti�ness. If a very large number of structuraleigenmodes are retained it may become desirable in implicit calculations to in-troduce structural damping into the equations for the highest frequency modesonly, since these frequencies are unlikely to be adequately resolved by the largetimestep.



204.3 State-transition algorithmAn alternative algorithm for approximating the vector version of the wall dynam-ics equation is based on work by Edwards et al in the Unsteady AerodynamicsBranch at NASA Langley Research Center [2, 10]. The objective is to constructan approximation which is exact when there is no aerodynamic coupling.The exponential matrix exp(tA) is de�ned for an arbitrary matrix A asexp(tA) = 1X0 tnn!An: (4.19)By de�nition, A0 is the identity matrix I and so exp(tA) = I when t=0. Anotherimportant property of the exponential matrix is thatddt exp(tA) = A exp(tA) = exp(tA)A (4.20)For the particular matrix A in this analysis,exp(tA) =  cos(!0t) � sin(!0t)sin(!0t) cos(!0t) ! : (4.21)This can be veri�ed by checking that it satis�es the above two conditions, or bydirectly evaluating An and using the series expansions for cos(!0t) and sin(!0t).Using this matrix, it follows immediately thatddt (exp(tA)w) = exp(tA) dwdt + exp(tA)Aw = exp(tA)P (4.22)and hence w(t0)� exp(�t0A)w(0) = Z t00 exp((t�t0)A)P (t) dt: (4.23)The state-transition method uses this equation with t0=�t and a suitable ap-proximation to the integral. The approximation used by Edwards et al isZ t00 exp((t�t0)A)P (t) dt � �Z t00 exp((t�t0)A) dt� 12(P (0) + P (t0)): (4.24)Although this is a second order accurate approximation to the integral, meaningthat the relative error is O(�t2), it is better for the model problem in this paperto use trapezoidal integration which is also second order accurate.Z t00 exp((t�t0)A)P (t)dt � t02 (exp(�t0A)P (0) + P (t0)) : (4.25)This gives the �nal algorithm,w(n+1) = exp(��tA) �w(n) + 12�t P (n)�+ 12�t P (n+1): (4.26)



21A predictor/corrector procedure can again be used to avoid the problems due tothe implicit nature of this algorithm.P � = 2P (n) � P (n�1)w� = exp(��tA) �w(n) + 12�t P (n)�+ 12�t P � ) PredictorP (n+1) = P (n+1) �w(n); w�; q(n)j ; r(n)j �w(n+1) = exp(��tA) �w(n) + 12�t P (n)�+ 12�t P (n+1) 9>=>; Corrector(4.27)Again, the predictor/corrector combination gives results which are within O(d2)of those which would be obtained from the original implicit coupling. For sim-plicity, it is the implicit coupling which is now analysed for stability and accuracy.Assuming that upwind di�erencing is used for the aerodynamic equationsthen r(n)j =0 for all j and n, and henceP (n) =  0��cm _x(n)w ! =  0�2d !0 _x(n)w ! : (4.28)Therefore, Equation (4.26) becomes 1 00 1+d!0�t !w(n+1) =  cos(!0�t) sin(!0�t) (1�d!0�t)� sin(!0�t) cos(!0�t) (1�d!0�t) !w(n)(4.29)w(n) = znW is a solution for some non-trivial constant vector W if and only ifdet z � cos(!0�t) � sin(!0�t) (1�d!0�t)sin(!0�t) z (1+d!0�t)� cos(!0�t) (1�d!0�t) ! = 0;=) z2(1+d!0�t)� 2z cos(!0�t) + (1�d!0�t) = 0;=) z = cos(!0�t)�q� sin2(!0�t) + (d!0�t)21 + d!0�t : (4.30)When d=0, z=cos(!0�t)� i sin(!0�t)= exp(�i!0�t), con�rming that thealgorithm gives the exact analytic solution because of the way in which it wasconstructed.When 0<d�1, let z=exp(i!t), then provided sin(!0�t) 6=0 it follows thatR(!) = arg z�t = !0  1� 12d2 !0�ttan(!0�t)!+O(d4);I(!) = log jz�1j�t = 1�t log0@ 1 + d!0�tq1� (d!0�t)21A = d!0 + 13d!0(d!0�t)2 +O(d5);



22 =) !!0 = 1 + id� 12d2 !0�ttan(!0�t) + 13 id (d!0�t)2 +O(d4) (4.31)Thus, the algorithm gives the exact analytic frequency to within O((d!0�t)2)which is extremely small for d�1. This is a surprisingly good result, which canbe better understood by integrating the analytic o.d.e. over one period to obtainw(2�=!0)� w(0) = Z 2�=!00 exp(�tA)P (t)dt: (4.32)The corresponding discrete solution replaces the integral by the trapezoidal inte-gration approximation. When d�1, to leading order w(t) and hence P (t) varysinusoidally. exp(�tA) also varies sinusoidally and so the product has termswhich are either constant or sinusoidal with frequency 2!0. The trapezoidal in-tegration of the constant is always exact, and the integration of the sinusoidalterm correctly gives zero provided there is more than one timestep during theperiod �=!0; this corresponds to the constraint sin(!0�t) 6=0.The conclusion from this analysis is that the state-transition integration ofthe structural dynamics equations is very accurate even when there are relativelyfew timesteps per period. Since it provides both xw and _xw at each timestep it isalso easy to construct highly accurate discretisations of the kinematic boundarycondition. In this model 1D problem, the accuracy with which the aerodynamicequations are approximated does not a�ect the predicted aerodynamic dampingof the wall's motion. In the real 3D application it would a�ect the result, so itis then the accuracy of the aerodynamic calculation which would determine theaccuracy of the coupled aeroelastic analysis.Following the slightly di�erent discretisation used by Edwards et al,Z t00 exp((t�t0)A) dt = 1!0  sin(!0t0) 1� cos(!0t0)�(1� cos(!0t0)) sin(!0t0) ! ; (4.33)and hence the modi�ed equation for z isdet z � cos(!0�t) � sin(!0�t) + d(z+1)(1�cos(!0�t)sin(!0�t) z � cos(!0�t) + d(z+1) sin(!0�t) ! = 0;=) z2(1+d sin(!0�t))� 2z cos(!0�t) + (1�d sin(!0�t)) = 0;=) z = cos(!0�t)� i sin(!0�t)p1�d21 + d sin(!0�t) : (4.34)When d=0 this leads to!!0 � 1 + id sin(!0�t)!0�t � 12d2 cos(!0�t) sin(!0�t)!0�t + 13 id (d!0�t)2  sin(!0�t)!0�t !3(4.35)



23The O(d) term is no longer obtained exactly independent of the value of !�t,but the error is O(d(!0�t)2) which is very small if !0�t < 0:1. In practice, for3D computations this method is probably as accurate as the other discretisationof the state-transition equations, since in both cases the main error will comefrom the discretisation of the uid equations.A �nal remark is that there are two ways in which to handle weak structuraldamping and weakly nonlinear structural dynamics. The �rst is to decomposeA into a dominant part which is constant in time and has purely imaginaryeigenvalues, plus a smaller part which contains the damping terms and nonlinearsti�ness terms; because of the nonlinear dependence on xw and _xw this smallerpart will vary in time. A(t) = A0 + A1(t): (4.36)The wall dynamic equation can be written asdwdt + A0w = (P � A1w); (4.37)and hencew(t0)� exp(�t0A0)w(0) = Z t00 exp ((t�t0)A0) (P (t)� A1(t)w(t)) dt: (4.38)The relatively small extra term A1(t)w(t) can then be approximated in exactlythe same manner as the aerodynamic term, using trapezoidal integration and apredictor/corrector solution procedure.The alternative is to de�neP (t) = P (n) + t� t(n)�t �P (n+1) � P (n)� ; (4.39)for the interval t(n)� t� t(n+1), and then solve the o.d.e.dwdt + Aw = P (t); (4.40)with initial conditions at t(n) to obtain the solution at t(n+1). This can be doneusing any numerical algorithm with su�ciently small timesteps to achieve anydesired level of accuracy. Even if there are many structural timesteps for eachaerodynamic timestep the computational cost will be negligible since there will bevery few structural modes compared to the number of aerodynamic grid points.



245 Discussion of relevance to 3D applicationsThe interpretation of the analysis in this paper in the context of real 3D engi-neering calculations is a tricky issue. The simple model problem in the currentanalysis has a one-degree-of-freedom structural oscillation in which the surfacepressure varies in phase with the wall's velocity, causing aerodynamic dampingunder all conditions. In a real application the structural model will have sev-eral degrees of freedom. For each degree of freedom there is a correspondinggeneralised force which is the combined e�ect of the entire surface pressure dis-tribution on the particular mode of vibration. The nondimensional generalisedforce will have magnitude corresponding to the damping factor d in the modelproblem, but unlike the model problem the generalised force will not be perfectlyin phase with the mode's motion. Flutter, a physical instability of the coupledaeroelastic system, occurs when the phase di�erence between the force and thevelocity of the mode is greater than 90o. This corresponds to rede�ning thedamping factor d in the model analysis to be a complex quantity with negativereal component. For accurate prediction of the conditions under which utteroccurs, it is therefore the phase rather than the magnitude of the aerodynamicswhich must be accurately captured by the numerical discretisation. Treating das a general complex quantity, it can be seen that the analyses of the �rst ordercoupling with both the upwind and Lax-Wendro� discretisations show signi�cantphase errors unless the timestep is very small. The analysis of the second ordercoupling shows the leading error is in the magnitude of the aerodynamic e�ect;there is only a third-order error in its phase. These methods are therefore verymuch more accurate.



256 ConclusionsThe principal conclusions from this study are:� The key non-dimensional physical parameter in the model problem is theaerodynamic damping factor d. For turbomachinery applications this liesin the range 0.005{0.02; for aircraft applications it is usually in the range0.05{0.2. To simplify the analysis in this study, asymptotic approximationsare made on the basis that d� 1. For larger values of d numerical com-putation would be required to obtain the complex frequencies arising fromthe numerical discretisation.� The other important non-dimensional parameter in this analysis is theproduct of the natural frequency of the wall's vibration and the timestep,!0�t, which is inversely proportional to the number of timesteps per period.� There appears to be no possibility of a spurious numerical instability dueto the coupling of the aerodynamic and structural models, provided thereare no unstable or neutrally stable spurious modes in the uncoupled limitas d!0.� If an explicit CFD algorithm is used for the aerodynamic equations, thenfor typical utter frequencies and aerodynamic grid resolution !0�t will beO(10�3). Hence, any stable algorithm for the discretisation of the struc-tural dynamics and the kinematic boundary condition will be su�cientlyaccurate provided it is at least second order accurate for the uncoupledvibration, and �rst order accurate for the coupled analysis.� If an implicit CFD algorithm is used for the aerodynamic equations, thenit is possible that !0�t will be O(10�1). In this case it is necessary touse a discretisation which is second-order accurate for both the uncoupledand coupled systems. It is also best to avoid the use of the many standardalgorithms which cause spurious numerical damping of the uncoupled walldynamics; these methods may be very suitable for extremely sti� systemsbut are not suitable for this application in which there is very little physicaldamping and its accurate evaluation is essential.� The state-transition structural algorithm has excellent numerical proper-ties which make it particularly suitable for calculations with extremely fewtimesteps per period. Trapezoidal integration of the vector form of the walldynamic equation is also very accurate.� By using the analogy between complex values of d in the model problemand real 3D engineering applications, it is thought that the analysis re-solves many of the central issues in the stability and accuracy of coupleddiscretisations of aeroelastic systems.
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