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Chapter 1Introduction1.1 Unsteadiness in turbomachineryThere are four principal sources of unsteadiness in a single stage of a turbomachinein which there is one row of stationary blades (stators) and one row of moving blades(rotors). As shown in Fig. 1.1, wake/rotor interaction causes unsteadiness because thestator wakes, which one can consider to be approximately steady in the stator frameof reference, are unsteady in the rotor frame of reference since the rotor is movingthrough the wakes and chopping them into pieces. This causes unsteady forces on therotor blades and generates unsteady pressure waves. Although the stator wakes aregenerated by viscosity, the subsequent interaction with the rotor blades is primarilyan inviscid process and so can be modelled by the inviscid equations of motion. Thisallows two di�erent approaches in numerical modelling. The �rst is to perform a fullunsteady Navier-Stokes calculation of the stator and rotor blades. The second is toperform an unsteady inviscid calculation for just the rotor blade row, with the wakesbeing somehow speci�ed as unsteady in
ow boundary conditions. This latter approachis computationally much more e�cient, but assumes that one is not concerned aboutthe unsteady heat transfer and other viscous e�ects on the rotor blades.Potential stator/rotor interaction causes unsteadiness due to the fact that the pres-sure in the region between the stator and rotor blade rows can be decomposed approxi-mately into a part that is steady and uniform, a part that is non-uniform but steady inthe rotor frame (due to the lift on the rotor blades) and a part that is non-uniform butsteady in the stator frame (due to the lift on the stator blades). As the rotor bladesmove, the stator trailing edges experience an unsteady pressure due to the non-uniform1
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utterFigure 1.1: Sources of unsteadiness in turbomachinery 
owpart that is locked to the rotors, and the rotor leading edges experience an unsteadypressure due to the non-uniform part that is locked to the stators. This is a purelyinviscid interaction which is why it is labelled a \potential" interaction. There areagain two approaches to modelling this interaction. The �rst is an unsteady, inviscidcalculation of the stator and rotor blade rows. The second is an unsteady, inviscid cal-culation of just one of the blade rows, either the stator or the rotor, with the unsteadypressure being speci�ed as a boundary condition. The latter approach is more e�cient,but unfortunately the situation in which the potential stator/rotor interaction becomesimportant is when the spacing between the stator and rotor rows is extremely small,and/or there are shock waves moving in the region between them. Consequently, onedoes not usually know what values to specify as unsteady boundary conditions.The �rst two sources of unsteadiness were both due to the relative motion of thestator and rotor rows. The remaining two sources are not. The viscous 
ow past a bluntturbine trailing edge results in vortex shedding, very similar to the Karman vortex streetshed behind a cylinder. In fact real wakes lie somewhere between the two idealized limitsof a Karman vortex street and a turbulent wake with steady mean velocity pro�le. It isbelieved that provided the integrated loss is identical the choice of model does not a�ectthe subsequent interaction with the downstream rotor blade row. However, this is anassumption which needs to be investigated sometime in the future. The importance ofvortex shedding lies in the calculation of the average pressure around the blunt trailingedge, which determines the base pressure loss, a signi�cant component of the overallloss. There is also experimental evidence to suggest that the vortex shedding can be2



greatly ampli�ed under some conditions by the potential stator/rotor interaction.Finally, there can be unsteadiness due to the motion of the stator or rotor blades.The primary concern here is the avoidance of 
utter. This is a condition in which asmall oscillation of the blade produces an unsteady force and moment on the blade whichdue to its phase relationship to the motion does work on the blade and so increases theamplitude of the blade's unsteady motion. This can rapidly lead to very large amplitudeblade vibrations, and ultimately blade failure.1.2 A brief reviewIn the last eight years considerable e�ort has been devoted to the calculation of unsteady
ow in turbomachinery. The �rst signi�cant piece of work was by Erdos in 1977 [9]. Inhis paper he presented a calculation of unsteady 
ow in a fan stage, including the use ofan algorithm to treat unequal pitches. Unfortunately, this method has some limitationswhich will be discussed later. In 1985, Koya extended Erdos' work to three dimensions[21].In 1984, Hodson modi�ed a program written by Denton, and used Erdos' technique,to calculate wake/rotor interactions in a low speed turbine [18]. The incoming wakeswere speci�ed as unsteady boundary conditions. The results show that the wake seg-ments cut by the turbine rotors roll up into two counter-rotating passage vortices, andthe wake 
uid migrates to the suction surface.In 1985, Rai presented a paper showing stator/rotor interaction calculated using aNavier-Stokes algorithm [29]. This paper generated considerable interest and sparked alot of research activity. In 1988, Rai extended his techniques to three-dimensional, vis-cous calculations [30]. However, Rai, along with many other researchers since, assumedthat the stator/rotor pitch ratio is 1:1 or some simple ratio such as 2:3 or 3:4. Thisassumption allows them to perform calculations with simple periodic boundary condi-tions, but requires modi�cations to the geometry when applied to real turbomachinerystages.In the last few years there have been several papers: Fourmaux [10] and Lewis [22],inviscid, two-dimensional stator/rotor interaction; Jorgensen [20] viscous, quasi-three-dimensional stator/rotor interaction; Ni [27], inviscid three-dimensional stator/rotorinteraction; Chen [4], three-dimensional, viscous stator/rotor interaction. In general,these papers have concentrated on numerical algorithm issues, and proof-of-conceptdemonstrations. Progressively now, the emphasis is turning to applications and mathe-3



matical modelling issues such as transition and turbulence modelling. Notable work inthis latter category has been done by Sharma [34].1.3 Overview of UNSFLO and reportThe computer program UNSFLO which has been developed over the last �ve yearshas many capabilities. It can solve the steady or unsteady, inviscid or viscous equa-tions of motion in two dimensions, with extensions to include quasi-three-dimensionale�ects. It can handle many di�erent kinds of 
ow unsteadiness; wake/rotor and po-tential/rotor interactions in which the unsteadiness is generated by unsteady in
ow orout
ow boundary conditions; stator/rotor interactions in which a full stage is calculatedand the unsteadiness is caused by the relative motion of the stators and rotors; 
utter,in which the unsteadiness is due to blade vibration. One novel feature of UNSFLO isits ability to treat arbitrary wake/rotor and stator/rotor pitch ratios, which in extremecases requires the computation to be performed on multiple rotor passages. Anotheris the incorporation of highly accurate non-re
ecting boundary conditions which mini-mize non-physical re
ections at in
ow and out
ow boundaries. A third feature is theuse of unstructured grids which, in combination with an advancing front grid gener-ator [24], makes it possible to perform calculations on complex geometries, such aspylon/strut/outlet-guide-vane combinations.Several papers have been written about di�erent algorithmic components of UNSFLO,as well as the use of UNSFLO to investigate various unsteady 
ows. On the algorithmside the papers present the `time-inclined' computational planes used to handle arbi-trary stator/rotor pitch ratios [12]; the use of \time-inclined" computational planesfor convergence acceleration [11, 6]; the stator/rotor interface treatment for a tran-sonic interaction analysis [15]; the mathematical theory behind non-re
ecting boundaryconditions [14]. On the application side, UNSFLO has been used to look at compres-sor interaction [8]; shock propagation in a shock-wave/rotor interaction [19]; complexsteady and unsteady pylon/strut/outlet-guide-vane 
ows [24]; unsteady heat transfer ina transonic turbine stator/rotor interaction [1]. There is also a comprehensive validationpaper with a number of unsteady test cases [16].This report describes in detail the numerical method used in UNSFLO. Chapter 2derives the explicit, Lax-Wendro� algorithm which is used to calculate the unsteady,inviscid 
ow. It also discusses the use of an unstructured, pointered grid system, andthe formulation of the numerical smoothing which is critical to the accuracy of the4



method. Chapter 3 introduces the concept of \time-inclined" computational planes tohandle unsteady calculations with arbitrary stator/rotor pitch ratios. Full details arepresented on how this changes the basic Lax-Wendro� algorithm. Chapter 4 shows howstator/rotor calculations are performed by calculating on two separate stator and rotorgrids using relative 
ow variables. The two are coupled together through an interfaceregion with moving cells. Chapter 5 presents the steady in
ow and out
ow boundaryconditions, using non-re
ecting boundary condition theory to achieve accurate resultson very small domains. Chapter 6 gives the unsteady boundary conditions, which allowfor the speci�cation of incoming wakes and potential disturbances, and again use thenon-re
ecting theory to prevent arti�cial re
ections of outgoing waves. Finally, Chapter7 presents the viscous 
ow algorithm and full details on how it is coupled to the externalinviscid 
ow calculation.

5



Chapter 2Lax-Wendro� Algorithm onUnstructured Meshes2.1 Unsteady Euler equationsThe unsteady Euler equations, describing the motion of an inviscid, compressible gas intwo dimensions, are @U@t = ��@F@x + @G@y � ; (2.1)where U , F and G are four component vectors given by,U = 0BBBBB@ ��u�v�E 1CCCCCA ; F = 0BBBBB@ �u�u2 + p�uv�uH 1CCCCCA ; G = 0BBBBB@ �v�uv�v2 + p�vH 1CCCCCA : (2.2)The pressure p, and total enthalpy H , are related to the density �, velocity compo-nents u and v, and total energy per unit mass E by the following two equations whichassume a perfect gas with a constant speci�c heat ratio 
.p = (
�1) � �E � 12(u2 + v2)� (2.3)H = E + p�: (2.4)Additional equations which will be required are the de�nitions of the speed of sound,Mach number, stagnation pressure and stagnation density.c = r
p� (2.5)6



M = pu2 + v2c (2.6)po = p�1 + 
 � 12 M2�
=(
�1) (2.7)�o = ��1 + 
 � 12 M2�1=(
�1) : (2.8)The 
ow variables are non-dimensionalized using the upstream stagnation densityand stagnation speed of sound which leaves the equations unchanged and gives thefollowing inlet stagnation quantities.H = 1
�1 ; �o = 1; po = 1
 : (2.9)An extremely useful extension to the two-dimensional Euler equations, is the in-clusion of a varying streamtube thickness in the third dimension. The resultant quasi-three-dimensional equations areh@U@t = ��@(hF )@x + @(hG)@y �+ S; (2.10)where S = 0BBBBB@ 0p@h@xp@h@y0 1CCCCCA ; (2.11)and h is the streamtube thickness which in general varies only in the axial x-direction.This is the most important three-dimensional e�ect in axial turbomachinery, but inradial turbomachinery the radius change is also very important and one should includeCoriolis and centrifugal body forces [5].These equations also apply in a rotating frame of reference at constant radius ifrelative velocities, total energy and total enthalpy are used.2.2 Unstructured meshesBefore beginning to present the numerical algorithm used to solve the unsteady Eulerequations, it is necessary to �rst discuss the organization of the computational data.Historically, most algorithms and programs in computational 
uid dynamics have beendeveloped on structured meshes, which means that the computational grid is usually7



composed of quadrilateral cells which are arranged in a logically rectangular mannerand so each grid coordinate has an (i; j) index. Each 
ow variable is then de�nedat a particular point in a two-dimensional array, and neighboring points in the arraystructure are also neighboring points in the physical computational domain.The alternative approach of using unstructured meshes, is the one which has com-monly been adopted in structural and thermal �nite element analysis. Increasingly thisapproach is also being used in computational 
uid dynamics [25], and it is the approachused here with UNSFLO. Each grid coordinate (and its associated 
ow variables) isassociated with a particular index in a one-dimensional array. There are also one-dimensional arrays of cell-related variables, with one set of cell variables being pointersgiven the indices of the grid nodes which form the corners of the cell. As will be describedin the next section, the 
ow algorithm is arranged to be implemented in a cell-by-cellmanner, sweeping through the list of cells gathering the values from their corner nodesperforming the necessary calculations and then distributing the appropriate changes inthe 
ow variables back to the corner nodes.There are several reasons for choosing to use unstructured meshes. They o�er great
exibility in grid generation for complex geometries, and e�ectively separate the processof grid generation from the 
ow solver, since any structured mesh can always be turnedinto an unstructured mesh. For added 
exibility, the mesh used in UNSFLO can bea mixture of quadrilateral and triangular cells. Another related advantage lies in thetechnique of adaptive meshes in which grids are locally re�ned through the additionof extra grid points to resolve high-gradient features such as shocks and slip surfaces.This is relatively easily done for unstructured meshes [25, 7], but can only be done ina very limited and ine�cient way on structured meshes. Proponents and opponentsof unstructured meshes disagree on both the relative ease of programming and thevector/parallel e�ciency of the 
ow solvers. The �rst depends on the complexity of thegeometry, since structured programs are simple for ducts, but get extremely complicatedwhen dealing with entire aircraft, whereas the unstructured 
ow solvers do not change.The second point depends on the trade-o� between the cost of gather/scatter operationsrequired to address the 
ow variables at the corners of the computational cells, versusthe increased e�ciency of DO-loops which span the total number of cells rather thanthe number in any one particular direction. The only drawback of unstructured meshesis that they are generally unsuitable in applications where ADI algorithm are required,since those algorithms require connection lists of nodes along implicit inversion lines.Even in this case, however, it is possible to construct an appropriate partially structuredmesh [28]. 8



AB
C Dabcdef g h1 234567 8 9Figure 2.1: Control volume for quadrilateral Lax-Wendro� scheme2.3 Quadrilateral Lax-Wendro� algorithmThe quadrilateral Lax-Wendro� scheme is very similar to that used by Ni [26] and Hall[17], but di�ers in precise detail for non-uniform grids. The algorithm will �rst bedescribed for the two-dimensional Euler equations, and then the modi�ed version forthe quasi-three-dimensional equations will be given.The second-order Taylor series expansion for Un+1 = U((n+ 1)�t) can be writtenas, Un+1 = Un +�t�@U@t �n + 12�t2 @2U@t2 !n: (2.12)Substituting from Eq. (2.1) and changing the order of di�erentiation yields,Un+1 = Un ��t�@F@x + @G@y �n � �t2 � @@x �F + @@y �G�n ; (2.13)where �Fn = �t @F@t ; �Gn = �t @G@t : (2.14)Now consider the cells shown in Fig. 2.1. The grid nodes are numbered, and theletters correspond to other points which will be used in explaining the method. a,c,e,gare located at the center of their respective faces, and b,d,f,h are located at the center of9



their respective cells. Integrating Eq. (2.13) over the cell a-b-c-d-e-f-g-h-a, and applyingGreen's theorem, gives�U1 = ��tA1 �I (F dy � Gdx) + 12 I (�F dy � �Gdx)� : (2.15)The �rst term can be split into four separate contour integrals around 1-a-b-c-1 etc.,and each of these can be approximated as a quarter of the contour integral around thelarger cells 1-2-3-4-1 etc., which are labelled A,B,C,D for convenience. In this manner�U1 can be split into four parts,�U1 = �U1A + �U1B + �U1C + �U1D (2.16)where,�U1A = 1A1 ���t4 IcellA(F dy � Gdx)� �t2 Za�b�c(�F dy � �Gdx)�= 14A1 (AA�UA ��t (�FA (y4�y2)��GA (x4�x2))) (2.17)and the other terms are de�ned similarly.�UA is obtained by a simple trapezoidal integration around cell A. De�ning thefollowing face lengths in a counterclockwise direction,�x21 = x2 � x1�x32 = x3 � x2�x43 = x4 � x3 (2.18)�x14 = x1 � x4�y21 = y2 � y1�y32 = y3 � y2�y43 = y4 � y3 (2.19)�y14 = y1 � y4the equation for �UA is�UA = �tAA ��12(F1 + F2)�y21 + 12(G1 +G2)�x21�12(F2 + F3)�y32 + 12(G2 +G3)�x32�12(F3 + F4)�y43 + 12(G3 +G4)�x43�12(F4 + F1)�y14 + 12(G4 +G1)�x14� : (2.20)10



The cell area AA is obtained fromAA = 12 ( (x3 � x1)(y4 � y2)� (x4 � x2)(y3 � y1) ) ; (2.21)and the area A1 associated with node 1 is simply an average of the four cells AA,AB,ACand AD.�FA and �GA are obtained from�FA = �@F@U �A�UA; �GA = �@G@U �A�UA; (2.22)with the Jacobians being evaluated using UA, the cell average of the four nodes. Forcomputational e�ciency it is best not to actually form the Jacobian matrix and performthe matrix-vector multiplication. Instead, the following equations are used.�u = (�(�u)� u��)=��v = (�(�v)� v��)=� (2.23)�p = (
�1) ��(�E)� u�(�u)� v�(�v) + 12(u2+v2)����F1 = �(�u)�F2 = u�(�u) + �u�u+ �p�F3 = u�(�v) + �v�u (2.24)�F4 = u(�(�E)+ �p) + �H�u�G1 = �(�v)�G2 = v�(�u) + �u�v�G3 = v�(�v) + �v�v+ �p (2.25)�G4 = v(�(�E)+ �p) + �H�v:By construction, the Lax-Wendro� scheme as formulated here is ideally suited forcalculations on an unstructured grid. In the program the algorithm is accomplished inthree passes. The �rst pass calculates F and G at all nodes. The second pass calculatesfor each cell the �U;�F;�G and then the contributions to the changes at each ofits nodes. The third pass adds the changes onto the 
ow variables at each node andevaluates the convergence checks.The algorithm is also very suitable for calculations on a computer with either vectorpipelines or multi-processors. In this case the middle pass is split into several passes.11



The cells are \colored" such that there are no two cells of the same color touching. Theneach pass calculates the update contributions from one color of cell. In this manner thereare no con
icts from two cells sending their contributions to the same node at the sametime. The coloring algorithm need not be too sophisticated. If there are 10,000 cellsthen using ten colors is not much less e�cient than using four.Several modi�cations are needed to convert the basic two-dimensional algorithm intothe quasi-three-dimensional form. The �rst is that all cell areas become volumes.A0A = 18(h1+h2+h3+h4) ( (x3�x1)(y4�y2)� (x4�x2)(y3�y1) ) : (2.26)It is also helpful to de�ne the following face area terms.�x021 = 12(h1+h2)�x21�x032 = 12(h2+h3)�x32�x043 = 12(h3+h4)�x43 (2.27)�x014 = 12(h4+h1)�x14�y021 = 12(h1+h2)�y21�y032 = 12(h2+h3)�y32�y043 = 12(h3+h4)�y43 (2.28)�y014 = 12(h4+h1)�y14�x0024 = 12(�x021 +�x014 ��x043 ��x032)�x0031 = 12(�x032 +�x021 ��x014 ��x043) (2.29)�y0024 = 12(�y021 + �y014 ��y043 ��y032)�y0031 = 12(�y032 + �y021 ��y014 ��y043): (2.30)Next, in the de�nition of �UA, there are two changes, one due to the multiplicationof the 
uxes F and G by the average streamtube thickness at the centers of the faces,and the other due to the inclusion of the source term S. This latter term can beapproximated asZ Z Sdx dy � pA Z Z 0BBBBB@ 0@h@x@h@y0 1CCCCCA dx dy12



= pA0BBBBB@ 0H h dy� H h dx0 1CCCCCA� 14(p1+p2+p3+p4)0BBBBB@ 0�y021+�y032+�y043+�y014�(�x021+�x032+�x043+�x014)0 1CCCCCA : (2.31)Inserting these two changes into the 
ux residual equation (2.20) gives, after sometedious algebra,�UA = � �t2A0A0BBBBB@V̂1�1 + V̂2�2 + V̂3�3 + V̂4�4V̂1(�u)1 + V̂2(�u)2+ V̂3(�u)3 + V̂4(�u)4�(p3�p1)�y0024 � (p4�p2)�y0031V̂1(�v)1 + V̂2(�v)2 + V̂3(�v)3 + V̂4(�v)4 + (p3�p1)�x0024 + (p4�p2)�x0031V̂1(�H)1+V̂2(�H)2+V̂3(�H)3+V̂4(�H)4 1CCCCCA(2.32)where the V̂ terms are volume 
uxes de�ned byV̂1 = u1(�y021+�y014)� v1(�x021+�x014)V̂2 = u2(�y032+�y021)� v2(�x032+�x021)V̂3 = u3(�y043+�y032)� v3(�x043+�x032) (2.33)V̂4 = u4(�y014+�y043)� v4(�x014+�x043):�F and �G are calculated in exactly the same manner as before, but the secondorder 
ux terms are slightly modi�ed, so that the distributed changes to the nodes are�U1A = ��tA0 �1�14 �A0�t�A�UA + 14�FA �y0024 � 14�GA �x0024��U2A = ��tA0 �2�14 �A0�t�A�UA + 14�FA �y0031 � 14�GA �x0031��U3A = ��tA0 �3�14 �A0�t�A�UA � 14�FA �y0024 + 14�GA �x0024� (2.34)�U4A = ��tA0 �4�14 �A0�t�A�UA � 14�FA �y0031 + 14�GA �x0031� :Note the rearrangement of the �t terms. Expressed in this way the numerical schemeremains conservative for steady-state calculations which use spatially varying timestepsto achieve faster convergence. 13
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Figure 2.2: Control volume for triangular Lax-Wendro� scheme2.4 Triangular Lax-Wendro� algorithmThe quadrilateral Lax-Wendro� algorithm has been extended by Lindquist [23] fortriangular cells. The algorithm is very similar to the quadrilateral method. Fig. 2.2shows the triangular control volume for a situation in which six triangles meet at node1. a,c,e,g,i,k are located at the center of their respective faces and b,d,f,h, j,l are at thecenters of their respective triangular cells. The counter-clockwise lengths of the faces ofcell A are de�ned by �x21 = x2 � x1�x32 = x3 � x2 (2.35)�x13 = x1 � x3�y21 = y2 � y1�y32 = y3 � y2 (2.36)�y13 = y1 � y3:The volume and face areas of cell A are de�ned byA0A = 16(h1+h2+h3) (�x21�y32 ��x32�y21) ; (2.37)and �x021 = 12(h1+h2)�x21�x032 = 12(h2+h3)�x32 (2.38)�x013 = 12(h3+h1)�x1314



�y021 = 12(h1+h2)�y21�y032 = 12(h2+h3)�y32 (2.39)�y013 = 12(h3+h1)�y13�x0012 = ��x021 + 13(�x021+�x032+�x013)�x0023 = ��x032 + 13(�x021+�x032+�x013) (2.40)�x0031 = ��x013 + 13(�x021+�x032+�x013)�y0012 = ��y021 + 13(�y021+�y032+�y013)�y0023 = ��y032 + 13(�y021+�y032+�y013) (2.41)�y0031 = ��y013 + 13(�y021+�y032+�y013):The change �UA in cell A is given by�UA = � �t2AA 0BBBBB@ V̂1�1 + V̂2�2 + V̂3�3V̂1(�u)1+ V̂2(�u)2 + V̂3(�u)3 + p1�y0023 + p2�y0031 + p3�y0012V̂1(�v)1+ V̂2(�v)2+ V̂3(�v)3� p1�x0023 � p2�x0031 � p3�x0012V̂1(�H)1+V̂2(�H)2+V̂3(�H)3 1CCCCCA(2.42)where the V̂ terms are volume 
uxes de�ned byV̂1 = u1(�y021+�y013)� v1(�x021+�x013)V̂2 = u2(�y032+�y021)� v2(�x032+�x021) (2.43)V̂3 = u3(�y013+�y032)� v3(�x013+�x032):�F and �G are calculated as before, but the �rst order term in the distributedchanges is slightly di�erent since the 
ux residual has to be distributed in equal thirdsto the three corner nodes, and the second order term is di�erent because of the geometricdi�erences between quadrilaterals and triangles.�U1A = ��tA0 �1�13 �A0�t�A�UA + 14�FA �y0023 � 14�GA �x0023��U2A = ��tA0 �2�13 �A0�t�A�UA + 14�FA �y0031 � 14�GA �x0031� (2.44)�U3A = ��tA0 �3�13 �A0�t�A�UA + 14�FA �y0012 � 14�GA �x0012� :15
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JJJJJJJJ JJJJJJJJHHHHHH��������������������������������������������������ABC 1 2345Figure 2.3: Cells at a wall2.5 Wall boundary conditionsAt solid walls the analytic boundary condition is that there is no 
ow normal to thewall. Computationally this is implemented easily by setting to zero the mass 
uxthrough wall faces when calculating the change �U in any cell which has a solid wallface. To maintain vector e�ciency, the node-numbering of cells with wall faces is alteredif necessary to ensure that the wall face is the face between nodes 1 and 2. Also thecell-coloring algorithm discussed earlier is modi�ed to ensure that all cells of a particularcolor either do have wall faces, or do not have wall faces. Then, when looping over cellsof a color with wall faces, the de�nitions of the volume 
uxes V̂1 and V̂2 are changed toV̂1 = u1�y014 � v1�x014V̂2 = u2�y032 � v2�x032 (2.45)for quadrilateral cells, and V̂1 = u1�y013 � v1�x013V̂2 = u2�y032 � v2�x032 (2.46)for triangular cells.In addition to setting the normal mass 
ux to zero in the residual evaluation, at theend of each timestep the velocity is also made tangent to the wall at each surface gridnode by eliminating the component of the momentum normal to the surface.16



1A B
2C D

Figure 2.4: Grid nodes in periodic boundary condition2.6 Periodic boundary conditionThe periodic condition for steady 
ows, and unsteady 
ows with equal stator and rotorpitches, is implemented by adding the update contributions that one periodic node 1obtains from its contributing cells A and B, see Figure 2.4, to the contributions thatthe corresponding upper periodic node 2 obtains from its cells C and D, and using thesum to update the 
ow variables at 1 and 2.2.7 Numerical smoothingTwo types of numerical smoothing are added to the basic Lax-Wendro� algorithm. Tostabilize shock calculations and prevent large overshoots a carefully tailored second-di�erence shock smoothing is used. Also, unwanted high-frequency waves in smooth
ow regions are suppressed by adding a form of fourth-di�erence damping.2.7.1 Shock smoothingThe shock smoothing is similar to the second di�erence smoothing used by Ni [26],but with an adaptive smoothing coe�cent based upon an idea of von Neumann andRichtmeyer [31].The internal structure of a physical shock is determined by the balance of the in-viscid 
ux and the 
ux due to the bulk viscosity of the 
uid. Thus von Neumann and17



Richtmeyer suggested modifying the Euler equations, Eq. (2.1), into the following form,@U@t = ��@(F�F v)@x + @(G�Gv)@y � ; (2.47)where F v and Gv are F v = 0BBBBB@ 0�r:~u00 1CCCCCA ; Gv = 0BBBBB@ 00�r:~u0 1CCCCCA : (2.48)The shock width is proportional to the bulk viscosity � divided by the magnitude of thevelocity jump across the shock, and so they proposed the following formula for �.� = 8<: �l2jr:~uj ;r:~u < 00 ;r:~u > 0 (2.49)Making the viscosity zero when the 
ow divergence is positive prevents smoothing ofexpansion regions. The variable l is the desired shock width which is chosen to beproportional to the local mesh spacing.The shock smoothing in UNSFLO starts with Ni's second di�erence smoothing,which can be written as an additional distribution from each cell to its corner nodes.Using the same labelling system as the description of the basic algorithm, the additionalsmoothing distribution to node 1 due to cell A is[(�U)1A]smoothing = ����tA �1� A�t�A (U1 � UA): (2.50)In this equation UA is the average value of U in cell A, de�ned by a simple arithmeticaverage of the nodal values. If � was taken to have a small, positive, uniform value,then this smoothing would be very similar to Ni's smoothing as described in his originalpaper [26]. However, in UNSFLO it is de�ned to depend upon the 
ow divergence in amanner based on the idea of von Neumann and Richtmeyer.Firstly, a scaled 
ow divergence in cell A is de�ned bydiv(~u) = (u1�u3)�y24 � (v1�v3)�x24 + (u2�u4)�y31 � (v2�v4)�x31c p�x24�y31 ��x31�y24 (2.51)for quadrilateral cells, anddiv(~u) = u1�y23 � v1�x23 + u2�y31 � v2�x31 + u3�y12 � v3�x12c p�x12�y23 ��x23�y12 (2.52)18



for triangular cells. These de�nitions mean that in smooth regions div(~u) is approxi-mately the 
ow divergence multiplied by a cell length, and in regions with a discontinuitydue to a shock it is approximately the velocity jump across the shock.Next, � is de�ned by� = min �0:02; max��(2); �0:1M2div(~u); 0:1M2(div(~u)�0:2); 0:02(M 2�2)��(2.53)The di�erent terms in the above de�nition require explanantion. The �rst term setsan upper limit on the magnitude of �; this is needed to prevent a numerical parabolicinstability. The second term is a constant which is usually zero, but can be set bythe user to be a small positive constant, in which case it acts like Ni's �xed-coe�cientsmoothing. This is usually done only when there is some di�culty in performing thecomputation without this smoothing, which might happen if there is some excessivelystrong 
ow transient. The third term is the regular bulk viscosity term which is positiveonly when the 
ow is decelerating and the divergence is negative. The Mach number isused to prevent excessive smoothing at stagnation points. The fourth term is designedto prevent the possibility of expansion shocks. It is positive only when the 
ow isaccelerating strongly, and in almost all computations this term will be zero throughoutthe 
ow �eld. The �nal term introduces smoothing when the local Mach number exceedsp2, which is above the values to be expected in most turbomachinery calculations. Thisterm is included to cope with particular nasty transients in steady-state calculationswithout having to resort to a non-zero value for �(2).It should be clear to the reader that there is a great deal of empiricism and practicalexperience built into the above shock smoothing formulation. All of the constants haveevolved over four years of calculations, and the values above work for a wide variety ofsteady and unsteady turbomachinery 
ows. One �nal important observation is that insmooth 
ow regions div(~u) is proportional to the local cell dimension and so if �(2) iszero and the Mach number is below p2, then the shock smoothing is second order inmagnitude and does not alter the global order of accuracy.2.7.2 Fourth di�erence smoothingConceptually, the fourth di�erence smoothing corresponds to adding a term of the form�r: �lr(l2r2U)�to the right-hand-side of Eq. (2.1) or Eq. (2.10). The variable l is a length which iscomparable to the local cell length, and so the error produced by this smoothing will be19



second-order at worst. As stated earlier, the function of this smoothing is to suppresscertain highly oscillatory steady-state modes which are otherwise allowed by the basicLax-Wendro� scheme.The �rst step in formulating the fourth di�erence smoothing is to calculate a discreteapproximation to a Laplacian of the state vector U at each node. The average gradientsof U in a triangular cell can be found by an application of Green's theorem.�@U@x �A = 1AA IcellA U dy= � 12AA (U1�y32 + U2�y13 + U3�y21) (2.54)�@U@y �A = � 1AA IcellA U dx= 12AA (U1�x32 + U2�x13 + U3�x21): (2.55)Having obtained the cell gradients, a second di�erence of U at node 1 can be de�nedby (D2U)1 � 2A1r2U1 � 2 I �@U@x dy � @U@y dx� : (2.56)The line integral is around the same control volume used to assemble the second order
ux terms in the Lax-Wendro� algorithm. In fully discrete form (D2U)1 is composedof contributions from all of the cells bordering node 1, and the contribution from cell A(as de�ned in Fig. 2.2) is(D2U)1A = � 12AA ( (U1�y32 + U2�y13 + U3�y21)�y32 +(U1�x32 + U2�x13 + U3�x21)�x32 ) (2.57)Similarly the contributions from cell A to D2U at nodes 2 and 3 are(D2U)2A = � 12AA ( (U1�y32 + U2�y13 + U3�y21)�y13 +(U1�x32 + U2�x13 + U3�x21)�x13 ) : (2.58)(D2U)3A = � 12AA ( (U1�y32 + U2�y13 + U3�y21)�y21 +(U1�x32 + U2�x13 + U3�x21)�x21 ) : (2.59)A noteworthy feature of this second di�erence operator D2 is that when appliedto a linear function U on an irregular grid, it returns a value of zero. The proof is20
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Figure 2.5: Division of quadrilateral cell into trianglessimple: if U is linear then rU must be uniform and so the line integral of the gradientsaround the node's control volume must give zero. For this to remain true at solid wallboundaries, the distribution formulae must be modi�ed to include the contribution dueto the control volume face lying on the wall surface. For example, in the case of cell Ain Fig. 2.3, the modi�ed distributions to nodes 1 and 2 are(D2U)1A = 12AA ( (U1�y32 + U2�y13 + U3�y21)�y13 +(U1�x32 + U2�x13 + U3�x21)�x13 ) : (2.60)(D2U)2A = 12AA ( (U1�y32 + U2�y13 + U3�y21)�y32 +(U1�x32 + U2�x13 + U3�x21)�x32 ) : (2.61)The discussion so far has been for triangular cells. The natural extension to quadri-lateral cells would involve computing the 
ux of rU in each cell through the usualcontrol volume. However, this leads to a very poor smoothing operator because anodd-even sawtooth error mode (positive at nodes 1 and 3, and negative at nodes 2 and4) would give a rU at the cell center which is zero. Thus this error mode would not besuppressed by the smoothing. 21



Instead, the approach for quadrilateral cells is to use the triangular algorithm bydividing each quadrilateral cell into four di�erent triangles (as shown in Fig. 2.5) whencalculating the distributions to each of the nodes, i.e (D2U)1A is based upon triangle A1,(D2U)2A is based upon triangle A2, (D2U)3A is based upon triangle A3 and (D2U)4Ais based upon triangle A4.In UNSFLO, the second di�erence function is evaluated by a preliminary sweepover all of the cells before beginning the Lax-Wendro� algorithm. The fourth di�erencesmoothing is then built in as part of the Lax-Wendro� sweep. This part of the smoothingis very similar to the shock smoothing, except that we smooth D2U instead of U itself.In each cell the average value of D2U is calculated and then an extra distribution is sentto each node based upon the di�erence from the average value. For node 1 in either aquadrilateral or a triangular cell this addition is[(�U)1A]smoothing = �(4)��tA �1� A�t�A �(D2U)1 � (D2U)A� ; (2.62)with �(4) being a smoothing coe�cient whose value is typically taken to be 0.001.2.8 TimestepA conservative estimate for the maximum stable timestep in each cell is given by2A�tmax = ju�y21�v�x21j + cq�y221+�x221 +ju�y32�v�x32j + cq�y232+�x232 +ju�y43�v�x43j + cq�y243+�x243 +ju�y14�v�x14j + cq�y214+�x214 (2.63)for quadrilateral cells, and2A�tmax = ju�y21�v�x21j + cq�y221+�x221 +ju�y32�v�x32j + cq�y232+�x232 +ju�y13�v�x13j + cq�y213+�x213 (2.64)for triangular cells. All terms are as de�ned earlier in this chapter, with u; v; c basedupon the cell-averaged 
ow quantities.For unsteady calculations the uniform global timestep is taken to be the minimumover all of the cells of the local maximum timestep, multiplied by a CFL number whichis typically taken to be 0.9. 22



For steady calculations, local time steps are used to march to steady-state conver-gence as quickly as possible, so one used the local maximum timestep multiplied againby a CFL number which is typically 0.9. The area/timestep ratio associated with a gridnode is then de�ned by � A�t�node = Xcells fcell � A�t�cell ; (2.65)where the sum is over all of the neighboring cells and fcell is 14 for quadrilateral cellsand 13 for triangular cells.2.9 ConservationIn earlier sections it has been stated that the Lax-Wendro� algorithm, as implementedhere, is conservative in the solution of the nonlinear Euler equations. It is appropriatenow to discuss what this statement means for both steady and unsteady 
ows, and tooutline the proof of conservation for the given algorithm.Steady-state solutions of the two-dimensional Euler equations satisfy the followingintegral equation, evaluated by a counter-clockwise integration around the domain.I (F dy �Gdx) = 0 (2.66)A steady, discrete solution is said to be conservative if, for any domain composed ofa group of cells, there is a corresponding discrete equation which approximates thisintegral equation, and becomes equal to it in the limit of in�nite grid resolution. Theimportance of conservation is due to the fact that this property guarantees the correctRankine-Hugoniot jump relations across a shock and the correct treatment of otherdiscontinuities such as slip lines (assuming the solution is su�ciently smooth away fromthe discontinuity). Thus conservation for nonlinear discontinuous solutions is similar toconsistency for nonlinear smooth solutions as a requirement in order to obtain a discretesolution which will approach the analytic solution as the mesh is re�ned.Similarly, unsteady analytic solutions satisfy the following equation.ddt Z Z U dx dy + I (F dy � Gdx) = 0 (2.67)Discrete solutions are conservative if they satisfy an equivalent discrete solution.To prove that the Lax-Wendro� scheme is conservative we must show thatXi � A�t �U�i =X(boundary 
uxes): (2.68)23



The change �Ui is equal to a sum of the contributions from all of the cells of which nodei is a corner. The order of summation can then be interchanged to obtainXi � A�t �U�i = Xcells (sum of contributions to corner nodes) (2.69)The second order inviscid 
ux terms and both the shock and fourth-di�erence smoothingterms were written in such a way that the sum of their contributions to the corner nodesof a cell is zero. This leaves only the �rst order inviscid 
ux terms, and henceXi � A�t �U�i = Xcells� A�t �U�= Xcells (inviscid 
uxes out of cell) (2.70)The �nal step is the observation that the 
ux out of a particular cell across a particularface is equal and opposite to the 
ux out of the neighboring cell across the same face.Thus all interior 
uxes cancel leaving the desired result, Eq. (2.68).For quasi-three-dimensional 
ows the theory is modi�ed slightly by the presence ofthe pressure source term in the momentum equations, and so the analytic and discreteconservation relations have an additional area integral/summation of the source term.The basic concept remains the same, however, and so does the proof.

24



Chapter 3Time-Inclined ComputationalPlanes3.1 Lagged periodic conditionWhen the stator/rotor pitch ratio is unity the periodic boundary condition is simply,U(x; y; t) = U(x; y+P; t); (3.1)meaning that what is happening on the lower periodic line is exactly the same as ishappening on the upper periodic line at exactly the same time. When the stator pitch isdi�erent from the rotor pitch this has to be changed. Considering the case of wake/rotorinteraction, in which the stator pitch is larger than the rotor pitch, then an incomingwake (moving downwards in the rotor frame) crosses the inlet boundary/upper periodicboundary junction a small time �T after the neighboring wake crosses the inlet/lowerperiodic junction.Thus the inlet boundary conditions satisfy the lagged periodic condition,U(x; y; t) = U(x; y+Pr; t+�T ); (3.2)where the time lag, �T , is equal to the di�erence in pitches divided by the rotor wheelspeed. �T = (Ps � Pr)=V (3.3)The next step is to apply this lagged periodic condition to the upper and lowerperiodic lines. Strictly speaking this is an assumption about the nature of the 
ow25



?6Prss����������� ����������� ����������� �����������
����������� ����������� ����������� ����������� ?V ?6Ps������������@@@@@R@@@@@Rtt+�T Figure 3.1: Origin of lagged periodic boundary conditionproduced by the wake rotor interaction. There are many examples in mathematics(including some fairly simple examples in dynamics) in which periodic terms (eitheras forcing terms or time-varying coe�cients) produce solutions with a subharmoniccomponent, a component whose period is a multiple of the original period.As an example, consider vortex shedding from a turbine row. Imposition of spa-tially periodic boundary conditions forces the solution to exhibit synchronous shedding,in which each blade sheds vortices of the same sign at the same time. However it maybe true that in actuality the blades shed at the same time, but shed vortices of alter-nating sign, with one blade shedding a vortex of positive sign at the same time thatits two neighbors shed vortices of negative sign. This would be an example of a spatialsubharmonic whose period is 2Pr. Mathematically, the spatially periodic solution pro-duced by the program would be a valid solution to the unsteady Euler equations, butit would have a linear, subharmonic instability which would grow into the fully nonlin-ear, subharmonic shedding. In this case to compute the true solution would require acomputational domain spanning two blade passages.26
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6 s s s s s s s s s ssssssssssssss sssssssssssssc cdummynodeHHHHHHHHHHHHHHY ��������������:0 Pr ytt��Tt�(T��T )Figure 3.2: Erdos' periodic boundary treatment3.2 Erdos methodErdos [9] was the �rst researcher to develop a solution to the problem of the laggedperiodic boundary condition. As illustrated in Figure 3.2, his procedure involves settingvalues at dummy points along each periodic line from stored values at points along theother periodic line at earlier times. The value at the dummy point on the upper periodicline is obtained from the equationU(x; y; t) = U(x; y � Pr; t��T ): (3.4)To obtain the value on the lower periodic line, it must be assumed that the 
ow isperiodic in time, with period equal to the blade passing period T = Ps=V . With thisassumption, it follows thatU(x; y; t) = U(x; y + Pr; t+�T ) = U(x; y+ Pr; t� (T��T )); (3.5)The implementation of this requires storing the full solution along the periodic linesfor a whole period. This can involve a considerable amount of storage. However, theprimary drawback of this method is the assumption of periodicity in time. This isprobably valid only when calculating inviscid 
ows. In viscous 
ows there are physicalinstabilities and oscillations, such as vortex shedding at the trailing edge, in which thefrequency is not a multiple of the blade-passing frequency. In these situations Erdos'method would fail to converge to a consistent periodic solution. The new computationalmethod using inclined computational planes avoids this assumption.27
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Figure 3.3: Concept of inclined computational plane3.3 New computational methodComputationally it is very easy to enforce the spatial periodicity for steady 
ows, asdescribed in an earlier section. For unsteady 
ows with the lagged periodicity conditionit was desired to have as simple an implementation. This led to the following idea:suppose that instead of a computational \time level" being at a �xed time, it is slopedin time such that if a node at y=0 is at time t, then the corresponding periodic nodeat y=Pr is at time t+�T , and so once again one has simple spatial periodicity in thisinclined computational plane. Fig. 3.3 illustrates this concept.Mathematically this corresponds to the following coordinate transformation.x0 = xy0 = y (3.6)t0 = t� ��TPr � yIn this new coordinate system each computational plane corresponds to t0 =constant.When one transforms the unsteady Euler equations the resultant equations are,@@t0 (U � �G) + @F@x0 + @G@y0 = 0 (3.7)with � = �T=Pr. Thus, the conservation state variables have changed from U to U��G.An alternative way of arriving at the same conclusion is to consider the conservationcell shown in Fig. 3.4 in the original (y,t) plane. The 
ux through the \time-like" faceis U�y �G�t = (U��G)�y. 28
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Figure 3.4: Inclined conservation cellThe change in the conservation variables requires just minor changes to the Lax-Wendro� algorithm, because fortunately one can calculate U from Q = U��G in closedform for a perfect gas.q1 = �� ��v (3.8)q2 = �u� ��uv= q1u (3.9)q3 = �v � �(�v2+ p)= q1v � �p (3.10)q4 = 1
�1p+ 12�(u2 + v2)� �v� 

�1p+ 12�(u2 + v2)�= q1�12(u2 + v2)�+ 1
�1p� � 

�1pv (3.11)Eliminating u and v using the last three equations gives a quadratic equation for p.Ap2 � 2Bp+ C = 0 (3.12)where, A = (
+1)�2B = q1 � �q3 (3.13)C = (
�1)(2q1q4 � q22 � q23)This has solutions, p = CB � pB2�AC : (3.14)29



The positive root is chosen because this gives the correct value in the limit �= 0.u; v and � are then obtained from u = q2q1 (3.15)v = q3 + �pq1 (3.16)� = q11� �v : (3.17)Eqs. (3.14)-(3.17) can also be linearized to obtain the following equations.�p = (
�1) �12(u2+v2)q1�q1 + q1�q4 � q2�q2 � q3�q3�+ �p(�q3 � 
v�q1)�(1��v)2� �2
p�u = �q2 � u�q1q1�v = �q3 � v�q1 + ��pq1 (3.18)�� = �q1 + ���v1� �vThe fact that the independent variable is now Q instead of U requires two changesto the basic Lax-Wendro� algorithm. The 
ow variables that are stored are still thestandard conservation variables U . These are used as before to calculate the 
uxes Fand G, and the cell residual on both quadrilateral and triangular cells. However, thesecell residuals, which before de�ned the change �U , now give the change �Q. Thelinearized equations Eqs. (3.18)-(3.19) are then used to evaluate �F and �G in thecell. The distribution equations now give changes in Q at the nodes. For example, theequations for quadrilateral cells are�Q1A = ��tA0 �1 �14 �A0�t�A�QA + 14�FA �y0024 � 14�GA �x0024��Q2A = ��tA0 �2 �14 �A0�t�A�QA + 14�FA �y0031 � 14�GA �x0031��Q3A = ��tA0 �3 �14 �A0�t�A�QA � 14�FA �y0024 + 14�GA �x0024� (3.19)�Q4A = ��tA0 �4 �14 �A0�t�A�QA � 14�FA �y0031 + 14�GA �x0031�The smoothing terms are handled exactly as before. The �nal step is to take the oldvariables Un, calculate Qn, add the change �Qn to obtain Qn+1 and then use Eqs. (3.14)-(3.17) to convert back to Un+1. The additional work involved in these steps is approx-imately 15% of the cost of the basic algorithm.30
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yt ���������������*���������@@@@@@@@I ���������������(((((((((((((((����������� ((((((((((( QQQQQQQQQQ HHHHHHHHHHH PPPPPPPPPPP hhhhhhhhhhh QQQQQQHHHHHHHHPPPPPPPPPPPhhhhhhhhhhhhhhhdtdy = 1c+vdtdy = 1vdtdy = � 1c�v permissiblecomputationalplanesFigure 3.5: Physical characteristics and permissible values of �3.4 Multiple blade passagesThe need for multiple blade passages in some calculations arises from a fundamentallimit on the magnitude of �. Re-examining Eqs. (3.8)-(3.14), and de�ning rv=�v andrc=�c, it can be shown that,B = ��(1�rv)2 + 1
 r2c� (3.20)C = �p�2(1�rv)2 � 
�1
 r2c� ; (3.21)and hence that Eq. (3.14) reduces top = �2(1�rv)2 � 
�1
 r2c� p(1�rv)2 + 1
 r2c �p((1�rv)2 � r2c)2 (3.22)When � = 0 the positive root reduces to p, while the negative root is in�nite, andso, as stated earlier, the positive root is chosen for all values of �. This remains correctat non-zero values of � provided (1�rv)2 > r2c . Assuming that the 
ow is subsonic inthe y-direction this condition can be re-expressed as,� 1c�v < � < 1c+v (3.23)As shown in Fig. 3.5 this condition means that the slope of the computational planemay be increased or decreased up to the point at which it is coincident with one ofthe three physical characteristics of the Euler equations. This is clearly a fundamentalphysical limitation because beyond this point a signal which propagates forward in timein the physical coordinates would be propagating backward in time in the computational31



coordinates, which is clearly inconsistent with the numerical procedure which marchesforward in time.Substituting the de�nition of � gives the corresponding limits on the stator/rotorpitch ratio. 1� Mr1�My < PsPr < 1 + Mr1+My (3.24)My=v=c is the Mach number in the y-direction, and Mr=V=c is the Mach numberassociated with the rotor speed V . The range of possible pitch ratios clearly dependsmost strongly on Mr. In most practical turbomachinery applications Mr lies in therange 0.3-0.6, allowing pitch ratios in the range 0.6-1.5. Unfortunately many detailedexperiments are performed for good experimental reasons on large scale, low speedrigs for which Mr is substantially lower (0.05-0.2) producing a much smaller range ofpossible pitch ratios. In either case there are plenty of examples of situations in whichthe geometry to be analyzed lies outside the range of pitch ratios which can be analyzedby the current method as described so far.The solution to this problem is to perform calculations on multiple blade passages.If, for example, the stator/rotor pitch ratio is exactly 2.0, then this case could becalculated on a grid covering two rotor passages, without requiring any time inclinationof the computational plane, i.e. with �=0. At the other extreme, if the ratio is exactly0.5 then this case could be calculated on a single rotor passage, but with two wakesspeci�ed at the inlet plane.In the most general case the calculation is performed on m rotor passages, with nwakes (or potential disturbances) speci�ed at the inlet (or outlet) plane. The ratio m=nis chosen to be approximately equal to the pitch ratio. If it is exactly equal then notime inclination is required. If it is not exactly equal then � \makes up the di�erence"in the same way as before.� = �TmPr = 1mPr nPs �mPrV= 1V �PsPr =mn � 1� (3.25)In operation, the user of UNSFLO speci�es m, which controls the size of the compu-tational grid and the corresponding computational cost, and the program calcuates thevalue of n which minimizes the magnitude of �. Clearly the larger the value of m, thecloser the fraction m=n will be to the pitch ratio Ps=Pr, and so the smaller � will be.Thus for any pitch ratio and any values of Mr and My it is possible to �nd a value form such that � will not violate the domain of dependence restrictions discussed earlier.32



Chapter 4Stator/Rotor Interface RegionThis section describes the computational algorithm used for calculations in which thereare two blade rows moving relative to each other. The algorithm for the case in whichthe blade rows have equal pitches is presented �rst, because it is relatively easy tovisualize and it contains all of the essential new algorithm components. Then, thealgorithm for the general case of unequal pitches is presented. This uses the time-inclined computational planes described in the last section, and viewed from a purelymathematical viewpoint it is a straightforward extension of the equal pitch method.However, it becomes extremely di�cult to visualize the shearing, inclined computationalcells which are involved. 14.1 Algorithm for equal pitchesThe basic geometric approach is shown in Fig. 4.1. The computational grid iscomposed of two parts, one part �xed to the stator blade row (which in this discussionwill be assumed to the upstream blade row) and the other part �xed to, and movingwith, the rotor blade row. The two parts are separated by a cell width at the interface,with equal grid node spacing along the interface on either side. In this section we willassume that there are the same number of grid nodes on both sides of the interface, sothat the gap between the two halves can be spanned by a set of quadrilateral cells de�nedby connecting each stator grid node to the nearest rotor grid node. In a later section wewill present an alternative treatment with triangular cells which allows unequal number1In fact, in my experience trying to visualize and understand it can quickly cause a severe headachewhich can only be relieved by taking a long walk! 33



������ ������ ������ HHHHHHHHHHHH�� ���� ���� �� 6VRotor gridStator gridFigure 4.1: Shearing cells at unsteady stator/rotor interface
���������� ���������� ���������� ���������� ���������� ssccA14 23

Figure 4.2: Periodic extension of rotor gridof nodes on either side of the interface.As time progresses, the rotor moves and the cells change from State 1 (with solidlines) to State 2 (with dotted lines) to State 3 (with dashed lines). At that time theconnecting lines are rede�ned to maintain nearest neighbor connections, and the cellsrevert to State 1.As shown in Fig. 4.2, spatial periodicity is used to extend the rotor grid as neededas the rotor grid moves. The solid lines denote the actual position of the rotor grid andthe dotted lines show the position of the rotor grid shifted by one pitch. The open andclosed circles denote matching pairs of rotor nodes, so that when the computation isperformed on cell A, the distributions really go to nodes 1, 2, 3 and 4.On each half of the grid the 
ow solution is calculated using local grid-relative 
owvariables. This allows one to use the Lax-Wendro� algorithm described in Chapter 2without modi�cation. At the interface cells the basic algorithm has to be modi�ed for34



two reasons.Firstly, all 
ow variables have to be converted into some chosen frame of referenceand when the 
ow change are calculated they must be converted back into the localframe of reference. In the analysis presented, and in the implementation in UNSFLO,the chosen frame of reference is the absolute stator frame. It can be veri�ed (and hasbeen both on paper and by programming) that using another frame of reference willproduce the same �nal results.The rotor-relative and stator-relative 
ow variables are related by�s = �rus = urvs = vr + V (4.1)ps = pr;where V is the rotor wheel speed, and the subscript s denotes stator-relative values andthe subscript r denotes rotor-relative values. HenceUs = 0BBBBB@ Ur1Ur2Ur3 + V Ur1Ur4 + V Ur3 + 12V 2Ur1 1CCCCCA (4.2)Ur = 0BBBBB@ Us1Us2Us3 � V Us1Us4 � V Us3 + 12V 2Us1 1CCCCCA ; (4.3)and �Ur = 0BBBBB@ �Us1�Us2�Us3 � V �Us1�Us4 � V �Us3 + 12V 2�Us1 1CCCCCA : (4.4)Eq. (4.2) is needed at the beginning of the cell calculation to convert the rotor-relative values on the rotor side of the interface into stator-relative values. Eq. (4.4) isneeded at the end of the cell calculation because the 
ow variable changes distributedto the nodes on the rotor side of the interface are changes in stator-relative quantitiesthat have to be converted into changes in rotor-relative quantities.35



���������������� 6V1 234Figure 4.3: Shearing interface cellThe second modi�cation to the basic Lax-Wendro� algorithm is due to the move-ment of the computational cell. The change is best understood by considering thefollowing integral form of the two-dimensional Euler equations on a control volumewhose boundary has a unit normal vector ~n and is moving with velocity ~V = (Vx; Vy)T .ddt Z Z U dx dy = Z Z @U@t dx dy + I U(~V :~n)ds= � I (F dy �Gdx) + I (UVx dy � UVy dx) (4.5)Considering the computational cell shown in Fig. 4.3, the extra 
ux term across face1-2 is approximated by treating U as being linear.Z x2x1 UVy dx = �x21 Z 10 (U1 + �(U2�U1)) �V d�= �x21 �16U1 + 13U2�V (4.6)Including the corresponding term on face 3-4, the modi�ed equation for the cellchange �UA is�UA = � �t2AA ( (F1+F2)�y21 � (G1+G2)�x21 + (13U1 + 23U2)V�x21+ (F2+F3)�y32 � (G2+G3)�x32+ (F3+F4)�y43 � (G3+G4)�x43 + (23U3 + 13U4)V�x43+ (F4+F1)�y14 � (G4+G1)�x14 ): (4.7)The second order terms in the distribution formulae also change because of themotion of the control volume.�U1A = ��tA �1�14 � A�t�A�UA � 14�FA (y4�y2) + 14�GA (x4�x2)� 14�UAV4 (x4�x2)�36



�U2A = ��tA �2�14 � A�t�A�UA � 14�FA (y1�y3) + 14�GA (x1�x3)� 14�UA 3V4 (x1�x3)��U3A = ��tA �3�14 � A�t�A�UA + 14�FA (y4�y2)� 14�GA (x4�x2) + 14�UA 3V4 (x4�x2)��U4A = ��tA �4�14 � A�t�A�UA + 14�FA (y1�y3)� 14�GA (x1�x3) + 14�UAV4 (x1�x3)� :(4.8)As explained earlier, the distributions to nodes 2 and 3 must be converted intorotor-relative changes using Eq. (4.4).4.2 Algorithm for unequal pitchesWhen the pitches of the stator and rotor are unequal, the conceptual approach remainsthe same, but the details become much more complicated. Time-inclined computationalplanes are used to calculate the 
ow in both the stator and rotor halves of the com-putational grid, but the time-step and inclination parameter � are di�erent in the twohalves. In the stator frame of reference the blade-passing period isTs = Pr=V; (4.9)whereas in the rotor frame it is Tr = Ps=V; (4.10)The calculation has the same number of time-steps per period on each half, so thetime-steps on the two halves are related by�ts�tr = PrPs : (4.11)Similarly, the lagged period boundary condition in the stator frame isU(x; y; t) = U(x; y + Ps; t+ �T ); (4.12)and in the rotor frame it isU(x; y; t) = U(x; y + Pr; t+�T ); (4.13)with the time lag �T given by�T = Ps � PrV = Tr � Ts: (4.14)37



Consequently, the time-inclination parameters in the two frames of reference are�s = �TPs = Ps � PrV Ps ; (4.15)and �r = �TPr = Ps � PrV Pr : (4.16)The di�ering values of �t and � in the two frames of reference are extremely con-fusing; it is hard to understand how this can be consistent at the stator/rotor interface.Fig. 4.4 attempts to explain this by showing both the stator and rotor inclined compu-tational grids in the stator frame of reference.The �gure shows a case in which the the stator pitch Ps is greater than the rotorpitch Pr, and, for simplicity, there are only six timesteps per period, and only �ve cellsspanning one pitch. The stator and rotor nodes are aligned so that they coincide atthe beginning of a computational period. There are several important things to notein the diagram. At each time-level, the stator and rotor grids lie on the same inclinedcomputational plane, but the rotor grid is displaced relative to the stator grid. Thecircles denote three points which are de�ned to be equal through the lagged periodicboundary condition, and so computationally correspond to the same two points (one onthe stator side of the interface, the other on the rotor side). The diagram shows thatthe stator node spacing �ys is greater than the rotor node spacing �yr at �xed time t,but that on the inclined computational plane the rotor node spacing becomes equal to�ys. Thus, viewed on the inclined stator computational plane, the shearing cell in theinterface region is a parallelogram, exactly the same as in the case of equal stator androtor pitches. The diagram also shows that the stator timestep �ts is not equal to therotor timestep �tr, even though both grids are consistently at the same computationaltime level. This is because the spatial shift of the moving rotor grid produces a temporalshift on the inclined computational grid. One �nal observation is that the velocity ofthe rotor changes when viewed in the stator inclined computational plane. It travelsone pitch Ps in an apparent time of Pr=V , the time between the �rst and last time-levelin a stator period, and so its apparent speed isVs = V PsPr : (4.17)Similarly, in the inclined rotor frame of reference the apparent speed isVr = V PrPs : (4.18)38
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Figure 4.4: Inclined computational planes at stator/rotor interface39



The algorithm for the interface region follows the same approach as for equal pitches.The �rst step is to form a set of shearing parallelograms in the stator inclined compu-tational plane, by connecting stator nodes to rotor nodes, using spatial periodicity asneeded. The second step is to convert the rotor-relative 
ow variables at the rotor nodesto stator-relative 
ow variables using Eq. (4.2).The modi�ed equation for �QA at the center of the shearing cell is similar toEq. (4.7). However the apparent rotor speed Vs and the modi�ed conservation variableQ must be used instead of V and U respectively. Also introducing the quasi-three-dimensional terms gives the following equation.�QA = � �t2A0A0BBBBB@V̂1�1 + V̂2�2 + V̂3�3 + V̂4�4V̂1(�u)1 + V̂2(�u)2+ V̂3(�u)3 + V̂4(�u)4 �(p3�p1)�y0024 � (p4�p2)�y0031V̂1(�v)1 + V̂2(�v)2 + V̂3(�v)3 + V̂4(�v)4 + (p3�p1)�x0024 + (p4�p2)�x0031V̂1(�H)1+V̂2(�H)2+V̂3(�H)3+V̂4(�H)4 1CCCCCA� �t2A0A �(13Q1 + 23Q2)Vs�x021 + (23Q3 + 13Q4)Vs�x043� (4.19)The geometric and V̂ variables are as de�ned in Chapter 2.�U ,�F and �G are calculated from �Q in the usual manner, and then the distri-bution formulae are�Q1A = ��tA0 �1�14 �A0�t�A�QA + 14�FA�y0024 � 14�GA�x0024 + 14�QA Vs4 �x0024��Q2A = ��tA0 �2�14 �A0�t�A�QA + 14�FA�y0031 � 14�GA�x0031 + 14�QA 3Vs4 �x0031��Q3A = ��tA0 �3�14 �A0�t�A�QA � 14�FA�y0024 + 14�GA�x0024 � 14�QA 3Vs4 �x0024��Q4A = ��tA0 �4�14 �A0�t�A�QA � 14�FA�y0031 + 14�GA�x0031 � 14�QA Vs4 �x0031� :(4.20)The smoothing terms are calculated and distributed as normal. The �nal step is theconversion of the distributed changes to nodes 2 and 3 from stator-relative changes torotor-relative changes. There are two components to this. One is due to the di�erent�t and �y in the two frames of reference (as discussed earlier).� A�t�r = �PrPs�2� A�t�s : (4.21)40



The other is similar to the conversion from �Us to �Ur, except that the conversionis now from �Qs to �Qr, making the algebra considerably more complicated althoughthe �nal result is almost identical.Qr = 0BBBBB@ �� ��v�u� ��uv�v � �(�v2+p)�E � �(�E+p)v 1CCCCCArotor= 0BBBBBBBBBB@ �� Ps � PrV Pr �v�u� Ps � PrV Pr �uv�v � Ps � PrV Pr (�v2+p)�E � Ps � PrV Pr (�E+p)v 1CCCCCCCCCCArotor= PsPr 0BBBBBBBBBB@ PrPs �� Ps � PrV Ps �(v�V )PrPs �u� Ps � PrV Ps �u(v�V )PrPs �(v�V )� Ps � PrV Ps (�(v�V )2+p)PrPs �(E�vV + 12V 2)� Ps � PrV Ps (�(E�vV+ 12V 2)+p)(v�V )) 1CCCCCCCCCCAstator= PsPr 0BBBBBBBBBB@ �� Ps � PrV Ps �v�u� Ps � PrV Ps �uv�(v�V )� Ps � PrV Ps (�v(v�V )+p)�(E�vV + 12V 2)� Ps � PrV Ps (�(E�vV+ 12V 2)+p)v � pV ) 1CCCCCCCCCCAstator= PsPr 0BBBBB@ �� ��v�u� ��uv�(v�V )� �(�v(v�V )+p)�(E�vV + 12V 2)� �(�(E�vV+ 12V 2)+p)v � pV ) 1CCCCCAstator= PsPr 0BBBBB@ Q1Q2Q3 � V Q1Q4 � V Q3 + 12V 2Q1 1CCCCCAstator (4.22)41



������ ������ ������ HHHH����ZZZZ����XXXX���� 6VRotor gridStator gridFigure 4.5: Triangular cells at unsteady stator/rotor interfaceThus, the equation to convert the distributed changes into rotor-relative changes is� A�t�r �Qr = PrPs � A�t�s0BBBBB@ �Q1�Q2�Q3 � V �Q1�Q4 � V �Q3 + 12V 2�Q1 1CCCCCAs : (4.23)4.3 Unequal numbers of interface nodesIn the �rst section in this chapter, an assumption was made that the number of gridnodes on either side of the stator/rotor interface is equal. This is generally desirable,but sometimes it is useful to be able to perform calculations with di�ering numbersof nodes on the two sides. In this case, it is no longer possible to span the interfacegap with quadrilaterals. Instead, triangular cells are created in the time-inclined statorframe by joining each cell face on either side to the node on the opposing side which isclosest to the face's midpoint. Fig. 4.5 shows a typical interface region created by thistechnique.The discrete equations for the shearing triangular cells in the interface region takedi�ering forms depending on whether the majority of the nodes are on the stator orrotor side. If nodes 1 and 3 are on the stator side of the interface, then the cell change�QA is given by�QA = � �t2A0A0BBBBB@V̂1�1 + V̂2�2 + V̂3�3V̂1(�u)1 + V̂2(�u)2 + V̂3(�u)3+ p1�y0023 + p2�y0031 + p3�y0012V̂1(�v)1+ V̂2(�v)2+ V̂3(�v)3� p1�x0023 � p2�x0031 � p3�x0012V̂1(�H)1+V̂2(�H)2+V̂3(�H)3 1CCCCCA42



� �t2A0A �(13Q1 � 13Q3)Vs�x021� (4.24)The geometric and V̂ variables are again as de�ned in Chapter 2. �U ,�F and �G arecalculated from �Q in the usual manner, and then the distribution formulae are�Q1A = ��tA0 �1�12 �A0�t�A�QA + 14�FA�y0023 � 14�GA�x0023 + 14�QAVs4 �x0023��Q2A = ��tA0 �2 � 14�FA�y0031 � 14�GA�x0031 ��Q3A = ��tA0 �3�12 �A0�t�A�QA + 14�FA�y0012 � 14�GA�x0012 + 14�QAVs4 �x0012�(4.25)Note the fact that the �rst order distribution term going to node 2 is zero, and sonodes 1 and 3 equally share the �rst order changes. This was done because the onlyway for the scheme to remain conservative is to consider half of the triangle's area to`belong' to node 1 and the other half to node 3. This way the nodal areas of 1 and 3remain constant because each `owns' half of the two triangles on either side. Given thisapportioning of the cell area, the �rst order change has to be distributed consistently.For a triangular cell with nodes 2 and 3 on the rotor side, the corresponding equationsare, �QA = � �t2A0A0BBBBB@V̂1�1 + V̂2�2 + V̂3�3V̂1(�u)1 + V̂2(�u)2 + V̂3(�u)3+ p1�y0023 + p2�y0031 + p3�y0012V̂1(�v)1+ V̂2(�v)2+ V̂3(�v)3� p1�x0023 � p2�x0031 � p3�x0012V̂1(�H)1+V̂2(�H)2+V̂3(�H)3 1CCCCCA� �t2A0A �(23Q2 � 23Q3)Vs�x021� ; (4.26)and�Q1A = ��tA0 �1 � 14�FA�y0023 � 14�GA�x0023 ��Q2A = ��tA0 �2�12 �A0�t�A�QA + 14�FA�y0031 � 14�GA�x0031 + 14�QA 3Vs4 �x0031��Q3A = ��tA0 �3�12 �A0�t�A�QA + 14�FA�y0012 � 14�GA�x0012 + 14�QA 3Vs4 �x0012�(4.27)43



The smoothing terms are calculated and distributed as usual. Finally, the conversionof the distributions from stator-relative changes to rotor-relative changes is exactly thesame as for the quadrilateral algorithm.4.4 Multiple bladesAs with wake/rotor calculations, there are situations in which stator/rotor calculationswith just one stator and one rotor leads to time-inclination parameters which are toolarge. In this case it may be necessary to perform the calculation with m rotors andn stators. All of the preceding discussion in this chapter remains valid by consideringan equivalent stator pitch which is equal to nPs and an equivalent rotor pitch which isequal to mPr. Thus, the time-tilting parameters in the stator and rotor frames are�s = 1V � nPsmPr � 1�� nPsmPr��1�r = 1V � nPsmPr � 1� ; (4.28)and the periods in the two frames of reference areTs = mPrjV jTr = nPsjV j : (4.29)
44



Chapter 5Steady Boundary Conditions5.1 Overall approachThis section describes the numerical in
ow and out
ow boundary conditions whichare used for calculations of steady 
ow. They are an implementation of a theoreticaldevelopment in non-re
ecting boundary conditions which is presented in Refs. [13, 14].The objective of non-re
ecting boundary conditions for steady 
ows is to be able tobring the far-�eld boundary location relatively close to the blades without a�ectingthe 
ow �eld in the neighborhood of the blades. The smaller computational domainleads to much more e�cient calculations. It is also very important when doing steadystator/rotor calculations since the spacing between the blade rows can be quite small.The approach is based upon a characteristic analysis of the linearized Euler equa-tions. At each in
ow or out
ow boundary there is a certain number of incoming modesand a certain number of outgoing ones. The changes in the outgoing characteristicvalues are taken from the changes distributed by the Lax-Wendro� algorithm. Theaverage changes in the incoming characteristics are determined to satisfy a number ofuser-speci�ed average quantities. At the in
ow these are 
ow angle, stagnation den-ity and stagnation enthalpy. At the out
ow it is the average static pressure. Theremaining changes, the spatial harmonics of the incoming characteristics are speci�edby the non-re
ecting boundary condition theory based upon the the amplitudes of thecorresponding spatial harmonics of the outgoing characteristics.45



5.2 Average 
ow de�nitionsThe computational grid is constructed so that the grid nodes are equally spaced alongthe in
ow and out
ow boundaries. The average values of any 
ow quantity � can bede�ned by �� = 1N Xj �j (5.1)where the sum is over the N nodes at the boundary, including the periodic grid nodeonly once.If the Euler equations were linear then this de�nition would be all that was required.However, because of non-linearities, the average value of a variable will not in generalbe equal to its value based upon averages of other variables. For example,�p 6= (
�1)��� �E � 12(�u2+�v2)� (5.2)Hence, this raises the question of what is the correct way in which to perform theaveraging procedure. The only rigorous de�nition is based upon the `mixed-out' 
ow-�eld. This approach starts from the two-dimensional Euler equations, integrated in they-direction over one pitch. ddx Z P0 F dy = Z P0 @F@x dy= Z P0 �@G@y dy= G(0)�G(P )= 0 (5.3)Thus, if one assumes that su�ciently far upstream or downstream the 
ow is uniform,then the 
ux F based upon this uniform value UF must be equal to the average 
ux �Fat the boundary under consideration. This gives the following set of equations for UF .�FuF = �F1�Fu2F + pF = �F2�FuF vF = �F3 (5.4)�FuFHF = �F4Together with the equationHF = 

�1 pF�F + 12 �u2F + v2F� (5.5)46



these can be solved to obtainpF = 1
 + 1 � �F2 +q �F 22 + (
2�1)( �F 22 + �F 23 � 2 �F1 �F4)�uF = �F2 � pF�F1vF = �F3�F1 (5.6)�F = �F1uFBased on these values, `mixed-out' values of all other 
ow variables can be de�ned,and will be denoted by the subscript F . An important point to note is that the physicalmixing process implied in this procedure will generate viscous losses, and will resultin a 
ow with a higher entropy level. Hence, when applied to 
ow at the out
owboundary this averaging procedure will tend to produce higher `measured' losses thanother averaging methods, such as averaging the outgoing entropy.The same 
ux-averaging method can also be used to determine losses in an unsteady
ow. In this case the 
ux components must be averaged in time as well as in space,over a time interval which for periodic 
ows is the period, and for non-periodic 
ows islarge compared to any other time-scales in the 
ow.5.3 Characteristic variablesWhen calculating the change in the boundary values from time level n to time level n+1,the characteristic variables are de�ned in terms of perturbations to the average in
owor out
ow 
ow �eld at time level n. As shown in Reference [13], the one-dimensionalcharacteristic variables are related to the perturbations in the primitive variables by thefollowing two equations.0BBBBB@ c1c2c3c4 1CCCCCA = 0BBBBB@ �c2 0 0 10 0 �c 00 �c 0 10 ��c 0 1 1CCCCCA0BBBBB@ �� ��u� �uv � �vp� �p 1CCCCCA (5.7)47



0BBBBB@ �� ��u� �uv � �vp� �p 1CCCCCA = 0BBBBB@ � 1c2 0 12c2 12c20 0 12�c � 12�c0 1�c 0 00 0 12 12 1CCCCCA0BBBBB@ c1c2c3c4 1CCCCCA (5.8)The �rst characteristic variable is the linearized perturbation in entropy, the secondvariable is the tangential velocity at the boundary and is associated with the vorticity,and the remaining two variables are downstream and upstream running pressure waves,assuming that the axial Mach number is subsonic. At the in
ow boundary the �rst threecharacteristics are incoming and so must be speci�ed. The fourth is outgoing and somust be extrapolated or obtained in some other manner from the interior 
ow �eld. Atthe out
ow boundary the roles are reversed and it is the fourth characteristic variablewhich must be set.The boundary conditions are implemented at the point in the overall algorithmat which the Lax-Wendro� algorithm has distributed changes �U to all of the nodes,including nodes on the boundaries, but the nodal values have not yet been updated.The Lax-Wendro� changes at the boundary nodes can be used to de�ne changes in thecharacteristic variables at each boundary node.0BBBBB@ �c1�c2�c3�c4 1CCCCCALW = 0BBBBB@ �c2 0 0 10 0 �c 00 �c 0 10 ��c 0 1 1CCCCCA0BBBBB@ ���u�v�p 1CCCCCALW (5.9)These Lax-Wendro� changes in the characteristic variables are used for the out-going characteristic variables, since the Law-Wendro� algorithm should correctly cal-culate and distribute the changes due to the outgoing characteristic waves. The Lax-Wendro� changes in the incoming characteristic variables are discarded, since these arethe changes which are to be speci�ed by the non-re
ecting theory and the user-speci�edaverage 
ow quantities. Once these have all been speci�ed in the manner shown in thenext sections, the changes in the characteristic variables at the boundary nodes can beconverted back into changes in the primitive variables.0BBBBB@ ���u�v�p 1CCCCCA = 0BBBBB@ � 1c2 0 12c2 12c20 0 12�c � 12�c0 1�c 0 00 0 12 12 1CCCCCA0BBBBB@ �c1�c2�c3�c4 1CCCCCA (5.10)48



These can then be converted into changes in the conservation variables and the entire
ow �eld can be updated.The remaining sections in this chapter describe how the changes in the incomingcharacteristic variables are determined in the various di�erent in
ow and out
ow cases.5.4 Subsonic in
owThe subsonic in
ow boundary conditions are the most complicated. The reason forthis is that a straightforward implementation of the non-re
ecting boundary conditiontheory would produce a 
ow �eld which to �rst order would have uniform entropy andstagnation enthalpy. However, due to second order e�ects neglected in the linear theory,there would be small variations in the entropy and stagnation enthalpy, which mightbe comparable in magnitude to the small losses produced in a viscous calculation. Toavoid this problem, the boundary conditions which are used are a combination of thenon-re
ecting theory together with the requirement that the entropy and stagnationenthalpy are perfectly uniform across the in
ow.The changes in the incoming characteristic variables at each point on the in
owboundary can be split into two components, one part which is an average change alongthe boundary, and a second which is due to the harmonic variations in the characteristicvariables along the boundary.The average characteristic changes are calculated from the requirement that theaverage entropy, 
ow angle and stagnation enthalpy have certain values. This is achievedby driving to zero the following three residuals.R1 = p �SR2 = �c �vF � tan(�inl)uF� (5.11)R3 = � � �H � 1
�1�S is an entropy-related function de�ned byS = log(
p)� 
 log �; (5.12)and because of the non-dimensionalization chosen earlier, the correct in
ow values forS and the stagnation enthalpy H are 0 and 1
�1 respectively. �inl is the user-speci�edaverage in
ow angle, and note that in de�ning R2 the 
ux-averaged values of the velocityhave been used. 49



The average changes in the incoming characteristic variables, which are required todrive the residuals to zero, are obtained by one step of a Newton-Raphson procedure.0BB@ R1R2R3 1CCAn + @(R1; R2; R3)@(c1; c2; c3) 0BB@ ��c1��c2��c3 1CCA = 0 (5.13)The Jacobian matrix is obtained as the product of two other matrices.@(R1; R2; R3)@(c1; c2; c3) = @(R1; R2; R3)@(�; u; v; p) @(�; u; v; p)@(c1; c2; c3)= 0BB@ �c2 0 0 10 ��c tan(�inl) �c 0� 1
�1c2 �u �v 

�1 1CCA0BBBBB@ � 1c2 0 12c20 0 12�c0 1�c 00 0 12 1CCCCCA= 0BB@ 1 0 00 1 �12 tan(�inl)1
�1 My 12(1+Mx) 1CCA (5.14)In forming the matrix @(R1;R2;R3)@(�;u;v;p) several terms which are proportional to the residualswere neglected since these are zero in the converged limit. Inverting the Jacobian matrixgives the following equation for the average changes.0BB@ ��c1��c2��c3 1CCA = �11+Mx+My tan(�inl) 0BB@ 1+Mx+My tan(�inl) 0 0� 1
�1 tan(�inl) 1+Mx tan(�inl)� 2
�1 �2My 2 1CCA0BB@R1R2R31CCA(5.15)The next step is to calculate the local changes in the characteristic variables at eachpoint on the in
ow boundary due to the variation in the characteristic variables alongthe boundary. Firstly, the outgoing fourth characteristic variable is evaluated at eachpoint, and its discrete Fourier transform is calculated for a range of values of k from�N=2 + 1 to +N=2� 1. ĉ4k = 1N NXj=1 c4j exp ��i2�jkN � (5.16)Because of the de�nition of the characteristic variables as perturbations from the currentuniform state, the Fourier component corresponding to k=0 is zero.According to the steady-state non-re
ecting theory presented in Ref. [13], the correctsteady-state amplitude of the Fourier transform of the second characteristic isĉ2k s = ��+My1+Mx ĉ4k; (5.17)50



where � = i sign(k)p1�M 2: (5.18)Transforming back into the physical domain givesc2j s = N=2�1Xk=�N=2+1 ĉ2k s exp � i2�jkN � (5.19)Because terms corresponding to �k form complex conjugate pairs, this expressioncan be rewritten as c2j s = 2Re8<:N=2�1Xk=1 ĉ2k s exp�i2�jkN �9=; ; (5.20)reducing the amount of computation required.The ideal steady-state correction to the local second characteristic variable is thedi�erence between the correct steady-state value and the current value.�c2j s = c2j s � c2j (5.21)The ideal steady-state corrections to the local �rst and third characteristic variablesare obtained from the condition that the local entropy and stagnation enthalpy shouldmatch the average values. This is achieved by the same Newton-Raphson procedure usedearlier to obtain the average changes. This time, the residuals are given by perturbationsfrom the average entropy and stagnation enthalpy values.R1j = p �Sj � �S�R3j = � �Hj � �H� (5.22)The Newton-Raphson equation is0@ R1jR3j 1An +0@ 1 0 01
�1 My 12(1+Mx) 1A0BB@ �c1j�c2j�c3j 1CCA = 0; (5.23)and the solution is�c1j s = �R1j�c3j s = � 21+Mx � 1
�1 �c1j s +My �c2j s +R3j� : (5.24)51



Now that the ideal local non-re
ecting corrections have been calculated, these areadded to the average global changes, and multiplied by an under-relaxation factor, �.�c1j = �(��c1+ �c1j s)�c2j = �(��c2+ �c2j s) (5.25)�c3j = �(��c3+ �c3j s)Ref. [13] discusses the need for this under-relaxation to guarantee the wellposedness ofthe mathematical formulation. The value of � which has been found to work well is1=N . This corresponds to a relaxation time which is similar in magnitude to the bladepitch divided by the speed of sound.Together with the change in the outgoing fourth characteristic given by the Lax-Wendro� algorithm, �c4j = �c4jLW ; (5.26)this completes the calculation of the characteristic changes, and the �nal step is toconvert the changes into the conservation variables before updating the 
ow �eld.5.5 Supersonic in
owThe treatment of the in
ow boundary conditions when the 
ow is supersonic, but stillaxially subsonic, is almost the same as for subsonic 
ow. The only di�erence is in thede�nition of �. � = �sign(v)pM2�1 (5.27)Because � is now independent of the Fourier mode k, it is no longer necessary to performthe discrete Fourier transforms. Instead, the ideal steady-state values for the incomingsecond characteristic variables are given byc2j s = ��+My1+Mx c4j: (5.28)The remainder of the boundary condition implementation is exactly the same asfor subsonic 
ow. There is a physical signi�cance in the fact that the discrete Fouriertransforms are not needed for supersonic 
ow. The linear steady-state non-re
ectingboundary conditions for supersonic 
ow specify that the incoming linearized supersonicReimann invariant is uniform along the in
ow boundary. The Riemann variables arelocally de�ned quantities and so it is natural that this leads to a local boundary condi-tion. 52



An additional option for supersonic in
ows, is to specify the value of the incomingnonlinear supersonic Reimann invariant as an alternative to the speci�cation of themean 
ow angle. In this case the second mean 
ow residual becomesR2 = �c2(�+ sgn(�) �(M)� rinl); (5.29)where � is the current 
ow angle, rinl is the speci�ed value of the Riemann invariant,and �(M) is the Prandtl-Meyer function,�(M) = s
+1
�1 tan�1 s
�1
+1(M2�1)! � tan�1�pM2�1� : (5.30)5.6 Subsonic out
owThe subsonic out
ow boundary conditions are a straightforward implementation of thenon-re
ecting boundary condition theory. The �rst three characteristics are outgoing,so only the fourth characteristic variable needs to be set.The average change in the characteristic is determined to achieve a user-speci�edaverage exit pressure. The derivative of pressure with respect to variations in the fourthcharacteristic is @p@c4 = 12 ; (5.31)and so the equation for the average change in the fourth characteristic variables is��c4 = �2(pF � pexit): (5.32)pexit is the user-speci�ed exit pressure, and pF is the 
ux-averaged pressure of the current
ow �eld.The next step is to calculate the local changes. Firstly, the outgoing second and thirdcharacteristic variables are evaluated, and the discrete Fourier transforms are calculated.ĉ2k = 1N NXj=1 c2j exp ��i2�jkN �ĉ3k = 1N NXj=1 c3j exp ��i2�jkN � (5.33)From Ref. [13], the correct steady-state amplitude of the Fourier transform of theincoming fourth characteristic variable isĉ4k s = 2Mx��My ĉ2k � �+My��My ĉ3k: (5.34)53



Again using the simpli�cation due to the complex conjugate pairs, the ideal non-re
ecting steady-state values for the incoming fourth characteristic variables arec4j s = 2Re8<:N=2�1Xk=1 ĉ4k s exp�i2�jkN �9=; : (5.35)The ideal local change is then �c4j s = c4j s � c4j ; (5.36)and when added to the average change, and under-relaxed as before to ensure well-posedness, this gives the �nal change in the incoming characteristic.�c4j = �(��c4+ �c4j s) (5.37)The changes in the outgoing characteristics are again taken from the Lax-Wendro�algorithm. �c1j = �c1jLW�c2j = �c2jLW (5.38)�c3j = �c3jLW5.7 Supersonic out
owAs with the in
ow boundary conditions, the supersonic out
ow boundary condition isidentical to the subsonic out
ow boundary condition, except in the de�nition of � whichis � = �sign(v)pM2�1 (5.39)Because � is again independent of the Fourier mode k, it is again possible to simplifythe computation by not performing the discrete Fourier transforms. Instead, the idealsteady-state values for the incoming fourth characteristic variables are given byc4j s = 2Mx��My c2j � �+My��My c3j : (5.40)The remainder of the boundary condition implementation is exactly the same as forsubsonic 
ow. 54



5.8 Steady stator/rotor interactionOne interesting application for a steady-state 
ow analysis is a coupled calculation ofa stator/rotor con�guration. In this problem one simultaneously calculates the steady
ow in both a stator and a rotor stage, with boundary conditions implemented to couplethe two calculations together. Assuming that the stator is upstream of the rotor, thenthe stator in
ow and rotor out
ow boundary conditions are treated as usual. Eachblade row is calculated using local relative 
ow variables, and the user can specify thestator in
ow angle and the rotor exit pressure.The interesting boundaries are the stator out
ow and the rotor in
ow, since theseare the two that must be matched together. To a large extent these are treated bythe same methods presented above. The only di�erence is in the calculation of theaverage changes of the three incoming characteristics at the rotor in
ow and the oneincoming characteristic at the stator out
ow. To conserve mass, momentum and energy,the objective is to make the 
ux of these out of the stator equal to the 
ux into therotor. If 
ux-averaging is used then an equivalent objective is to match the average 
owquantities. �F stator = �F rotoruF stator = uF rotorvF stator = vF rotor + V (5.41)pF stator = pF rotorNote that because of the use of relative 
ow variables, the rotor wheel speed V has tobe introduced into the condition of matching circumferential velocities.If the current computed solution does not satisfy these matching conditions then itcan be interpreted as a jump in characteristic values.0BBBBB@ �c1�c2�c3�c4 1CCCCCA = 0BBBBB@ �c2 0 0 10 0 �c 00 �c 0 10 ��c 0 1 1CCCCCA0BBBBB@ �F stator � �F rotoruF stator � uF rotorvF stator � vF rotor � VpF stator � pF rotor 1CCCCCA (5.42)The average characteristic changes at the stator out
ow and rotor in
ow are nowset to eliminate each of these characteristic jumps, taking note of the direction of prop-agation of each characteristic. At the stator out
ow the characteristic change is��c4 = ���c4 (5.43)55



and at the rotor in
ow the changes are��c1 = ��c1��c2 = ��c2 (5.44)��c3 = ��c3Again the under-relaxation is used to ensure wellposedness and convergence. Now thatthe average characteristic changes have been calculated for both sides of the interface,the remainder of the boundary condition treatment is exactly the same as for a standardin
ow and out
ow boundary.
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Chapter 6Unsteady Boundary Conditions6.1 Overall approachThe unsteady in
ow and out
ow boundary conditions have to ful�ll two distinct func-tions. The �rst is the ability to specify unsteady, incoming disturbances. These fallinto two categories, wakes and potential disturbances. At the in
ow boundary probablythe most important unsteady e�ect is due to wakes shed by the upstream blade row.These can produce a signi�cant unsteady lift on the subsequent blade row which caneventually lead to fatigue and blade failure. Thus it is important to be able to pre-scribe incoming wakes to calculate their e�ect. The other type of disturbance is due tothe potential pressure �eld associated with the blade row upstream or downstream ofthe blade row being calculated. Because of the relative motion of the blade rows thiscauses an unsteady, isentropic pressure disturbance, which can also produce signi�cantunsteady forces if the spacing between the blade rows is small.The �rst three sections in this chapter present the mathematical models of thewakes and potential disturbances which can be speci�ed in UNSFLO, and the combinedspeci�ed 
ow �eld at the in
ow and out
ow boundaries. These incoming disturbancesare only used in UNSFLO when it is being used to calculate a single blade row. In thestator/rotor interaction mode it is assumed that there are no unsteady incoming waves,and so the prescribed in
ow and out
ow are steady, and uniform except for small non-uniformities taken from a previous steady calculation. Also, in presenting the details ofthe wake and potential disturbances, it is written as if the blade row being calculatedis the rotor, and so the wake has been shed by an upstream stator row. Thus the wakepitch is equal to the stator pitch Ps, and the wake frame of reference is moving with57



velocity (0;�V )T relative to the rotor blade row. Of course, UNSFLO also handles thecase in which there is a rotor wake being swept into a stator blade row, by changing thesign of V and interchanging the roles of the stator and rotor pitches.The second function of the boundary conditions is to be transparent to outgoingwaves, particularly pressure waves, so that they are not arti�cially re
ected when theyreach the boundary. This is achieved by implementing the non-re
ecting boundarycondition theory presented in Ref. [13]. The last two sections of this chapter show howthis is done for both the in
ow and the out
ow boundaries.6.2 Prescribed wake modelsThe wake models, describing the form of incoming wakes at the in
ow boundary, assumethat in the wake's frame of reference the 
ow is parallel, with uniform static pressure,uniform total enthalpy, and a prescribed velocity defect.pw = pFwuw = (1�Dd(�)) uFwvw = (1�Dd(�)) vFw (6.1)�w = 

�1 pFw�HFw � 12(u2w + v2w)�The subscript w denotes the wake 
ow values and the 
ow variables with the subscriptFw are 
ux-averaged values. These are obtained from a prior calculation of a steady 
ow,but have to be modi�ed since the wake frame is assumed to be moving with velocity(0;�V )T relative to the blade row being calculated.�Fw = �FuFw = uFvFw = vF + V (6.2)pFw = pFtan(�w) = vFwuFwD is the fractional velocity defect, d(�) is a shape function describing the form of thevelocity defect, and � is de�ned as� = y � tan(�w) xPs : (6.3)58



-6 1 2 30.5-0.5N(�) �����������������������������Figure 6.1: De�nition of sawtooth function N(�)Three di�erent shape functions have been implemented in UNSFLO. The �rst is asimple sinusoidal function, which has been used to validate the program and the conceptof time-inclined planes [12]. The second is a Gaussian velocity defect, and the third isa very similar shape function used by Hodson [18].d1(�) = cos(2��)d2(�) = exp �N(�)22W 2 ! (6.4)d3(�) = 0@max8<:0; 1� �N(�)W �329=;1A2W is the wake width (expressed as a fraction of the wake pitch) and N(�) is a periodicsawtooth function, shown in Fig. 6.1, which can be expressed as,N(�) = � � n ; n� 12 < � < n+ 12 (6.5)The assumption that the total enthalpy is uniform is a good approximation forwakes shed from adiabatic blades. One could also specify a periodic variation in thetotal enthalpy to model the e�ects of hot streaks, injected �lm cooling or cooled blades.6.3 Prescribed potential disturbancesThe potential disturbances are derived as linear, isentropic, irrotational perturbationsto a uniform 
ow. The steady, linear potential equation is(1�M2x)@2�@x2 � 2MxMy @2�@x@y + (1�M2y )@2�@y2 = 0: (6.6)59



Mx and My are the axial and circumferential Mach numbers in the stator frame ofreference, in which the 
ow is steady. Consider a steady disturbance which is periodicin the circumferential direction and has some form of exponential behavior in the axialdirection. �(x; y) = A exp(iky + �x) (6.7)This is a solution of Eq. (6.6) provided that(1�M 2x)�2 � 2iMxMyk�� (1�M 2y )k2 = 0: (6.8)Solution of this quadratic equation for � yields� = ikMxMy � kp1�M 21�M2x : (6.9)Clearly the qualitative behavior of this perturbation depends on whether the 
ow issubsonic or supersonic, and so these two possibilities will now be considered separately.6.3.1 Subsonic caseIf M < 1 then � has both a real and an imaginary component. If one is interestedin perturbations at the inlet boundary then it is not physical to have a perturbationgrowing exponentially downstream, and so we choose the negative root in Eq. (6.9).The rate of decay depends linearly on k the wavenumber of the Fourier mode in they-direction, which must be some multiple of 2�=Ps to satisfy the periodicity condition.As a consequence the most important mode is the fundamental mode k=2�=Ps and sothe model which is used assumes that only this mode is present.�(x; y) = A exp �2�Ps p1�M 21�M2x x! exp�i2�Ps (y�tan(�p) x)� (6.10)where, tan(�p) = �MxMy1�M 2x (6.11)Di�erentiating � gives the perturbation velocities with the understanding that thephysical velocity is the real part of the following expressions.�v = i2�Ps � (6.12)�u = �i2�Ps tan(�p)�� 2�Ps p1�M 21�M 2x �=  � tan(�p) + ip1�M 21�M 2x ! �v (6.13)60



Since the complex potential amplitude A has no simple physical meaning it is moreconvenient to de�ne �vp to be the maximum v perturbation at xte, the nominal locationof the trailing edge of the upstream stator blade row. With this de�nition the �nal formsfor �u and �v are,�v = ��vp exp �2�Ps p1�M 21�M 2x (x�xte)! sin(2�(�+��)) (6.14)�u = � p1�M 21�M 2x �vip exp �2�Ps p1�M 21�M 2x (x�xte)! cos(2�(�+��))� tan(�p) �v (6.15)where, � = y � tan(�p) xPs (6.16)and �� is a phase constant.The corresponding density and pressure perturbations are obtained from the condi-tions that there are no variations in either the entropy or the total enthalpy.�pp � 
 ��� = 0 (6.17)

�1 ��p� � p ���2 �+ u �u+ v �v = 0 (6.18)Combining these two equations gives�p = ��(u �u+ v �v)�� = �p=c2; (6.19)and substituting for �u and �v gives the following expression for the pressure variationat x=xte.�p = �u�vp p1�M 21�M 2x cos(2�(�+��)) + �MyMx+MxMy1�M 2x� sin(2�(�+��))!= �u�vp1�M 2x �p1�M 2 cos(2�(�+��)) + MyMx sin(2�(�+��))�= �cM�vpp1�M 2x cos�2�(�+��)� tan�1� tan(�w)p1�M 2�� (6.20)Thus the maximum pressure disturbance, �pip is related to the maximum velocity dis-turbance by �pp = �cM �vipp1�M 2x ; (6.21)61



and the phase constant �� is chosen to be�� = 12� tan�1� tan(�w)p1�M 2�+ (tan(�p)� tan(�w)) xtePs (6.22)so that the pressure maximum from the potential disturbance is located on the wakecenterline at the position corresponding to the stator trailing edge.So far the discussion has dealt solely with the incoming potential disturbance at thein
ow boundary. The corresponding formulae for the out
ow boundary are only slightlydi�erent due to the di�erent choice of root discussed earlier.6.3.2 Supersonic caseIf M > 1, but Mx < 1 so that the 
ow is still axially subsonic, then � has only animaginary component and � can be written as,�(x; y) = A exp�i2�Ps (y�tan(�p)x)� (6.23)where, tan(�p) = �MxMy � pM2�11�M2x (6.24)Combining all the Fourier modes, since now there is no spatial decay of any mode,the most general form of � is,�(x; y) = Af(y�tan(�p)x) (6.25)where f is some periodic function.To determine which root should be chosen in Eq. (6.24), note that using the usual su-personic characteristic theory the angle of the incoming supersonic characteristic shouldbe equal to the 
ow angle, �w, minus �=pM2�1 if �w>0, and plus � if �w<0. Usingstandard trigonometric results the following identity is derived.tan(�w � �) = tan(�w)� tan(�)1� tan(�w) tan(�)= MyMx � 1pM2�11� MyMx 1pM2�1= MypM2�1�MxMxpM2�1�My MxpM2�1�MyMxpM2�1�My= MxMyM2 �M2pM2�1M2x(M2�1)�M 2y62



= �MxMy �pM2�11�M2x (6.26)Thus the positive root in Eq. (6.24) should be chosen if �w > 0, and the negativeroot if �w<0.The model used for the incoming perturbation represents a weak oblique shockgenerated at the trailing edge of the stator. As in the subsonic case it is easier to dealdirectly with the velocities rather than the potential and so the chosen form is�v = 2�vpN(�+��) (6.27)�u = � tan(�p) �v; (6.28)where � = y � tan(�p) xPs : (6.29)The function N(�) is the same sawtooth function used in the wake de�nition. ��and �p are obtained again from Eq. (6.19). The maximum pressure disturbance �pp is�pp = �u�vp (tan(�w)� tan(�p)) (6.30)and the phase constant �� is chosen to be�� = 12 + (tan(�p)� tan(�w)) xtePs (6.31)so that the shock crosses the centerline of the wake at the stator trailing edge.6.4 Combined 
ow �eld speci�cationThe prescribed inlet 
ow in the rotor frame is a combination of the nonlinear wakemodel, plus the linear potential disturbance, plus the steady nonuniformity across therotor in
ow boundary which comes from a previous steady calculation. In addition therotor wheel speed must be subtracted from the circumferential velocity because of theshift from the stator frame to the rotor frame.�inl(x; y; t) = �w(�) + ��p(x; �) + ��juinl(x; y; t) = uw(�) + �up(x; �) + �ujvinl(x; y; t) = vw(�) + �vp(x; �) + �vj � V (6.32)pinl(x; y; t) = pw(�) + �pp(x; �) + �pj63



where, � = y + V t� tan(�w) xPs� = y + V t� tan(�p) xPs ; (6.33)and the 
ow variables with subscript j are the di�erence between local values andaverage values coming from a steady rotor blade row calculation.��j = �j � �F�uj = uj � uF�vj = vj � vF (6.34)�pj = pj � pFThe point of including the steady state nonuniformity in the prescribed 
ow de�-nition is that when no incoming wake or potential disturbance is speci�ed the steadystate 
ow solution should be the correct solution to the unsteady 
ow problem.With the coordinate transformation from the physical coordinates to the inclinedcomputational coordinates, the equations above remain the same except for the de�ni-tions of � and � which become� = y0Pr + V t0 � tan(�w) x0Ps� = y0Pr + V t0 � tan(�p) x0Ps ; (6.35)The e�ect of the time-tilting in solving the problem of unequal pitches is clear in thatboth � and � are increased by 1 when y0 is increased by one blade pitch Pr, and so theinclined in
ow speci�cation is spatially periodic, with period Pr.The out
ow speci�cation is simpler because there is no wake 
ow, and so it issimply the 
ux-averaged 
ow �eld plus the potential disturbance and the steady statenonuniformity. �out(x; y; t) = �F + ��p(x; �) + ��juout(x; y; t) = uF + �up(x; �) + �ujvout(x; y; t) = vF + �vp(x; �) + �vj (6.36)pout(x; y; t) = pF + �pp(x; �) + �pjwhere, � = y + V t � tan(�p) xPs : (6.37)64



In the inclined computational plane � becomes� = y0Pr + V t0 � tan(�p) x0Ps : (6.38)6.5 In
ow boundaryAt the in
ow boundary the characteristic variables are de�ned in terms of perturbationsof the 
ow from the prescribed inlet 
ow.0BBBBB@ c1c2c3c4 1CCCCCA = 0BBBBB@ �c2 0 0 10 0 �c 00 �c 0 10 ��c 0 1 1CCCCCA0BBBBB@ �� �inlu� uinlv � vinlp� pinl 1CCCCCA (6.39)The objective now is to construct boundary conditions for these perturbations sothat the boundary is transparent to outgoing waves and does not produce signi�cantspurious re
ections. Ref. [13] shows that this is achieved analytically by setting the �rstcharacteristic variable to zero, c1 = 0; (6.40)and letting the second and third characteristics satisfy a �rst order partial di�erentialequation along the in
ow boundary.@@t 0@ c2c3 1A+ 0@ v 12(c+u) 12(c�u)12(c�u) v 0 1A @@y 0BB@ c2c3c4 1CCA = 0 (6.41)When transformed into the inclined computational coordinates, the last equation be-comes 0@ 1��v � 12�(c+u) � 12�(c�u)�12�(c�u) 1��v 0 1A @@t0 0BB@ c2c3c4 1CCA +0@ v 12(c+u) 12(c�u)12(c�u) v 0 1A @@y0 0BB@ c2c3c4 1CCA = 0 (6.42)Premultiplying by the correct matrix inverse converts this into the following form.@@t0 0@ c2c3 1A+ B1@c4@t0 + B2 @@y0 0BB@ c2c3c4 1CCA = 0 (6.43)65



B1 is a 2�1 vector and B2 is a 2�3 matrix.The numerical implementation of these boundary conditions begins by calculatingUninl and Un+1inl , the prescribed inlet 
ow at the beginning and end of the time step.The next step is to evaluate the four characteristic variables at the beginning of thetime-step, using Eq. (6.39). At the new time level n+1 the �rst characteristic variable iszero, but the other three are evaluated by calculating their changes over the timestep.The change in the outgoing fourth characteristic is obtained from the distributedLax-Wendro� changes at the boundary node minus the change due to the unsteadyprescribed 
ow. Thus, �c4 = �pLW�inl � �c �uLW�inl; (6.44)where��LW�inl = �U1LW � �U1 inl�uLW�inl = (�U2LW � �U2 inl � u ��LW�inl)=��vLW�inl = (�U3LW � �U3 inl � v ��LW�inl)=� (6.45)�pLW�inl = (
�1)(�U4LW��U4 inl��u �uLW�inl��v �vLW�inl� 12(u2+v2)��LW�inl)The changes in the second and third characteristics are obtained by integrating intime Eq. (6.43) using a one-dimensional Lax-Wendro� algorithm. The changes at thecenter of the jth face are given by�c4 j+ 12 = 12(�c4 j + �c4 j+1); (6.46)and 0@ �c2�c3 1Aj+ 12 = �B1�c4 j+ 12 � �t�y B28>>><>>>:0BB@ c2c3c4 1CCAj+1� 0BB@ c2c3c4 1CCAj9>>>=>>>; (6.47)The changes distributed to the two boundary nodes from the face are�c2 j = 12(�c2 j+ 12 ��g2 j+ 12 )�c3 j = 12(�c3 j+ 12 ��g3 j+ 12 )�c2 j+1 = 12(�c2 j+ 12 +�g2 j+ 12 ) (6.48)�c3 j+1 = 12(�c3 j+ 12 +�g3 j+ 12 );where the second order 
uxes, �g, are de�ned by0@ �g2�g3 1Aj+ 12 = �t�y B20BB@ �c2�c3�c4 1CCAj+ 12 � �8><>:0@ c2c3 1Aj+1 �0@ c2c3 1Aj9>=>; (6.49)66



The second term in the �g de�nition is a numerical smoothing term. A typicalvalue for the coe�cient � is 0.05. Distributing the changes from all of the boundaryfaces gives the characteristic changes at the nodes.One �nal modi�cation must be made. Eq. (6.43) can be integrated over one pitch toobtain the following ordinary di�erential equation for the pitch-averaged characteristicvariables. ddt0 8<:0@ �c2�c3 1A+ B1�c49=; = 0 (6.50)When integrated in time, there is an arbitrary constant of integration. To ensure thatthe �nal solution does not depend on the initial conditions, this constant is set equal tozero by subtracting the average values from the local values.0@ �c2�c3 1Anew = 0@ �c2�c3 1Aold �0@ �c2�c3 1A �B1�c4 (6.51)Using these corrected changes, the new characteristic variables are obtained. Thenew perturbations to the prescribed inlet 
ow are then calculated and added to get thenew 
ow solution on the in
ow boundary.6.6 Out
ow boundaryThe unsteady out
ow boundary conditions are similar to the in
ow conditions, butare slightly simpler since there is only one incoming characteristic. The characteristicvariables are de�ned by0BBBBB@ c1c2c3c4 1CCCCCA = 0BBBBB@ �c2 0 0 10 0 �c 00 �c 0 10 ��c 0 1 1CCCCCA0BBBBB@ �� �outu� uoutv � voutp� pout 1CCCCCA (6.52)and Ref. [13] shows that the best non-re
ecting out
ow boundary condition is@c4@t + � u v � @@y 0@ c2c4 1A = 0 (6.53)When transformed into the inclined computational coordinates, this equation becomes� ��u 1��v � @@t0 0@ c2c4 1A + � u v � @@y 0 0@ c2c4 1A = 0; (6.54)67



which can be rearranged into@c4@t0 � �u1��v @c2@t0 + v1��v @c4@y 0 + u1��v @c2@y 0 = 0 (6.55)The numerical implementation begins again by calculating the prescribed outlet 
owUnout and Un+1out , and the characteristic variables at the beginning of the time-step.The changes in the three outgoing characteristics are obtained from the distributedLax-Wendro� changes at the boundary node minus the changes due to the unsteadyprescribed 
ow. �c1 = �pLW�out � c2��LW�out�c2 = �c�vLW�out (6.56)�c3 = �pLW�out + �c�uLW�outwhere��LW�out = �U1LW � �U1 out�uLW�out = (�U2LW � �U2out � u ��LW�out)=��vLW�out = (�U3LW � �U3out � v ��LW�out)=� (6.57)�pLW�out = (
�1)(�U4LW��U4 out��u �uLW�out��v �vLW�out� 12(u2+v2)��LW�out)The change in the fourth characteristic is obtained by integrating Eq. (6.55), againusing a one-dimensional Lax-Wendro� algorithm. The face center changes are�c2 j+ 12 = 12(�c2 j + �c2 j+1); (6.58)and�c4 j+ 12 = � �u1��v �c2 j+ 12 � �t�y� v1��v (c4 j+1�c4 j) + u1��v (c2 j+1�c2 j)� (6.59)The distributed changes to the nodes are�c4 j = 12(�c4 j+ 12 ��g4 j+ 12 )�c4 j+1 = 12(�c4 j+ 12 +�g4 j+ 12 ); (6.60)where the second order 
ux, �g4, is de�ned by�g4 j+ 12 = �t�y � v1��v �c4 j+ 12 + u1��v �c2 j+ 12�� � (c4 j+1 � c4 j) : (6.61)68



The numerical smoothing coe�cient, �, again has a typical value of 0.05. As withthe in
ow boundary conditions, Eq. (6.55) can be integrated to obtainddt0 ��c4 � �u1��v �c2� = 0: (6.62)To set the constant of integration to zero, the characteristic changes are modi�ed bysubtracting the corresponding pitch-averaged values.�cnew4 j = �cold4 j � �c4 + �u1��v �c2 = 0: (6.63)Using these characteristic changes, the new characteristic variables are obtained,and hence the new out
ow variables.
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Chapter 7Viscous Algorithm7.1 OverviewThe standard approach to viscous calculations is to use everywhere throughout the com-putational domain one numerical algorithm, which is suitable for viscous calculationsbut may not evaluate the viscous stresses in regions where they are small. In UNSFLOan alternative approach was chosen, in which there are two numerical algorithms. Aviscous algorithm is used in a relatively thin viscous grid around each blade, and theinviscid Lax-Wendro� algorithm is used in the rest of the domain as described in earlierchapters.There were several reasons for this choice of approach. The explicit Lax-Wendro�algorithm could have been modi�ed to peform viscous calculations, but in this casethe maximum stable timestep is extremely small in the boundary layer, and so thecomputational cost would have been excessive. However, the Lax-Wendro� algorithmis very good for the inviscid region because of its e�cieny, its second order accuracy onirregular meshes, and the ability to add grid adaptation at a later time. To avoid theexcessive timestep restriction in the boundary layer requires an implicit algorithm. Allof the established implicit codes use structured grids and are cell-based, meaning thatthe 
ow variables are stored at the centers of the computational cells. Such methodsare more signi�cantly more expensive than explicit methods, and lack all of the otherfeatures of the Lax-Wendro� algorithm listed above. Therefore, it was concluded thatthe best approach was the hybrid one, using two separate algorithms on two separategrids, suitably connected at the interface. 70



7.2 Basic algorithmIn the viscous boundary layer region there are two grids. The �rst grid is created bythe grid generator, and is structured, with each grid node having a (j; k) index. k=1corresponds to the line of nodes on the blade surface. k=K corresponds to the line ofnodes at the interface with the inviscid grid; each of these nodes is at the same positionas an inviscid grid node. The viscous 
ow variables are stored at the grid nodes of this�rst grid, and the grid is used in plotting contours in the viscous region.The second grid is the one which is used by the viscous algorithm. It is created byjoining the centers of the cells of the �rst grid, to form an overlapping grid with the
ow variables being stored approximately at the center of each new cell. Thus,xj+ 12 ;k+ 12 = 14 (xj;k + xj;k+1 + xj+1;k + xj+1;k+1)yj+ 12 ;k+ 12 = 14 (yj;k + yj;k+1 + yj+1;k + yj+1;k+1) (7.1)The basic algorithm is based upon the ADI scheme of Beam and Warming [2], butuses the upwind 
ux-di�erence splitting developed by Roe [32]. It is similar to thescheme used by Rai [30]. The two-dimensional unsteady Navier-Stokes equations, withvariable streamtube thickness, areh@U@t + @(hF )@x + @(hG)@y � @(hVx)@x � @(hVy)@y = S; (7.2)where U ,F ,G and S are the same as in the Euler equations, and Vx and Vy are viscous
uxes de�ned by Vx = 0BBBBB@ 0�xx�xyu�xx + v�xy � qx 1CCCCCA (7.3)Vy = 0BBBBB@ 0�xy�yyu�xy + v�yy � qy 1CCCCCA : (7.4)The heat 
ux terms qx; qy are given byqx = �k@T@x = � �(
�1)Pr @(c2)@xqy = �k@T@y = � �(
�1)Pr @(c2)@y ; (7.5)71



and the stress terms are given by�xx = �(43 @u@x � 23 @v@y )�xy = �(@u@y + @v@x ) (7.6)�yy = �(43 @v@y � 23 @u@x)Under a high Reynolds number approximation in which streamwise derivatives areneglected relative to normal derivatives across the boundary layer, the viscous contri-butions simplify considerably.@(hVx)@x + @(hVy)@y � @(hVn)@n ; (7.7)where Vn = 0BBBBB@ 0�@u@n� @v@n� @@n(12u2+ 12v2+ 1(
�1)Prc2) 1CCCCCA (7.8)To complete the speci�cation of these thin-layer Navier-Stokes equations, the Prandtlnumber Pr is a constant (0.72 for air), and the viscosity � is given by Sutherland's law.� = �ref  TTref !3=2 Tref + TconT + Tcon= �ref  c2c2ref !3=2 c2ref + c2conc2 + c2con (7.9)Tcon is a temperature constant in the Sutherland model, Tref is the reference tempera-ture at which �=�ref , and ccon and cref are the corresponding speeds of sound.Approximating the spatial derivatives on the computational cell shown in Figure 7.1produces the following semi-discrete equation.A0j;k dUj;kdt + (F �j+ 12 ;k � F �j� 12 ;k) + (G�j;k+ 12 �G�j;k� 12 )� (V �j;k+ 12 � V �j;k� 12 ) = S�j;k (7.10)A0j;k is the volume of the computational cell, which is the product of the area andthe streamtube thickness. F � is the inviscid 
ux through one of the cell faces lyingapproximately in the normal direction, and G� and V � are the inviscid and viscous 
uxesthrough one of the faces lying approximately in the streamwise direction. Omitting72



tttt t tj�1; k j; k�1j; kj; k+1 j+1; kFigure 7.1: Grid geometry for viscous algorithmcertain upwinding terms which will be discussed later, these discrete 
uxes are de�nedby the following equations.F �j+ 12 ;k = 12 �(Fj;k + Fj+1;k)�y0j+ 12 ;k � (Gj;k +Gj+1;k)�x0j+ 12 ;k� (7.11)G�j;k+ 12 = 12 �(Fj;k + Fj;k+1)�y0j;k+ 12 � (Gj;k + Gj;k+1)�x0j;k+ 12� (7.12)V �j;k+ 12 = �j;k + �j;k+12 �s0�n �0BBBBB@ 0uj;k+1 � uj;kvj;k+1 � vj;k(12u2j;k+1+ 12v2j;k+1+ 1(
�1)Prc2j;k+1)� (12u2j;k+ 12v2j;k+ 1(
�1)Prc2j;k) 1CCCCCA(7.13)where �x0j+ 12 ;k = hj;k + hj+1;k2 (xj+ 12 ;k+ 12 � xj+ 12 ;k� 12 )�y0j+ 12 ;k = hj;k + hj+1;k2 (yj+ 12 ;k+ 12 � yj+ 12 ;k� 12 )�x0j;k+ 12 = hj;k + hj;k+12 (xj� 12 ;k+ 12 � xj+ 12 ;k+ 12 ) (7.14)�y0j;k+ 12 = hj;k + hj;k+12 (yj� 12 ;k+ 12 � yj+ 12 ;k+ 12 )and �s0�n = (�x0j;k+ 12 )2 + (�y0j;k+ 12 )2�x0j;k+ 12 (yj;k � yj;k+1)��y0j;k+ 12 (xj;k � xj;k+1) (7.15)73



The source term is approximated in a manner which ensures that a uniform pressure�eld produces no net force on the control volume.S�j;k = pj;k 0BBBBBB@ 0+�y0j+ 12 ;k ��y0j� 12 ;k + �y0j;k+ 12 ��y0j;k� 12��x0j+ 12 ;k +�x0j� 12 ;k ��x0j;k+ 12 +�x0j;k� 120 1CCCCCCA (7.16)The fully discrete equations are obtained by approximating the time derivative usingbackward di�erencing.A0j;k�t �Un+1j;k � Unj;k�+(F �n+1j+ 12 ;k�F �n+1j� 12 ;k)+ (G�n+1j;k+ 12 �G�n+1j;k� 12 )� (V �n+1j;k+ 12 �V �n+1j;k� 12 ) = S�n+1j;k(7.17)This is a nonlinear system of equations which cannot in general be solved to obtainUn+1. Instead, each of the 
ux terms is linearized about Un to obtain the following`unfactored linearized-delta' equation.0@A0�t + @F �j+ 12 ;k@Uj;k � @F �j� 12 ;k@Uj;k + @G�j;k+ 12@Uj;k � @G�j;k� 12@Uj;k � @V �j;k+ 12@Uj;k + @V �j;k� 12@Uj;k 1A�Uj;k+@F �j+ 12 ;k@Uj+1;k�Uj+1;k � @F �j� 12 ;k@Uj�1;k�Uj�1;k+0@@G�j;k+ 12@Uj;k+1 � @V �j;k+ 12@Uj;k+11A�Uj;k+1 � 0@@G�j;k� 12@Uj;k�1 � @V �j;k� 12@Uj;k�11A�Uj;k�1 =�(F �nj+ 12 ;k � F �nj� 12 ;k)� (G�nj;k+ 12 � G�nj;k� 12 ) + (V �nj;k+ 12 � V �nj;k� 12 ) + S�nj;k (7.18)For simplicity, the linearized change in the source term has been ignored.This is now a linear system of equations, but its solution is computationally time-consuming since the work for a viscous grid of size J �K is proportional to the smallerof J3K and K3J . This direct solution cost is avoided by an iterative line relaxation ap-proach. At the beginning of each time step �U (0) is initialized to zero. An approximatesolution �U (1) is obtained by solving0@A0�t + @F �j+ 12 ;k@Uj;k � @F �j� 12 ;k@Uj;k 1A�U (1)j;k + @F �j+ 12 ;k@Uj+1;k�U (1)j+1;k � @F �j� 12 ;k@Uj�1;k�U (1)j�1;k =�(F �nj+ 12 ;k � F �nj� 12 ;k)� (G�nj;k+ 12 �G�nj;k� 12 ) + (V �nj;k+ 12 � V �nj;k� 12 ) + S�nj;k�0@@G�j;k+ 12@Uj;k � @G�j;k� 12@Uj;k � @V �j;k+ 12@Uj;k + @V �j;k� 12@Uj;k 1A�U (0)j;k74



�0@@G�j;k+ 12@Uj;k+1 � @V �j;k+ 12@Uj;k+11A�U (0)j;k+1 +0@@G�j;k� 12@Uj;k�1 � @V �j;k� 12@Uj;k�11A�U (0)j;k�1 (7.19)and an better approximation �U (2) is obtained by solving0@A0�t + @G�j;k+ 12@Uj;k � @G�j;k� 12@Uj;k � @V �j;k+ 12@Uj;k + @V �j;k� 12@Uj;k 1A�U (2)j;k+0@@G�j;k+ 12@Uj;k+1 � @V �j;k+ 12@Uj;k+11A�U (2)j;k+1 � 0@@G�j;k� 12@Uj;k�1 � @V �j;k� 12@Uj;k�11A�U (2)j;k�1 =�(F �nj+ 12 ;k � F �nj� 12 ;k)� (G�nj;k+ 12 � G�nj;k� 12 ) + (V �nj;k+ 12 � V �nj;k� 12 ) + S�nj;k�0@@F �j+ 12 ;k@Uj;k � @F �j� 12 ;k@Uj;k 1A�U (1)j;k � @F �j+ 12 ;k@Uj+1;k�U (1)j+1;k + @F �j� 12 ;k@Uj�1;k�U (1)j�1;k (7.20)The �rst of these steps requires the solution of a 4x4 block-tridiagonal system of equa-tions for each k, and the second step requires a block-tridiagonal solution for each j.The combined work is proportional to JK.Although it is not immediately obvious, this procedure is exactly equivalent to Beamand Warming's factored ADI procedure. Also, if both steps are repeated, always usingthe latest known �U on the right-hand-side, the procedure will converge to the solutionof the `unfactored linearized-delta' equations, and is exactly equivalent to Rai's ADImethod with sub-iteration.7.3 Flux di�erence upwindingA Fourier stability analysis of the above algorithm would conclude that it is uncondition-ally stable, but in fact it has two major problems. The �rst is that both the unfactoredand the block-triagonal systems become extremely ill-conditioned when the Reynoldsnumber is large and the timestep is large. This is because the o�-diagonal matricesare independent of �t, whereas the inviscid 
ux terms in the diagonal matrix almostperfectly cancel, leaving only terms proportional to 1=Re or 1=�t. The second problemis that there is no numerical smoothing to suppress the emergence of the `sawtooth'error mode which is the standard problem of central di�erencing algorithms.Both of these problems become clear when one considers the scalar one-dimensionalconvection problem. @u@t + c@u@x = 0 (7.21)75



Using central spatial di�erencing and backward time di�erencing givesun+1j � unj + c�t2�x(un+1j+1 � un+1j�1 ) = 0 (7.22)which can be rearranged asr2�uj+1 +�uj � r2�uj�1 = �r2(unj+1 � unj�1) (7.23)The right-hand-side shows that uj = (�1)j is a valid steady-state solution. The left-hand-side shows that when r = c�t=�x becomes large the diagonal matrix term issmaller than the o�-diagonal terms, leading to an ill-conditioned matrix.The simplest solution to these problems is to use upwinding, and for c>0 approxi-mate the spatial derivative by a discrete �nite di�erence using nodes j and j�1. Thisgives un+1j � unj + c�t�x (un+1j � un+1j�1 ) = 0 (7.24)which can be rearranged as(1+r)�uj � r�uj�1 = �r(unj � unj�1): (7.25)This is well-conditioned and does not allow a sawtooth error mode.Next consider a linear hyperbolic system,@U@t + A@U@x = 0 (7.26)This equation can be diagonalized by use of a matrix T whose columns are eigenvectorsof A. If the eigenvalues of A are �i, ordered consistently with the vectors in T , thenT�1AT = � � diag(�1; �2; ::::) (7.27)and so if one de�nes U = TV then @V@t + �@V@x = 0: (7.28)Since the characteristic equation are uncoupled, each can be upwinded separately. Forthe ith characteristic, the upwinded equation can be written asvin+1j � vinj + �+i �t�x (vin+1j � vin+1j�1 ) + ��i �t�x (vin+1j+1 � vin+1j ) = 0; (7.29)where �+i = max(0; �i); ��i = min(0; �i) (7.30)76



Combining all of the characteristics into one equation givesV n+1j � V nj + �t�x�+(V n+1j � V n+1j�1 ) + �t�x��(V n+1j+1 � V n+1j ) = 0; (7.31)where �+i = diag(�+i ); ��i = diag(��i ) (7.32)Converting back to original variables givesUn+1j � Unj + �t�xA+(Un+1j � Un+1j�1 ) + �t�xA�(Un+1j+1 � Un+1j ) = 0; (7.33)where A� = T��T�1 (7.34)In `delta-form' this can also be written as�t�xA��Uj+1 + �I + �t�x(A+�A�)��Uj � �t�xA+�Uj�1= ��t�xA+(Unj � Unj�1)� �t�xA�(Unj+1 � Unj ) (7.35)= ��t�x �12A(Unj+1 + Unj )� 12A(Unj + Unj�1)�+ �t2�x(A+�A�)(Unj+1�2Unj +Unj�1))This last form has a right-hand-side which is expressed as a central di�erence term plusa smoothing term. This is important for the next complication, moving to a nonlinearsystem of equations, @U@t + @F@x = 0 (7.36)for which the upwinded implicit scheme is�t�xA�j+ 12�Uj+1 + �I + �t�x(A+j+ 12�A�j� 12 )��Uj � �t�xA+j� 12�Uj�1= ��t�x �12(Fnj+1 + Fnj )� 12(Fnj + Fnj�1)�+�t�x �12(A+�A�)j+ 12 (Unj+1�Unj )� 12(A+�A�)j� 12 (Unj �Unj�1)�= ��t�x n �12(Fnj+1 + Fnj )� 12(A+�A�)j+ 12 (Unj+1�Unj )� (7.37)� �12(Fnj + Fnj�1)� 12(A+�A�)j� 12 (Unj �Unj�1)� owith Aj+ 12 = �@F@U �j+ 12 (7.38)being evaluated using a value of U which is some average of Uj and Uj+1. Note that thenonlinear upwinded equation is written in a form which is clearly conservative, since77



the right-hand-side is equal to the di�erence of two 
uxes through faces j+ 12 and j� 12 .Before �nishing with these model problems, a �nal note is that the upwinded schemespresented so far have only �rst order spatial accuracy. Third order spatial accuracy isachieved with the following scheme.�t�xA�j+ 12�Uj+1+�I + �t�x(A+j+ 12�A�j� 12 )��Uj��t�xA+j� 12�Uj�1 = ��t�x(Fnj+ 12�F nj� 12 )(7.39)whereFnj+ 12 = 12(Fnj+1 + Fnj )� 16A+j+ 12 (Unj+1�2Unj +Unj�1)� 16A�j+ 12 (Unj+2�2Unj+1+Unj ) (7.40)Returning now to the Navier-Stokes equations, the �nal form of the upwinded, un-factored, discrete Navier-Stokes equations is as follows.0@A0�t+�@F �@U �+j+ 12 ;k��@F �@U ��j� 12 ;k+�@G�@U �+j;k+ 12��@G�@U ��j;k� 12� @V �j;k+ 12@Uj;k + @V �j;k� 12@Uj;k 1A�Uj;k+�@F �@U ��j+ 12 ;k�Uj+1;k � �@F �@U �+j� 12 ;k�Uj�1;k (7.41)+0@�@G�@U ��j;k+ 12 � @V �j;k+ 12@Uj;k+11A�Uj;k+1 � 0@�@G�@U �+j;k� 12 � @V �j;k� 12@Uj;k�11A�Uj;k�1= �(F �nj+ 12 ;k � F �nj� 12 ;k)� (G�nj;k+ 12 � G�nj;k� 12 ) + (V �nj;k+ 12 � V �nj;k� 12 ) + S�nj;kThe upwinding matrices �@F �@U �� and �@G�@U �� are both constructed in the sameway. Both F � and G� are inviscid 
uxes of the form F�y0 �G�x0. The correspondinglinearization matrix isA = @(F�y0 �G�x0)@U= �s00BBBBB@ 0 nx ny 0�unu+ 
�12 (u2+v2)nx un � (
�2)unx uny � (
�1)vnx (
�1)nx�unv + 
�12 (u2+v2)ny vnx � (
�1)uny un � (
�2)vny (
�1)ny�unH + 
�12 (u2+v2)un Hnx � (
�1)uun Hny � (
�1)vun 
un 1CCCCCA ;(7.42)where the unit normal vector is0@ nxny 1A = 1�s0 0@ �y0��x0 1A (7.43)78



and the normal and tangential velocities areun = unx + vnyut = �uny + vnx (7.44)The transformation matrix T which is used to diagonalize A isT = 0BBBBB@ 1 1 0 1u�cnx u �cny u+cnxv�cny v cnx v+cnyH�unc 12(u2+v2) utc H+unc 1CCCCCA ; (7.45)and its inverse isT�1 = 1c2 0BBBBB@ 12unc+ 
�14 (u2+v2) �12cnx� 
�12 u �12cny� 
�12 v 
�12c2� 
�12 (u2+v2) (
�1)u (
�1)v �(
 � 1)�utc �cny cnx 0�12unc+ 
�14 (u2+v2) 12cnx� 
�12 u 12cny� 
�12 v 
�12 1CCCCCA :(7.46)The corresponding eigenvalues are�1 = �s0 (un � c)�2 = �s0 un�3 = �s0 un (7.47)�4 = �s0 (un + c)As discussed earlier, A+ and A� are then de�ned byA� = T��T�1 (7.48)The upwinded matrices are evaluated based on a special average of U� and U+, thestate vectors on either side of the face. The average is de�ned asu = p�+u+ +p��u�p�+ +p��v = p�+v+ +p��v�p�+ +p�� (7.49)H = p�+H+ +p��H�p�+ +p�� :All other needed quantities can be derived from these three. This form of average wasdeveloped by Roe, and reasons for its use are presented in Ref. [32].79



Another small but important addition to the basic upwinding ideas is the upwindingtreatment in areas in which one of the characteristic speeds passes through zero. Animproper treatment can lead to the formation of non-physical expansion shocks andproblems with stability. The treatment that is used in UNSFLO is based upon theideas of van Leer [35], and involves modifying the de�nition of ��.�+ = max(0; �)+ 0:5 max(0; 2���j�j)�� = min(0; �)� 0:5 max(0; 2���j�j) (7.50)In these de�nitions, � is the eigenvalue, evaluated using the Roe-averaged state, and�� is the di�erence between the corresponding eigenvalues evaluated at states U+ andU�. Note four things about this formulation. First, in most of the 
ow �eld, awayfrom points where � goes through zero, this returns to the standard de�nition. Second,�+ is always positive (or zero), and �� is always negative (or zero); this maintains theupwind/dissipative character. Third, �++�� = �; this maintains the consistency ofthe discretization. Fourth, when �= 0, �� =���; the e�ect of this is to maintain acertain minimum level of numerical smoothing which prevents non-physical behaviorbut without unnecessary corruption of the physical solution.The 
uxes on the right-hand-side of Eq. (7.41) are de�ned asF �j+ 12 ;k = 12(Fnj;k+F nj+1;k)�y0j+ 12 ;k � 12(Gnj;k+Gnj+1;k)�x0j+ 12 ;k��2v2  �@F �@U �+j+ 12 ;k � �@F �@U ��j+ 12 ;k! (Unj+1;k�Unj;k)�1 � �2v6 �@F �@U �+j+ 12 ;k (Unj+1;k � 2Unj;k + Unj�1;k)�1 � �2v6 �@F �@U ��j+ 12 ;k (Unj+2;k � 2Unj+1;k + Unj;k) (7.51)and G�j;k+ 12 = 12(Fnj;k+F nj;k+1)�y0j;k+ 12 � 12(Gnj;k+Gnj;k+1)�x0j;k+ 12��2v2  �@G�@U �+j;k+ 12 � �@G�@U ��j;k+ 12! (Unj;k+1�Unj;k)�1� �2v6 �@G�@U �+j;k+ 12 (Unj;k+1 � 2Unj;k + Unj;k�1)�1� �2v6 �@G�@U ��j;k+ 12 (Unj;k+2 � 2Unj;k+1 + Unj;k) (7.52)When �2v = 1 these give �rst order upwinded 
uxes; when �2v = 0 they give thirdorder 
uxes. 80



tttt t tj�1; 2 j; 1j; 2j; 3 j+1; 2Figure 7.2: Wall boundary cell7.4 Wall boundary conditionsThe computational cell next to a wall boundary is di�erent from the standard viscouscomputational cells, in that it extends from k=5=2, to k=1, with Uj;2 being the averagevalue of U in the cell. Uj;1 is used for only two purposes, computing the third orderupwinding term for the face at k=5=2, and post-processing. Uj;2 is the �rst point thatis actually calculated as part of the implicit viscous scheme, using the wall boundarycell.Because the wall boundary cell is di�erent, the �rst change to the basic viscousalgorithm is in the de�nitions of �x0j+ 12 ;2 and �y0j+ 12 ;2.�x0j+ 12 ;2 = hj;2 + hj+1;22 (xj+ 12 ;212 � xj+ 12 ;112 ) + hj;1 + hj+1;12 (xj+ 12 ;112 � xj+ 12 ;1)�y0j+ 12 ;2 = hj;2 + hj+1;22 (yj+ 12 ;212 � yj+ 12 ;112 ) + hj;1 + hj+1;12 (yj+ 12 ;112 � yj+ 12 ;1)(7.53)Apart from these changes, F �j+ 12 ;2 and �@F �@U ��j+ 12 ;2 are evaluated as normal.The other changes for the wall boundary cell are all related to the wall boundaryface. The inviscid 
ux G�j;1 through the wall face has only a pressure force term.G�j;1 = 0BBBBB@ 0pj;2�y0j;1�pj;2�x0j;10 1CCCCCA ; (7.54)where �x0j;1 = hj;1(xj� 12 ;1 � xj+ 12 ;1)�y0j;1 = hj;1(yj� 12 ;1 � yj+ 12 ;1): (7.55)This 
ux is linearized directly to obtain the matrix to be used in the implicit operator;no 
ux-di�erence upwinding is performed on the wall face.81



For adiabatic walls, the viscous 
ux term V �j;1 isV �j;1 = �j;1�s0�n 0BBBBB@ 0uj;2vj;212u2j;2+ 12v2j;2 1CCCCCA : (7.56)For walls with a speci�ed temperature (and a corresponding speed of sound cwall), theviscous 
ux term isV �j;1 = �j;1�s0�n 0BBBBB@ 0uj;2vj;2(12u2j;2+ 12v2j;2+ 1(
�1)Prc2j;2)� 1(
�1)Prc2wall 1CCCCCA : (7.57)In both cases, �s0�n = (�x0j;1)2 + (�y0j;1)2�x0j;1(yj;1 � yj;2)��y0j;1(xj;1 � xj;2) (7.58)V �j;1 is linearized as usual to obtain the viscous implicit matrix term.The �nal form of the implicit unfactored equation for the wall boundary cell is0@A0�t+�@F �@U �+j+ 12 ;2��@F �@U ��j� 12 ;2+�@G�@U �+j;2 12� @G�@U !j;1� @V �j;2 12@Uj;2 + @V �j;1@Uj;21A�Uj;2+�@F �@U ��j+ 12 ;2�Uj+1;2 � �@F �@U �+j� 12 ;2�Uj�1;2 (7.59)+0@�@G�@U ��j;2 12 � @V �j;2 12@Uj;3 1A�Uj;3= �(F �nj+ 12 ;2 � F �nj� 12 ;2)� (G�nj;2 12 � G�nj;1) + (V �nj;2 12 � V �nj;1 ) + S�nj;27.5 Inviscid interface treatmentThe computational cell next to the viscous/inviscid grid interface is also di�erentfrom the standard viscous computational cells, in that it extends from k = K� 12 tok=K. Uj;K is the average value of U in the cell, and is also (by de�nition) equal to thevalue of U at the inviscid node on the interface.The �rst change to the basic viscous algorithm is in the de�nitions of �x0j+ 12 ;K and�y0j+ 12 ;K . �x0j+ 12 ;K = hj;K + hj+1;K2 (xj+ 12 ;K � xj+ 12 ;K� 12 )82



ttt t tt t tj�1; K j;K�1j;K j+1; Kinviscid inviscidcell cellFigure 7.3: Interface boundary viscous cell plus inviscid cells�y0j+ 12 ;K = hj;K + hj+1;K2 (yj+ 12 ;K � yj+ 12 ;K� 12 ) (7.60)Apart from these changes, F �j+ 12 ;K and �@F �@U ��j+ 12 ;K are evaluated as normal.The second change is in the 
ux through the interface. To make the coupling con-servative, the viscous 
ux is set to zero, and the inviscid 
ux is treated explicitly, ina manner that is consistent with the 
ux evaluation used in the inviscid Lax-Wendro�calculation on the outer inviscid cells.G�j;K = Fj;K�y0j;K �Gj;K�x0j;K (7.61)where �x0j;K = hj;K(xj� 12 ;K � xj+ 12 ;K)�y0j;K = hj;K(yj� 12 ;K � yj+ 12 ;K): (7.62)The third change is that since Uj;K is associated with both the viscous node/cell,and the inviscid node at the same location, the cell volume A0j;K must be equal to thesum of the viscous cell volume and the inviscid node's share of the volume of the twoneighboring inviscid cells, and the inviscid changes which have previously been calcu-lated and distributed to the inviscid node must be added in to the viscous calculationas an additional explicit contribution. Note that the combined volume A0 must also bethe volume used for the inviscid calculation.The �nal form of the implicit unfactored equation for the interface cell is0@A0�t+�@F �@U �+j+ 12 ;K��@F �@U ��j� 12 ;K��@G�@U ��j;K� 12+ @V �j;K� 12@Uj;K 1A�Uj;K+�@F �@U ��j+ 12 ;K�Uj+1;K � �@F �@U �+j� 12 ;K�Uj�1;K83



�0@�@G�@U �+j;K� 12 � @V �j;K� 12@Uj;K�11A�Uj;K�1 (7.63)= �(F �nj+ 12 ;K � F �nj� 12 ;K)� (G�nj;K �G�nj;K� 12 )� V �nj;K� 12 + S�nj;K+ Xinviscid A0 �U�t7.6 Algebraic turbulence modelThe algebraic turbulence model which is used is due to Cebeci and Smith [3]. Theformulation splits the boundary layer into inner and outer regions. The inner regionis a combination of the log-law layer and the laminar sublayer; the Prandtl mixinglength is taken to the normal distance to the wall surface multiplied by the von Karmanconstant, with the van Driest exponential damping term to give the correct behavior inthe sub-layer. (�t)inner = �l2 ����@u@y ���� (7.64)l = 0:4 y (1�e�y=A) (7.65)A = 26��u� (7.66)u� = r�w� (7.67)The outer region formulation is based on the velocity defect.(�t)outer = 0:0168 � Z �o jue�ujdy (7.68)The transition between the inner and outer formulations occurs at the value of y(the coordinate normal to the wall) for which the two are equal.A tricky numerical aspect is the de�nition of �, used for the velocity defect integrationand to de�ne the edge velocity value ue. After some experimentation the de�nition whichis used is � = 52 R10 y(j@u@y j+ j@T@y j) dyR10 (j@u@y j+ j@T@y j) dy ; (7.69)where the integrals are performed across the entire boundary layer grid. The e�ect ofthis de�nition is to get a value for � which is at the edge of the physical boundary layer,but is still typically much less than the thickness of the viscous grid. Using the edge of84



the viscous grid instead for � gives much poorer values for ue because of variations in uoutside the boundary layer due to 
ow curvature.To avoid the need for very small grid spacing at the wall, a law-of-the-wall formu-lation is used to calculate the wall shear stress based on the velocity at the �rst gridpoint o� the wall. Spaulding's law-of-the-wall formula [33] isy+ = u+ + e��B �e�u+ � 1� �u+ � 12(�u+)2 � 16(�u+)3� (7.70)where y+ = yu��w�w (7.71)u+ = uu� (7.72)and the constants � and B have values 0.4 and 5.5 respectively.Two limits are worth noting. If �w is very small, then y+ and u+ are small, and sou+ � y+ =) �w � �wuy ; (7.73)which is the laminar limit. If �w is very large, then y+ and u+ are large, and soy+ � e��Be�u+ =) u+ � B + 1� log y+; (7.74)which is the log-law limit. Thus the full Spaulding formula combines both behaviorsand will remain valid even through separation.If y2 and u2 are the normal coordinate and tangential velocity at the �rst grid pointo� the surface, and Re2 is de�ned asRe2 = �wu2y2�w ; (7.75)then the de�nition for y+ can be re-expressed asy+ = Re2u+ : (7.76)Substituting this into Spaulding's formula givesu+ + e��B �e�u+ � 1� �u+ � 12(�u+)2 � 16(�u+)3�� Re2u+ = 0: (7.77)For a given value of Re2, this equation is solved using a Newton-Raphson procedure toobtain u+ and hence �w. 85



-6�������� ��������-�wake ytFigure 7.4: Alternative inclined computational plane for viscous calculations7.7 Time tiltingThe technique of time-tilting can also be applied to the Navier-Stokes equations. Thetransformed equations are@Q@t0 + @F@x0 + @G@y0 � @Vx@x0 � @Vy@y 0 = 0 (7.78)where Q = U � �G+ �Vy (7.79)The di�erence from the inviscid time-inclined equations is that now Q contains deriva-tives of U and there is no simple algebraic transformation from Q to U .The solution to this problem is to simply ignore the derivative terms in Q, or equiv-alently to replace Q by U ��G. This procedure can be justi�ed for large Reynoldsnumbers through the following argument. Time derivatives are comparable in magni-tude to streamwise spatial derivatives, and so@2u@t0 @y0 = O @2u@x0 @y 0! = O �Re� 12�� @2u@y 02 (7.80)Therefore, the neglected terms are comparable in magnitude to the terms which aredropped in the usual thin-shear-layer N-S equations, due to their being much smallerthan the dominant di�usive terms in the boundary layer.An alternative approach which would also work for high Reynolds numbers is to use\time-tilting" only outside the narrow viscous regions around each blade, and in eachwake. This idea is illustrated in Fig. 7.4. The high-Reynolds number assumption isagain required to ensure that the wakes and boundary layers form a small fraction ofthe total domain. 86



-6 Ps domain ofdependence of Pinvalidcomputationalplaneyt �� �� �� �� �� �� �� �� �� ��Figure 7.5: Low Reynolds number domain of dependenceBoth of the above approaches fail at low Reynolds numbers. This is correct andproper since, as shown in Fig. 7.5, parabolic equations have in�nite speed of propagationof information and any inclined computational plane will not fully include this domainof dependency, and so cannot produce the correct solution.In the discrete Navier-Stokes equations used in UNSFLO, the only change due totime-tilting is to replace the term A0�tin the implicit operator, by A0�t(I � �@G@U )thereby approximating @Q@t instead of @U@t .7.8 Moving bladesOne capability of UNSFLO is to perform viscous calculations for moving blades, inwhich the blade motion is prescribed usually as a combination of bending and torsion.The viscous computational grid for this problem moves accordingly, with the wall nodesmoving with the blade, and the interface nodes remaining stationary. This approachallows the inviscid solver to remain unchanged, with moving grid modi�cations beingnecessary only for the viscous solver.Consider the two-dimensional Navier-Stokes equations being solved in a control vol-ume 
 whose boundary is moving at velocity ~ub and has an outward pointing unitnormal vector ~n. Because of the motion of the boundary @
,ddt ZZ
 U dx dy = ZZ
 @U@t dx dy + Z@
U ~ub �~n ds (7.81)87
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� �

�
'& $%�~ubFigure 7.6: Moving control volumeAs shown in Fig. 7.6, the second term corresponds to the volume being swept out bythe moving boundary. Hence,ddt ZZ
 U dx dy = � ZZ
 @(F�Vx)@x + @(G�Vy)@y dx dy + Z@
U ~ub �~n ds= � Z@
 (F�Vx)nx + (G�Vy)ny � U ~ub �~n ds: (7.82)Next, de�ne U to be the average value of U in the control volume. Therefore,ddt ZZ
 U dx dy � ddt(AU) = AdUdt + U dAdt = AdUdt + U Z@
 ~ub � ~n ds (7.83)Combining with Eq. (7.82), givesAdUdt = � Z@
 (F�Vx)nx + (G�Vy)ny � (U � U) ~ub �~n ds: (7.84)The corresponding equation for the quasi-3D Navier-Stokes equations on a movingcontrol volume is very similar. In discretizing this, the viscous algorithm on standardviscous cells has two changes. On the explicit right-hand-side the following terms areadded. + (ugj+12 ;k�y0j+ 12 ;k�vgj+12 ;k�x0j+ 12 ;k)12(Uj+1;k�Uj;k)+ (ugj�12 ;k�y0j� 12 ;k�vgj�12 ;k�x0j� 12 ;k)12(Uj;k�Uj�1;k)+ (ugj;k+12�y0j;k+ 12�vgj;k+12�x0j;k+ 12 )12(Uj;k+1�Uj;k)+ (ugj;k�12�y0j;k� 12�vgj;k� 12�x0j;k� 12 )12(Uj;k�Uj;k�1)The grid velocity (ug; vg)T is evaluated at face centers by averaging the appropriatenodal velocities. 88



The second change is in the implicit left-hand-side, which is constructed in exactlythe same way as usual apart from the subtraction of ~ug�~n from all four eigenvalues. Thisis because @(F�y0�G�x0�~ug �~nU)@U = @(F�y0�G�x0)@U � ~ug �~n I (7.85)and so the eigenvectors are the same, and the eigenvalues are reduced by amount ~ug �~n.There are also changes to the wall boundary conditions. The combined inviscid 
uxterm is G�j;1 � (uwall�y0j;1�vwall�x0j;1)(Uj;2�Uj;1)= 0BBBBB@ �j;2(uwall�y0j;1�vwall�x0j;1)�j;2uj;2(uwall�y0j;1�vwall�x0j;1) + pj;2�y0j;1�j;2vj;2(uwall�y0j;1�vwall�x0j;1)� pj;2�x0j;1�j;2Hj;2(uwall�y0j;1�vwall�x0j;1) 1CCCCCA ; (7.86)where ~uwall is the wall velocity. The viscous 
ux term is also modi�ed due to the motionof the wall. For adiabatic walls, V �j;1 becomesV �j;1 = �j;1�s0�n 0BBBBB@ 0uj;2 � uwallvj;2 � vwall(12u2j;2+ 12v2j;2)� (12u2wall+ 12v2wall) 1CCCCCA ; (7.87)while for walls with a speci�ed temperature, it becomesV �j;1 = �j;1�s0�n 0BBBBB@ 0uj;2 � uwallvj;2 � vwall(12u2j;2+ 12v2j;2+ 1(
�1)Prc2j;2)� (12u2wall+ 12v2wall)+ 1(
�1)Prc2wall) 1CCCCCA :(7.88)
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