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Where is water produced on a glacier or ice sheet?  How much?   

What happens to that water? 

How does water move at the base of a glacier or ice sheet?

Why is glacier or ice sheet hydrology important? 
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Frozen bed Basal freezing
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Geothermal heating

Frictional heating
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Basal melting
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Thermal setting
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Basal melting
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Glacier, Recovery Ice Streams, Byrd Glacier and Totten Glacier in East
Antarctica; Siple Coast ice streams and Pine Island/Twaithes Glaciers
in West Antarctica. Large subglacial lakes (displayed in Fig. 5) all lie at
the head of the subglacial water system, such as Sovetskaya/90°E lake
system, Subglacial Lake Vostok, and Subglacial Lake Concordia (Lakes
District). The large subglacial lakes associated with the Recovery ice
stream catchment are not lying at the head, but further downstream.
They therefore receive a substantial amount of subglacial melt water
from upstream, which makes them important water reservoirs of the
East Antarctic ice sheet.

5. Discussion

5.1. Parameters affecting basal temperature

The interplay between GHF and accumulation rates is very
sensitive, as high GHF increases basal temperatures, while high
accumulation rates cool down the ice mass. This is illustrated in Fig. 6,
displaying the minimum GHF needed to reach pressure melting point
at the base of an ice sheet as a function of ice thickness and surface
temperature, based on (20)–(22). Despite low surface temperatures
(−50 °C), pressure melting point is reached for relatively low values
of GHF (40 mWm−2), as long as the ice is near 4000 m thick and
accumulation rates are small (0.05 m a−1), which is rather typical for
the interior parts of the East Antarctic ice sheet. For high accumulation
rates (tenfold the previous value), one needs more than twice this
GHF (90 mWm−2) to reach melting point at the base.

An interesting feature according to Fig. 6 is that variations in ice
thickness have less influence on the basal temperature field in regions

where the GHF is low (e.g. 40 mWm−2) than in areas where the GHF
is high (e.g. 100 mWm−2). This is probably one of the reasons why
the Lakes District is characterized by a rather constant (but low) GHF,
despite significant ice thickness variability. On the contrary, the effect
of ice thickness variability is much more pronounced in West
Antarctica. However, since large parts of the WAIS are at pressure
melting point, the variability is most pronounced in basal melting
rates (Table 3).

5.2. Model assumptions

The quality of the results also depends on the assumptionsmade in
the model. A major assumption is the steady-state condition for both
the temperature field and ice thickness. Englacial temperatures react
slowly to environmental changes and are therefore expected to still
readjust to the glacial–interglacial transition. Ritz (1987) estimated
that the impact of transient effects on the basal temperature could be
up to 2 K (ice sheet base being colder than the steady-state one). This
is the same order of magnitude as the standard deviation in the
sensitivity experiment. However, during the last glacial period,
surface temperatures were lower by 5–10 K, but ice velocities and

Table 2
Percentage of the grounded ice sheet at pressure melting point for the 24 experiments
(FM = Fox-Maule et al. (2005); SR = Shapiro and Ritzwoller (2004); P = Pollard et al.
(2005); 42/54 = spatially uniform GHF (mW m−2); Std a = van de Berg et al. (2006);
Δa = decadal accumulation perturbation from Monaghan et al. (2006)).

Std. a Δa (1995–2004) Δa (1985–1994)

FM 67.7 67.7 67.0
SR 54.4 54.6 53.3
FM+SR 63.2 63.1 62.1
P 55.5 55.3 54.7
P+SR 55.8 55.7 54.8
FM+P+SR 60.9 60.9 59.9
42 32.1 32.0 31.8
54 56.2 55.9 55.2
Mean 55.7 55.7 54.9

Fig. 4. (A) Mean basal melting rate (truncated at 10 mm year−1) and (B) standard deviation (mm year−1) for the 24 sensitivity experiments.

Fig. 5. Subglacial water flux (103 m2year−1) based on the mean basal melt rate
displayed in Fig. 4A. Values are truncated at 6×103 m2year−1.
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effect on surface melt rate and distribution across Antarctica, espe-
cially over the ice shelves where melt peaks (Fig. 4a). Differences
between modelled melt at both resolutions locally reaches up to
500mm w.e. year−1 (Fig. 4c). As for SMB, varying ice mask extent
between both grids can lead to large differences, notably at the ice
mask edge (Supplementary Fig. 1c, d). Overall, melt changesmirror the
surface topography difference between the 2 km and 27 km grids,
reaching up to 500m (Supplementary Fig. 1a). As a general pattern,
surface elevation in RACMO2.3p2 is overestimated over narrow, low-
lying valleys and at the grounding line (Supplementary Fig. 1a). In
contrast, surface elevation at 27 km is underestimated over the divide
of the steep mountain ranges, including the Antarctic Peninsula,
Queen Maud Land and the Transantarctic Mountains (Supplementary
Fig. 1a). These mountain ranges with their networks of narrow peaks
and valleys locally show large elevation biases (~500m) between the
2 km and 27 km grid (Supplementary Fig. 1a). Small negative elevation
differences are generally found over the relatively flat floating ice
shelves (Supplementary Fig. 1a). Combined with the strong surface
melt gradients found nearby the grounding lines, this leads to an
overall melt increase that locally peaks over crevasses that are not
resolved at 27 km (Fig. 4c). In contrast, the Amery ice shelf shows a
small positive elevation difference at 2 km, leading to a local melt
decrease compared to the 27 km grid (Fig. 4c and Supplementary
Fig. 1a). Locally, the albedo correction implies that surfacemelt further
increases in regions where blue ice is exposed. Lower elevations in the
downscaled product result in higher melt rates relative to native
RACMO2.3p2, and vice-versa (Fig. 4c). Such patterns are clearly visible
in the APIS sector, with increased melt rates over low-lying valley gla-
ciers, crevasses, and in the vicinity of the grounding line, while melt is
reduced towards the elevated interior (Fig. 4f).

We evaluate modelled surface melt at 2 km and 27 km using 81
annual records from ten AWS (yellow stars in Supplementary Fig. 2a)
spanning the period 1992–201824 (see “Methods”). Four sites are situ-
ated on the Larsen C ice shelf and six in Dronning Maud Land. We find

that the downscaled product shows better agreement with observa-
tions than the native 27 km product (Supplementary Fig. 2d, e), with
reduced bias (−7.9mmw.e.) and similar RMSE. Since the AWS network
is spatially limited, we complement our evaluation with an Antarctic-
wide point comparison between mean annual melt modelled on both
grids and derived fromQuikSCAT25 at 4.45 km resolution, averaged for
the period 2000–2009 (Supplementary Fig. 5a) (see “Methods”). We
find that high melt rates are better resolved on the 2 km grid with
reduced bias (−8.3mmw.e.) and RMSE (−7.2mmw.e.) (Supplementary
Fig. 5b, c). Notably, the 2 km product improves upon the native RAC-
MO2.3p2 product at capturing highmelt ratesmeasured in the vicinity
of the grounding line (Supplementary Fig. 5d, e). Integrated over the
whole of Antarctica (ANT), melt in the 2 km product increases by 51 Gt
year−1 (46% for 1979–2021 in Fig. 2d) relative to the 27 km product
(black line and grey band in Fig. 2c). The elevation correction con-
tributes 38 Gt year−1 (34%) to the total surface melt increase (Supple-
mentary Fig. 1a, b). This effect is particularly important near the
grounding line where surface elevation is generally reduced at 2 km,
and steep topographic gradients were not accurately captured at
27 km. Over low-lying ice shelves, the combined elevation difference
and strongmelt gradients locally enhance surfacemelt at 2 km. Spatial
refinement of the icemask from 27 km to 2 km contributes 10 Gt year−1

(9%) to the total melt increase (Supplementary Fig. 1c, d), while the
remaining 3 Gt year−1 (3%) stem from albedo correction over blue ice
areas. The downscaled product aligns with QuikSCAT estimates within
uncertainties for the period 2000–2009 (orange line and band in
Fig. 2c). Supplementary Fig. 3e–h shows similar results for individual
sectors, highlighting a 42 Gt year−1 (62%) increase in surface melt over
floating ice shelves that mainly occurs along the grounding line
(Fig. 4c). For the grounded AIS, melt and therewith themelt increase is
smaller with 1 Gt year−1 in the WAIS (39%), 2 Gt year−1 in the APIS (9%),
and 6 Gt year−1 in the EAIS sector (45%) (Supplementary Fig. 3e, f).
Regional changes in area-integrated surface melt at both resolutions
are shown in Supplementary Table 3.

Fig. 4 | High-resolution surface melt patterns in Antarctica.Modelled mean
annual Antarctic surfacemelt for the period 1979–2021 (a) statistically downscaled
to 2 km resolution, (b) modelled by RACMO2.3p2 at native 27 km resolution. (c)

Melt difference between the 2 km and 27 km products. (d–f) Same as (a–c) but for
the Antarctic Peninsula.
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effect on surface melt rate and distribution across Antarctica, espe-
cially over the ice shelves where melt peaks (Fig. 4a). Differences
between modelled melt at both resolutions locally reaches up to
500mm w.e. year−1 (Fig. 4c). As for SMB, varying ice mask extent
between both grids can lead to large differences, notably at the ice
mask edge (Supplementary Fig. 1c, d). Overall, melt changesmirror the
surface topography difference between the 2 km and 27 km grids,
reaching up to 500m (Supplementary Fig. 1a). As a general pattern,
surface elevation in RACMO2.3p2 is overestimated over narrow, low-
lying valleys and at the grounding line (Supplementary Fig. 1a). In
contrast, surface elevation at 27 km is underestimated over the divide
of the steep mountain ranges, including the Antarctic Peninsula,
Queen Maud Land and the Transantarctic Mountains (Supplementary
Fig. 1a). These mountain ranges with their networks of narrow peaks
and valleys locally show large elevation biases (~500m) between the
2 km and 27 km grid (Supplementary Fig. 1a). Small negative elevation
differences are generally found over the relatively flat floating ice
shelves (Supplementary Fig. 1a). Combined with the strong surface
melt gradients found nearby the grounding lines, this leads to an
overall melt increase that locally peaks over crevasses that are not
resolved at 27 km (Fig. 4c). In contrast, the Amery ice shelf shows a
small positive elevation difference at 2 km, leading to a local melt
decrease compared to the 27 km grid (Fig. 4c and Supplementary
Fig. 1a). Locally, the albedo correction implies that surfacemelt further
increases in regions where blue ice is exposed. Lower elevations in the
downscaled product result in higher melt rates relative to native
RACMO2.3p2, and vice-versa (Fig. 4c). Such patterns are clearly visible
in the APIS sector, with increased melt rates over low-lying valley gla-
ciers, crevasses, and in the vicinity of the grounding line, while melt is
reduced towards the elevated interior (Fig. 4f).

We evaluate modelled surface melt at 2 km and 27 km using 81
annual records from ten AWS (yellow stars in Supplementary Fig. 2a)
spanning the period 1992–201824 (see “Methods”). Four sites are situ-
ated on the Larsen C ice shelf and six in Dronning Maud Land. We find

that the downscaled product shows better agreement with observa-
tions than the native 27 km product (Supplementary Fig. 2d, e), with
reduced bias (−7.9mmw.e.) and similar RMSE. Since the AWS network
is spatially limited, we complement our evaluation with an Antarctic-
wide point comparison between mean annual melt modelled on both
grids and derived fromQuikSCAT25 at 4.45 km resolution, averaged for
the period 2000–2009 (Supplementary Fig. 5a) (see “Methods”). We
find that high melt rates are better resolved on the 2 km grid with
reduced bias (−8.3mmw.e.) and RMSE (−7.2mmw.e.) (Supplementary
Fig. 5b, c). Notably, the 2 km product improves upon the native RAC-
MO2.3p2 product at capturing highmelt ratesmeasured in the vicinity
of the grounding line (Supplementary Fig. 5d, e). Integrated over the
whole of Antarctica (ANT), melt in the 2 km product increases by 51 Gt
year−1 (46% for 1979–2021 in Fig. 2d) relative to the 27 km product
(black line and grey band in Fig. 2c). The elevation correction con-
tributes 38 Gt year−1 (34%) to the total surface melt increase (Supple-
mentary Fig. 1a, b). This effect is particularly important near the
grounding line where surface elevation is generally reduced at 2 km,
and steep topographic gradients were not accurately captured at
27 km. Over low-lying ice shelves, the combined elevation difference
and strongmelt gradients locally enhance surfacemelt at 2 km. Spatial
refinement of the icemask from 27 km to 2 km contributes 10 Gt year−1

(9%) to the total melt increase (Supplementary Fig. 1c, d), while the
remaining 3 Gt year−1 (3%) stem from albedo correction over blue ice
areas. The downscaled product aligns with QuikSCAT estimates within
uncertainties for the period 2000–2009 (orange line and band in
Fig. 2c). Supplementary Fig. 3e–h shows similar results for individual
sectors, highlighting a 42 Gt year−1 (62%) increase in surface melt over
floating ice shelves that mainly occurs along the grounding line
(Fig. 4c). For the grounded AIS, melt and therewith themelt increase is
smaller with 1 Gt year−1 in the WAIS (39%), 2 Gt year−1 in the APIS (9%),
and 6 Gt year−1 in the EAIS sector (45%) (Supplementary Fig. 3e, f).
Regional changes in area-integrated surface melt at both resolutions
are shown in Supplementary Table 3.

Fig. 4 | High-resolution surface melt patterns in Antarctica.Modelled mean
annual Antarctic surfacemelt for the period 1979–2021 (a) statistically downscaled
to 2 km resolution, (b) modelled by RACMO2.3p2 at native 27 km resolution. (c)

Melt difference between the 2 km and 27 km products. (d–f) Same as (a–c) but for
the Antarctic Peninsula.
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Basal melting  ~ 10 mm/y Surface melting ~ 1 m/y

Water sources in Greenland

Fig. 1 Heat sources and resulting basal melt rates. a Mean geothermal flux from25–27. The shaded areas outline where bed conditions are likely frozen
(black) or uncertain (grey) based on radar observations and numerical ice-flow models28. b Surface velocities from multi-year MEaSURES dataset15. c Heat
generated by surface melt-water infiltration. d Basal melting from geothermal heating. Blue contours outline the 0 m per year extent. e Basal melting from
frictional heating. Purple outlines show the glacial catchments of Sermeq Kujalleq, Kangerlussuaq and Helheim Glacier55. Blue contours outline the 10−2 m
per year extent. f Basal melting from surface water heating. Dashed grey contours outline the 2000m above sea level elevation. d–f have the same
logarithmic scalebar.
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Table 1. Contiguous ice sheet (GrIS) averages (1961–1990, Gt yr�1 with standard deviation) and trends (1961–1990 and 1991–2015, Gt yr�2,
with standard error) of SMB components, discharge (D) and mass balance (MB).

SMB Average Trend Average Trend
component (1961–1990) (1961–1990) (1991–2015) (1991–2015)

Ptot 695 ± 79 2.1 ± 1.6 712 ± 64 �1.7 ± 1.8
SN 673 ± 77 1.9 ± 1.6 684 ± 61 �2.0 ± 1.7
RA 23 ± 6 0.3 ± 0.1 28 ± 9 0.3 ± 0.2
SUtot 41 ± 6 0.1 ± 0.1 42 ± 4 0.0 ± 0.1
ERds 1 ± 0 0.0 ± 0.0 1 ± 0 �0.0 ± 0.0
ME 433 ± 68 1.9 ± 1.4 581 ± 145 11.4 ± 3.4
RF 200 ± 27 0.9 ± 0.6 245 ± 59 3.2 ± 1.5
RU 256 ± 51 1.3 ± 1.1 363 ± 102 8.4 ± 2.3
SMB 398 ± 112 0.8 ± 2.4 306 ± 120 �10.2 ± 2.3
D – – 477 ± 51 6.6 ± 0.4
MB – – �171 ± 157 �16.8 ± 2.8

Figure 5. Modelled 1961–1990 average melt (a) and 1991–2015 minus 1961–1990 difference (b). Stippled areas indicate differences that
are not significant at the 95 % level. Dashed contours are 500 m elevation intervals; thick solid contour represents glacier mask.

for large-scale atmospheric drivers (Fettweis et al., 2013b;
Hanna et al., 2013a, 2014, 2016; McLeod and Mote, 2016)
and local feedback processes. Especially important is the
albedo–melt feedback (Box et al., 2012), which constitutes
the darkening of snow once it has melted, as well as the
lengthening of the exposure of dark, bare ice in the abla-
tion zone once the winter snow has melted away (Tedesco
et al., 2011). However, precipitation, where feedbacks play
a lesser role, is also highly variable from year to year; for
instance, Ptot increased by ⇠ 300 Gt yr�1 between 1971 and
1972, a year-to-year change equivalent to 40 % of the long-
term average. Fitting a linear trend to the standard deviation
of running decadal values reveals that precipitation variabil-
ity decreased by ⇠ 30 Gt yr�1, while that of runoff increased

by approximately the same amount. The reasons for this are
presently not clear.

3.3 Spatial SMB variability

In this section we discuss the spatial distribution of changes
in LWB and SMB components between the climatic period
1961–1990 and the recent period of GrIS mass loss. For a
description of spatial differences in D the reader is referred
to e.g. Enderlin et al. (2014) and Csatho et al. (2014). To
maximise the length and to avoid spurious trends, we let
the recent period start in 1991 rather than in 1995, when
the first changes became noticeable. Figures 5 to 8 show
the average for 1961–1990 (a) and the difference between
1991–2015 and 1961–1990 (b) of ME, RF, RU and SMB, re-

www.the-cryosphere.net/10/1933/2016/ The Cryosphere, 10, 1933–1946, 2016
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2012; van den Broeke et al., 2009), yet consen-
sus on exactly how much mass has been lost has
not been reached, due to different accounting
methodologies and varying time spans (Caze-
nave, 2006; Shepherd et al., 2012; Vernon et al.,
2013).

New satellite measurements have allowed a
more robust understanding of Greenland SMB

and ice discharge. In particular, gravimetry
measurements from the Gravity Recovery and
Climate Experiment (GRACE) provide obser-
vations of mass loss independent of other
remote sensing estimates and models (Cazenave
et al., 2009; Chen et al., 2006; Harig and
Simons, 2012; Velicogna, 2009; Velicogna and
Wahr, 2005; Wouters et al., 2008), and have

Figure 1. Elements of the Greenland ice sheet hydrologic system. (a) In the accumulation zone above the
equilibrium line altitude (ELA), water percolating through the snow/firn can pool into slush regions and
channelize into supraglacial streams. In the ablation zone beneath the ELA, meltwater pools in supraglacial
lakes and flows through streams into crevasses and moulins, entering englacial and subglacial conduits
emerging into proglacial rivers and lakes. As meltwater moves through the system, erosional debris increases
sediment concentration making glacial-melt lakes and rivers sediment-rich (leaving precipitation and snow-
melt lakes clear of sediment). Finally, meltwater entering the ocean produces a buoyant sediment plume in
the fjord. (b) Differences for marine-terminating glaciers lie in meltwater outlet mechanisms. Sediment-rich
subglacial discharge released tens to hundreds of meters below the water surface either rises to form a
buoyant plume or forms a turbidity current beneath the surface.
Source: Modified from Cuffey and Paterson (2010).
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Antarctic hydrology

PERSPECTIVENATURE CLIMATE CHANGE

In Antarctica, drainage systems often terminate where they deliver 
water into snow-covered areas1,8,12,14. Perennial firn aquifers could 
develop at these sites if accumulation rates are sufficiently high to 
insulate the downward-percolating liquid water from low winter-
time surface temperatures, or if the water is routed deep enough to 
be thermally isolated from the surface. Perennial firn aquifers occur 
in Greenland17,44–48 in locations with both moderate and high melt 
rates (> 650 mm of water equivalent (w.e.) yr−1)44 and high snow 
accumulation rates (~1–5 m w.e. yr−1)45. Similar high snow accu-
mulation rates occur today on the western Antarctic Peninsula49, 
as well as on the upwind flanks of coastal domes and the ice-sheet 
margins of West Antarctica, but surface melt rates are currently low 
in these regions.

Surface meltwater transport. Across broad sectors of Antarctica, 
meltwater transport over the surface of the ice sheet and ice shelves 
occurs along relatively low surface slopes through networks of streams 
and rivers. In some cases, water moves tens to hundreds of kilome-
tres14 and has persisted for decades. The Transantarctic Mountains 
support some of the continent’s most high-latitude (~85° S)  
and high-elevation (~1,800 m a.s.l.) meltwater drainage systems 
(Fig. 1). It is currently unclear how melting in these extreme loca-
tions supports these persistent drainage systems, but it is presum-
ably related to the abundance of low-albedo bedrock and downslope 
winds that emanate from the East Antarctic plateau. Streams and 
rivers may affect ice-sheet mass balance by moving water onto ice 
shelves where ponding water can contribute to ice-shelf collapse. 
Meltwater streams feed lakes in high-albedo snow on the Riiser-
Larsen, Amery, Nivlisen and Roi Baudouin ice shelves8,14,50. Ice 
shelves receiving meltwater through this mechansim are more likey 
to affect ice-sheet mass balance if they are both suspectible to frac-
turing and buttress large upstream catchments.

Streams and rivers can also transport meltwater off ice shelves in 
the ocean via waterfalls1 at the calving ice front, or through moulins, 
dolines and crevasses12,19. On the Nansen Ice Shelf1, a waterfall fed by 
a surface river has persisted since at least 1974. This river and water-
fall system drains a significant fraction of the meltwater formed on 
the ice shelf into the Ross Sea. Similar water export was observed on 

the Larsen B Ice Shelf before its collapse19 (T. A. Scambos, personal 
communication). Simple routing calculations indicate that meltwa-
ter could be removed from other Antarctic ice shelves such as Ross, 
Amery, Filchner Ronne and Larsen C1. Transport of meltwater off 
floating ice shelves has the potential to buffer ice shelves from frac-
ture and collapse associated with surface lakes.

Drivers of meltwater distribution
Antarctic surface meltwater distribution is driven at present by 
regional shifts in climate together with the influence of local-
scale process and microclimates. The predominance of melting 
on Antarctic Peninsula ice shelves today reflects the rapid regional 
atmospheric warming that began in the 1950s51. The resulting melt 
intensification on ice shelves is thought to be directly responsible for 
multiple ice-shelf collapses over recent decades52,53. These collapses, 
together with the associated loss of buttressing, have triggered 
Antarctic Peninsula outlet-glacier acceleration54. An ice core from 
James Ross Island on the northeast Antarctic Peninsula indicates 
that surface melting rapidly increased in the late twentieth century 
relative to the past 1,000 years55. Observed warming and melt inten-
sification across the northeastern Antarctic Peninsula are associated 
with a strengthening of the circumpolar westerly winds marked by 
the positive phase shift in the Southern Annular Mode since the 
1970s56, which in turn is considered to be the result of coincident 
anthropogenically induced depletion of stratospheric ozone57. 
Broader-scale climate dynamics also impact Antarctic surface 
melting, including oceanic–atmospheric variability in the tropical 
Pacific58,59. Striking examples of this linkage are anomalous, exten-
sive melt events across the Ross Ice Shelf and the West Antarctic 
Ice Sheet that have been linked to an El Niño/Southern Oscillation 
(ENSO) teleconnection pattern that favours warm, marine air 
intrusions into West Antarctica5,9,60. Antarctic climate and surface 
melting are strongly coupled to broader climate system dynamics 
and anthropogenic forcing.

Local-scale processes also drive the distribution of Antarctic 
surface melt. Exposure of low-albedo blue ice and bedrock near 
ice-shelf grounding zones can enhance melting through a positive 
melt–albedo feedback8,14. On the ice sheet, blue ice areas gener-
ally produce greater meltwater volumes than the adjacent snow-
covered regions. As blue ice22 only covers 1.6% of the surface of 
Antarctica61,62, the overall volume of meltwater produced by local-
scale melt enhancement over blue ice areas is thought to be a small 
fraction of the Antarctic surface melt. Observations and modelling 
of meltwater production across ice-covered areas are particularly 
lacking in Antarctica.

Winds play an important role in surface meltwater production 
across Antarctica. Warming of descending katabatic winds that 
persistently drain from the Antarctic interior, and associated wind 
scouring and blue ice exposure are known to locally enhance surface 
melting across ice-shelf grounding zones in Dronning Maud Land, 
East Antarctica8. Analogous processes enhance melt on the Ross Ice 
Shelf, as well on the innermost Amery Ice Shelf3,5. Foehn winds play 
a similar role in melt generation. Although more episodic and less 
directionally constant than katabatics, warm, dry and clear sky con-
ditions associated with foehn wind events enhance melting across 
eastern Antarctic Peninsula ice shelves6,63,64 and the McMurdo Dry 
Valleys65,66. Local melt enhancement produced by foehn winds 
is linked to depletion of ice shelf firn pore space67 and meltwater 
ponding on innermost Larsen C Ice Shelf7,42,63. As firn air depletion 
results in an impermeable ice surface, this process is an important 
precursor for meltwater-induced hydrofracture6,68. Foehn winds 
probably contributed to the collapse of the Larsen B Ice Shelf69. A 
result of the interplay of Antarctic topography and prevailing winds, 
wind-enhanced melting will continue to be an important compo-
nent of Antarctic surface meltwater production and hydrology in 
coming decades.
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Fig. 2 | Antarctic surface hydrology. The major components of the modern 
Antarctic hydrologic system are shown. The possible future surface-to-
bed connection is included, illustrated as a lake-bottom fracture draining 
meltwater to the base of the ice sheet, based on Greenland analogues. 
Dolines are locally uplifted, empty depressions, interpreted as evidence 
of surface lakes that have drained through ice shelves via ice fractures15. 
Nunataks are areas of exposed rock on the grounded ice.
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= ÃNn

⌥̇ = A⇧n

�S

�t
=

⇤w
⇤i

M � ÃSNn
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= ÃNn

⌥̇ = A⇧n

�S

�t
=

⇤w
⇤i

M � ÃSNn
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Pressurised subglacial water

Subglacial water predominantly flows down ice surface slope 
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Hydraulic potential

in terms of effective pressure

Hydraulic head
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Potential gradient
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A common assumption is ‘Shreve potential’



Increasing water flow

Kamb & LaChapelle 1964, 
Lliboutry 1968, Walder & Hallet 
1979,

Alley et al 1986, Creyts & Schoof 
2009

Röthlisberger 1972, 
Nye 1976

Walder & Fowler 1994

Subglacial drainage systems



Water film Weertman 1972, Walder 1982
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Leads to an instability 

Larger sheet thickness 

Water flow dissipates energy through heating

Larger flux 

Melting of ice roof

Flow wants to concentrate in localized channels / tunnels 
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Röthlisberger channels
Ice wall melting is counteracted by viscous creep

Röthlisberger 1972, Nye 1976

⇤

N = pi � pw

q =
h3

12µ

�
�� �p

�s

⇥

⌃b = �2Ub

�2(x, y)

�2

p = q = 1
3

⌃b
N

= µ

�
Ub

Ub + ⌅ANn

⇥1/n

⌃b = µN

�
Ub

Ub + ⌅ANn

⇥1/n

⌃b
N

= f(⌥)

⌥ =
Ub

⌅ANn

f(⌥) = µ

�
⌥

⌥0 + ⌥

⇥1/n

f(⌥) = µq

�
⌥

⌥q
0 + ⌥q

⇥1/n

⌃b
N

= µ

�
⌥

⌥0 + ⌥

⇥1/n

⌃b
N

= µq

�
⌥

⌥q
0 + ⌥q

⇥1/n

M̂ = �1� ⇧wcw⇥

⇧wL
Q̂Ĝ
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Creep

Melting

Neighbouring channels compete with one another 

leads to an arterial network
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Model (ignoring pressure dependence of melting temperature)

water mass conservation

wall evolution
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(turbulent flow parameterization)
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� ÃSN

n

mL = Q

✓
 +

@N

@x

◆

 +
@N

@x
=

FQ
2

S8/3

Q = KcS
4/3

✓
 +

@N

@x

◆1/2

�r� = �+rN

@h

@t
= . . .

N ⇡

 
K

3/4
c

⇢iLÃ
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• Basal melting due to geothermal heat flux, frictional heating, turbulent
dissipation. Typical rates 5 mm yr�1.

• Surface melting during summer. Typical rates 1000 mm yr�1.

• Surface melt water provides the dominant source of water (di�erent
from Antarctica - more like mountain glaciers).

• Ways in which water a�ects sliding. E�ective pressure.

• What happens to water and how to model it.
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Röthlisberger channels



Jökulhlaups (Glacial Lake Outburst Floods)

Skeidarársandur, Iceland 1996



Jökulhlaups Nye 1976, Spring & Hutter 1981, Clarke 2003
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F igure 5. Comparison of predicted (solid line) and observed (dashed line) 
hydrographs for the 1972 flood from Grímsvötn, Iceland, using realistic parameters 
(the Manning roughness in the model is n��= 0.036 m�1/3 s). 

 
In the context of Nye-Röthlisberger theory, the rise in flood hydrographic discharge is 

explained by positive feedback between melt enlargement of the channel (first term on the 
right of Eqn. 2.5) and the growing discharge and heat dissipation inside it. However, as the 
source lake drains, its lowering hydrostatic pressure reduces the channel water pressure, so 
channel closure (last term in Eqn. 2.5) eventually overrides melting to shut the channel and 
end the flood. The channel model is now coupled to the lake (whether subglacial or ice-
marginal) and requires an upstream boundary condition on the discharge Q, which drains the 
lake. In turn, changes �������
����volume V (thus its surface elevation) alter the pressure at 
the channel inlet and the effective pressure N there. The inlet condition can be written as 
 

d   
d

L
L

w

V A N m Q
t g t�

�� �� � � �� 	 �� 

 ,                                              (2.13) 

 

where AL is lake surface area and mL is the rate of water input to the lake from elsewhere (e.g. 
from rain and snowmelt, and subglacial geothermal melting, as is significant at Grímsvötn).  

When boundary condition (2.13) is applied, the theory can provide an excellent fit to 
observed flood hydrographs; e.g. Fig. 5. The original key studies that simulated flood 
hydrographs are those of Nye (1976), Spring and Hutter (1981) and Clarke (1982). Recently, 
more predictions have stemmed from the theory. By analysing the co-evolution of N and Q in 
the model, Ng and Björnsson (2003) showed that the volume and peak discharge of the 
simulated floods obey scaling relationships that had been discovered by empirical studies 
(Clague and Mathews, 1972). By incorporating a subglacial hydraulic seal near the channel 
inlet (at Grímsvötn, this seal exists in the caldera rim around the lake), Fowler (1999) showed 
that the model can produce regular oscillations representing repeating floods, and these floods 
initiate at lake levels below that needed to float the overlying ice, as seen in some systems.  

In between jökulhlaups, Q �����������	���
�������
���������
������������dV/dt ��mL; 
over the long term this interacts with the flood initiation threshold to create cycles of filling 
and drainage, where the lake level shows a sawtooth-shaped history. At marginal ice-dammed 
lakes, the water input mL depends on weather and varies seasonally, so the cycles yield a 
highly irregular sequence of flood dates. The mechanisms behind its timing pattern have been 
explained on dynamical maps that relate one flood date to the next (Ng and Liu 2009). Recent 
work extends the basic model described here to explore the influence of environmental factors 
on the flood initation process (Kingslake and Ng, 2013), motivated by the possibility of using 
a realistic description of a time-varying outburst threshold to forecast flood dates. 

A significant success of the channel theory is the application to floods from ice-dammed lakes
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Combine channel evolution equation

with a lake filling equation

Fowler 2009
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Figure 1 | Selected ice shelf features, with calculated meltwater flux beneath the grounded ice sheet overlain. a, FRIS, arrowed features are downstream
of (left to right) Institute, Möller, Foundation and Support Force ice streams. b, MacAyeal Ice Stream (RIS). c,d, Smaller East Antarctic ice shelves.
e, Lambert Glacier (Amery Ice Shelf). Meltwater flux colour labels in black—parts a,b,e, labels in grey—parts c,d. Orange circles indicate evidence of
migration of the exit point of subglacial channels. The green line is the MODIS grounding line11. Dashed lines are airborne radar flight lines, with the yellow
section indicating the part shown in Fig. 2, and purple in Supplementary Fig. S4.
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Figure 2 |Geophysical data for the Möller sub-ice-shelf channel. a, Radar
echogram. b, Measured elevations: lower ice surface elevation picked from
the radar data (solid black line), upper ice surface elevation from radar
altimeter (solid grey line, note different vertical scale). The dashed line is
the lower ice surface as inferred from the ice surface and a hydrostatic
assumption (firn correction of 17 m). Ice flow is into the page.

ocean water as it flows (Fig. 3). This process induces large but
localized sub-ice-shelf melt rates beneath the ice shelf. Once a small
sub-ice-shelf channel is formed, the localized melt rates quickly
enlarge it, and the meltwater plume flow is increasingly focused
into this channel. Some distance downstream, the water flowing

along the channel becomes supercooled, as a result of the falling
pressure, and freezes, filling in the channel. This can be seen on the
satellite imagery with the disappearance of the feature after several
hundred kilometres (Fig. 1).

Sub-ice-shelf channels on this scale have been noted
previously17–19. Similar channels on Petermann Glacier in Green-
landwere attributed to a purely oceanographic source17, initiated by
irregularities in the ice along the grounding line16. The mechanism
proposed here to explain the FRIS features does not preclude other
features having a purely oceanographic source. However, results
from plume models3,16 demonstrate that the outflow of sub-glacial
meltwater at an ice shelf grounding line increases overall melt rates.
The additional buoyancy associated with the sub-glacial outflow
leads to amore vigorous plume and enhanced transfer of ocean heat
to the ice shelf base. Subglacial outflows are thus a more effective
means of initiating sub-ice-shelf plumes (and hence of creating
sub-ice-shelf channels) compared with an ocean-driven plume
alone. The agreement between subglacial water flow routes and
sub-ice-shelf channels in Fig. 1 indicates that in this circumstance,
the plume is likely to be driven by a focused subglacial water input.
Elsewhere, sub-ice-shelf channels on the Amery Ice Shelf have been
attributed to suture zones (shear margins) between discrete ice
stream flow units18 that feed the Lambert Glacier and join near
the grounding line. However, in many cases on the FRIS, there
are no distinct suture zones, and the subglacial channels are away
from the shear margins, largely following the basal topography
(most notably, MIS; see Supplementary Fig. S4). We can, therefore,
dismiss suture zones as the cause of the ice shelf features in the FRIS
region (see Supplementary Section S2 for further discussion).

Radar measurements upstream of the MIS grounding line are
inconclusive about the presence of a subglacial channel under the

2 NATURE GEOSCIENCE | ADVANCE ONLINE PUBLICATION | www.nature.com/naturegeoscience

Evidence for channelised water flow beneath grounding lines

Le Brocq et al 2013

Localised subglacial discharge initiates sub-shelf plumes and ice-shelf channels



Creep
Sliding

Walder 1986, Kamb 1987

Cavities grow through sliding over bedrock
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Flow is distributed

Model
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Drainage system stability
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A linked cavity system can become unstable to produce channels 
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eg. if discharge becomes sufficiently large, or sliding speed sufficiently low

Conversely, a channel can become unstable to cavities
eg. if discharge low, or sliding speed sufficiently high
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overburden, pi, minus water pressure, pw). Q is related to S and Y
through the Darcy–Weisbach law26, Q5 c3S

ajYj21/2Y, where
a5 5/4 and c3 is related to the Darcy–Weisbach friction factor. The
first term in equation (1) is the rate of conduit opening due to wall
melting, the second is the rate of opening due to sliding of ice at speed

ub over bed protrusions of size h and the third is conduit roof closure
due to viscous creep; c1, c2 and n are constants related to the latent heat
of fusion and ice viscosity.
In the steady state, the effective pressure and discharge in a conduit

are then related through (Fig. 1d)

Nn~
c1QYzubh

c2c
{1=a
3 Q1=aY{1=(2a)

ð2Þ

At low discharge, Q, the effective pressure, N, decreases with Q, as is
expected for cavities, whereas at higher discharge, N increases with Q
and the conduit behaves as a Röthlisberger channel. The switch-over in
behaviour occurs at a critical discharge

Qc~
ubh

c1 a{1ð ÞY
Below Qc, the conduit is kept open mainly by ice flow over bed pro-
trusions; above Qc, it is kept open by wall melting.
A linear stability analysis (Supplementary Information) also shows

that discharge becomes concentrated into a few conduits when the
meanwater discharge through an array of laterally connected conduits
exceeds Qc: driven by wall melting, a single conduit will grow into a
large channel (with the properties of a Röthlisberger channel, its size, S,

d
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C
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nn
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(m m, Nm)
(m c, Nc)

Figure 2 | Steady-state drainage systems. a, b, Example of a drainage system
formed spontaneously through the channelizing instability. a, Conduit sizes.
Channels aremuch larger (dark blue and purple) than the surrounding cavities.
b, Channels are shown in blue and effective pressure contours are shown at
0.05-MPa intervals. The pressure distribution reveals how channel–cavity
interactions control the drainage pattern. Channels are at higher effective
pressure than the surrounding cavities. Local water pressure maxima (minima
ofN) separate the channels, driving water flow towards them. c, d, Steady-state
drainage system characteristics as functions of water supply rate,m. c, Channel
density (average number of channels per unit width of the domain) plotted
against m. d, Mean of N over the domain plotted against m. Red triangles
correspond to channelized systems; blue circles correspond to unchannelized
ones. Open circles show unstable unchannelized systems (which will evolve
into a channelized state if perturbed). Instability first occurs at a critical water
supply, mc, corresponding to a critical discharge, Qc. Mean effective pressure
decreases with water supply (and, hence, discharge) for stable unchannelized
systems, and increases with water supply for channelized ones. For some
intermediate values ofm (betweenmc and a lower limit,mm, that corresponds
to a critical lower discharge, Qm), both channelized and unchannelized states
are possible: their lowwater pressure allows channels to suck in enoughwater to
keep themselves open, but the discharge through the system is too low for an
unchannelized system to channelize spontaneously. A video animation is
included in Supplementary Information.
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Figure 3 | Idealized seasonal evolution of the drainage system. a, The spatial
mean of effective pressure, N (red lines), plotted against time. The simulations
shown are forced by a sharp increase (over 1 d) in water supply,m (black line),
from a wintertime value of 0.33 cmd21 to a summertime value of 10 cmd21

(solid lines) and 20 cmd21 (dashed lines). This is followed by steady supply for
100d and a gradual return to 0.33 cmd21. The dots marked b–e correspond to
the spatial drainage configurations shown in panels b–e, respectively. b–e, The
drainage system starts close to an unchannelized steady state with small
conduits (b). The abrupt increase inm leads to a sharp drop in effective pressure
(a ‘spring event’9), which opens the drainage conduits to accommodate the
additional discharge but does not immediately channelize the system
(c). Efficient channelization causes effective pressure to increase only after some
time (d), reaching values above those of wintertime. The final drop inm causes
a temporary jump in effective pressure that leads the system to shut down for
winter (e). Both simulations in panel a show qualitatively the same response.
However, the larger jump in water supply (dashed lines in a) leads to a shorter
and less pronounced period of low effective pressure than the smaller jump
(solid lines in a). A video animation is included in Supplementary Information.

RESEARCH LETTER

8 0 4 | N A T U R E | V O L 4 6 8 | 9 D E C E M B E R 2 0 1 0

Macmillan Publishers Limited. All rights reserved©2010

Seasonal evolution of drainage system

Schoof 2010

Ice flow

Time

Network of ‘conduits’ forced by prescribed surface runoff

LETTER
doi:10.1038/nature09618

Ice-sheet acceleration driven by melt supply
variability
Christian Schoof1

Increased ice velocities in Greenland1 are contributing signifi-
cantly to eustatic sea level rise. Faster ice flow has been associated
with ice–ocean interactions in water-terminating outlet glaciers2

and with increased surface meltwater supply to the ice-sheet bed
inland. Observed correlations between surface melt and ice accel-
eration2–6 have raised the possibility of a positive feedback in which
surface melting and accelerated dynamic thinning reinforce one
another7, suggesting that overall warming could lead to accelerated
mass loss. Here I show that it is not simply mean surface melt4 but
an increase in water input variability8 that drives faster ice flow.
Glacier sliding responds to melt indirectly through changes in
basal water pressure9–11, with observations showing that water
under glaciers drains through channels at low pressure or through
interconnected cavities at high pressure12–15. Using a model that
captures the dynamic switching12 between channel and cavity
drainage modes, I show that channelization and glacier decelera-
tion rather than acceleration occur above a critical rate of water
flow. Higher rates of steady water supply can therefore suppress
rather than enhance dynamic thinning16, indicating that the melt/
dynamic thinning feedback is not universally operational. Short-
term increases in water input are, however, accommodated by the
drainage system through temporary spikes in water pressure. It is
these spikes that lead to ice acceleration, which is therefore driven
by strong diurnal melt cycles4,14 and an increase in rain and surface
lake drainage events8,17,18 rather than an increase in mean melt
supply3,4.
The effective pressure in the subglacial drainage system, defined as

overburdenminus basal water pressure, controls coupling between ice
and bed: lower effective pressure weakens the ice–bed contact and
permits faster sliding9–11. Effective pressure is controlled by subglacial
drainage, which occurs through two principal types of conduit (Fig. 1):
Röthlisberger channels19,20 are kept open by a balance between a
widening of the channel by wall melting due to heat dissipation in
the water flow, and a narrowing that results from the inward creeping
motion of the surrounding ice. By contrast, cavities11,21,22 are formed
where ice is forced upwards by horizontal sliding over protrusions on
the glacier bed. This opens a gap in the lee of the protrusion, with gap
size controlled by the opening rate due to sliding and by creep closure
of the cavity roof.
An increase in effective pressure leads to faster creep closure. In an

equilibrium channel, this must be balanced by greater wall melt.
Greater wall melt in turn requires higher discharge and, thus, a larger
channel. Röthlisberger channels therefore increase in sizewith increas-
ing effective pressure (decreasing water pressure). This causes water
flow fromsmaller channels into larger ones, favouring the formation of
an arterial network with few main channels at low water pressure19,23.
Cavities differ from channels as their size is not controlled by wall melt
and increases rather than decreaseswithwater pressure. A reduction in
effective pressure suppresses creep closure and allows larger cavities to
form11,22.This favoursmacroporousbehaviour24with spatiallydistributed
drainage along the ice–bed interface and water discharge increasing with
water pressure. The abundance of channels relative to cavities therefore

determines whether water pressure is low or high in the steady state:
channels canefficiently transportwater athigheffectivepressurewhereas
cavities require low effective pressure to transport the same flux. Past
models23,25, however, donot capture switches fromcavities to channels in
spatially extended drainage or the formation of an arterial network, and
cannot predict the spatial configuration of the drainage system.
Here I unify the description of cavities and channels and predict

how spatially extended drainage systems can switch from cavities to
channels and back. The basic physics of cavities and channels can be
captured in a single equation for the cross-sectional area, S, of a sub-
glacial conduit, which can be a channel or cavity (Supplementary
Information and Fig. 1):

dS
dt

~c1QYzubh{c2NnS ð1Þ

where Q is the water discharge, Y is the hydraulic gradient along the
conduit and N5 pi2 pw is the effective pressure in the conduit (ice

1Department of Earth and Ocean Sciences, University of British Columbia, 6339 Stores Road, Vancouver, British Columbia V6T 1Z4, Canada.
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Figure 1 | Properties of a single conduit. a, b, Physics of channels (a) and
cavities (b). c, Conduit opening rate, c1QY1 ubh (dashed line), and closure
rate, c2N

nS (solid line), plotted against S. d, Steady-stateN versusQ in a conduit
(equation (2)). Parameter values are given inMethods Summary. Each conduit
can generally attain one of two equilibria (points of intersection given as circles
in c). These can be identified as channel and cavity. The larger (channel)
equilibrium is prone to instability20: if perturbed to slightly larger size, the
conduit will continue to grow (opening rate exceeds closing rate to the right of
the intersection). In a network of conduits, this eventually leads to one channel
growing at the expense of all other nearby ones. The cavity equilibrium, by
contrast, is stable, and cavities of similar size can coexist. In the steady state,
effective pressure increases with discharge in a channel (increasingNmakes the
closure curve steeper,moving the channel intersection in c to larger values of S),
and decreases with discharge in a cavity. A conduit becomes a channel above a
critical discharge, Qc (dashed curve in d), and remains a cavity below Qc.
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Drainage through sediments
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Hydraulic conductivity of till is generally too small to allow significant horizontal flow.

Water flows in a patchy film at the ice-till interface, or in some form of 
channels or canals.

Canals

Patchy sheet
Alley 1989, Creyts & Schoof 2009

Walder & Fowler 1994



Canals Walder & Fowler 1994, Ng 2000
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Channels - mostly melted into ice

Canals - mostly eroded into sediment

Walder & Fowler suggested two possibilities for steady states:

Canals are favoured when the potential gradient is small (e.g. interior of ice sheets).

Effective pressure in canals DECREASES with increasing discharge

Gravitational potential gradient

The crucial difference seems to be that erosion tends to produce a wide cross-section.
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Flow is distributed
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In general, subglacial lakes are predicted to be less 
abundant beneath smaller ice masses, as recession 
produces steeper mean surface slopes (higher hydro-
logical gradients), which reduces the potential for 
hydrological minima89,99. Thus, as ice masses shrink, 
the relative area of the bed occupied by subglacial 
lakes should decrease (FIG. 7). This decrease is con-
sistent with the reduction in water volume stored in 
Icelandic ice-dammed lakes since the early twentieth 
century as their ice dams lower in response to climate 
warming22, and with the drainage of a subglacial lake 
beneath Crane Glacier in the Antarctic Peninsula due 
to ice surface steepening following ice shelf collapse11. 
Warming of around 1.8 °C (above pre-industrial tem-
perature levels) in Greenland211 is predicted to lead to 
irreversible ice mass loss over multiple millennia, while 
2–3 °C warming (above pre-industrial temperature 
levels) in Antarctica212,213 is likely to cause substantial 

grounding-line retreat and the collapse of major marine 
drainage basins in West Antarctica214. Thus, ice surface 
steepening due to grounding-line retreat and loss of 
ice shelves is likely to trigger lake drainage and reduce 
the potential for subglacial ponding. In general, East 
Antarctic Ice Sheet decline is predicted to be initiated 
at approximately 6–7 °C warming (above pre-industrial 
temperature levels) and will probably be dominated 
by the melt elevation feedback212,213,215. Here, subgla-
cial lakes are likely to remain relatively stable over 
multi-millennia timescales, and might even increase in 
number around the margin owing to enhanced surface 
melt and its input to the bed.

Although a general decline in lake abundance and 
total water volume is predicted as large ice masses 
shrink, spatial heterogeneity in subglacial lake distri-
bution beneath the Antarctic and Greenland ice sheets 
(FIG. 3) suggests that this pattern is complicated by local 
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Subglacial lakes

Hundreds of lakes have been detected using radar 
and satellite observations. 

At least some ‘active’ lakes seem to grow and 
drain periodically



Meltwater deposits and landforms
Deposition of sediments in Röthlisberger channels can 
build eskers

Creep

Erosion

Erosion of sediments from canals can create tunnel 
valleys

Creep

Melting

Erosion

Creep

Creep

Melting

Deposition

- Most likely under falling water speed, near margin

- Sediment is flushed from the surrounding bed



60 m yr!1 from 13 to 8.6 ka BP and then increased to 150 m yr!1 by
7 ka BP (Fig. 16).

4.6. Tributaries

Overall, 475 (1335 interpolated) tributaries were identified for
the mapped eskers, which equates to 0.67 (1.22) tributaries per
100 km of total esker length. The number of tributaries per 100 km
of esker length decreased from 25.8 (91.0) to 0.1 (0.1) between ~13
and ~7 ka BP in the Keewatin sector. In the Labrador sector, the
number of tributaries per 100 km of esker length decreased overall
between ~11.4 ka BP and ~7 ka BP from 1.9 (2.4) to 0 (0.2), but with a
small peak at ~7.5 ka BP.

The extensive fragmentation of the mapped eskers resulted in
the identification of few tributaries. Thus, the majority (96.5%) of

eskers were found to be first-order, with 3.5% second-order tribu-
taries and only two third-order (Table 2). Analysis of tributary
ordering using interpolated eskers reveals, unsurprisingly, a much
more integrated pattern. Interpolated esker systems possess more
tributaries, especially around the Keewatin sector (Fig. 17). Fourth-
order eskers are noted in two locations and second-to fourth-order
eskers account for approximately 25% of all the interpolated eskers
(Table 2).

4.7. Topography/slope

Within the areas where slope was analysed, the majority
(97.5%) of eskers occur on terrain with an elevation of
<700 m a.s.l., and 60% are located between 300 m a.s.l. and
600 m a.s.l. The mean value is 344 m a.s.l. (Fig. 18C). Visual

Fig. 8. Esker distribution in relation to the Precambrian Shield, including the Slave craton and Athabasca and Thelon sedimentary basins (after Wheeler et al., 1996), in the Keewatin
sector of the LIS.

R.D. Storrar et al. / Quaternary Science Reviews 105 (2014) 1e25 9

Eskers

Canadian eskers form predominantly 
on crystalline bedrock.

Storrar et al 2014

Clark & Walder 1994

Probably reflects channelised drainage

25Bridgenorth Esker
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bed (where eskers are rare) to the relatively 

“hard” crystalline bedrock of the Canadian 

Shield (where eskers are far more common) 

(Clark and Walder, 1994; Storrar et al., 2013), 

we focus on deglaciation across the Canadian 

Shield, from ca. 12.7 kyr B.P. to ca. 7.45 kyr 

B.P. To account for the diminishing size of the 

ice sheet (which would theoretically produce 

fewer eskers than a larger ice sheet), the num-

ber of eskers at the ice sheet margin was nor-

malized per 100 km of margin length. Mean ice 

sheet retreat rate was calculated from 20 tran-

sects from the youngest to oldest dated margins 

in each area (Fig. 1C). Standard deviation val-

ues are given as error bars in Figure 2.

RESULTS

Our database includes a total of 20,186 es-

kers, and individual ridges are up to 97.5 km 

in length (mean length of 3.5 km). Systems of 

eskers can be traced for up to 760 km, if small 

gaps (less than a few kilometers) created by 

postglacial modifi cation (or breaks in deposi-

tion) are taken into account. Some appear as 

single ridges, whereas others possess up to 

fourth-order streams (using the Strahler meth-

od). The mean number of eskers per 100 km of 

ice margin is 1.24, but this ranges from 0.05 to 

3.31. The most obvious pattern is their abun-

dance in branching dendritic systems on the 

Canadian Shield, which emanate away from 

the positions of the major ice divides in Kee-

watin and Labrador (Fig. 1). We note, however, 

that eskers are conspicuously absent beneath 

the fi nal location of these ice divides.

Retreat rates in Keewatin were generally 

between 100 and 200 m yr−1 from 13 to 9.5 

kyr B.P., but increased rapidly between 9.5 

and 9 kyr B.P., followed by a sharp decrease 

to between 8.5 and 8 kyr B.P. (see Fig. 2). 

The density of eskers at the ice sheet margin 

broadly matches the retreat rate in both sectors, 

increasing from 0.7 to 2.9 eskers per 100 km 

of ice margin between 12 and 9 kyr B.P. in 

Keewatin, then abruptly decreasing from 2.9 

to 0.8 between 9 and 8.5 kyr B.P., after which 

it decreased more gradually. In contrast, the 

number of tributaries per 100 km of eskers de-

creased steadily from 25.8 to 0.1 from 13 to 7 

kyr B.P. To the east, the Labrador sector of the 

ice sheet shows a similar pattern, esker density 

increasing from 0.1 to 1.8 eskers per 100 km 

of ice margin between 13 and 7.6 kyr B.P. and 

then decreasing to 0.7 by 7 kyr B.P. (Fig. 2B). 

The number of tributaries per 100 km of es-

kers decreased from 1.9 to 0.3 between 11.4 

and 7 kyr B.P.
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Figure 1. A: Landsat Enhanced Thematic Mapper Plus (ETM+) image (red, green, blue: bands 
7, 5, 2), showing eskers in lighter shades. B: Esker crest lines digitized from image shown in A. 
C: Ice sheet margin positions and chronology (modifi ed from Dyke et al., 2003), superimposed 
on mapped eskers (yellow) which refl ect the confi guration of meltwater channels emanating 
from the major ice divides in Keewatin (west of Hudson Bay) and Labrador (east of Hudson 
Bay). Bold boxes indicate areas used for analysis, and dashed lines indicate transects used to 
determine margin retreat rate. D: Close-up of area in Keewatin shown by white box in C. 

Figure 2. Climate and ice margin retreat rate 
plotted against density of eskers and num-
ber of esker tributaries during deglaciation 
in Keewatin (A) and Labrador (B) (see Fig. 1 
for location). Number of eskers per 100 km 
of ice margin includes error bars to indicate 
interpolated ice margin positions. Note log

10
 

y-axis for number of tributaries per 100 km 
of eskers in A. Northern Hemisphere tem-
perature anomaly data are from Shakun et 
al. (2012) and show temperature anomalies 
from their early Holocene (11.5–6.5 kyr B.P.) 
mean. Error bars indicate 1σ uncertainty. 
Mean retreat rate of Laurentide Ice Sheet in-
cludes error bars of 1σ of each measurement 
(n = 20).
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Interaction of sliding and drainage

Initiation of sliding
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Increased melting

Lower effective pressure

Increased discharge

There is the potential for a positive feedback

?

Ice streams

\

Can lead to temporal or spatial instabilities

quiescent. Larger glaciers (i.e. all of those affected by recent
surges) are mainly warm-based except near their margins, indicat-
ing that thermal switching is not a key process in surge initiation
(Sevestre and others, 2015). The evolution of Morsnevbreen dur-
ing its most recent surge cycle has been examined in detail by
Benn and others (2019b), who showed that the bed of the
upper glacier underwent a slow increase in enthalpy during late
quiescence, followed by an accelerating friction-velocity feedback
that initiated the surge. The glacier accelerated further when cre-
vassing permitted surface-to-bed drainage, but the most dramatic
acceleration occurred after loss of the glacier’s frozen frontal zone,
which had hitherto acted as a source of resistance. This shows that
the presence of frozen margins may strongly influence the

evolution of surges, a factor that is not represented in the simple
lumped model outlined above. Removal of restraining cold-ice
barriers may explain aspects of the ‘explosive’ surges of glaciers
such as Nathorstbreen and Negribreen (cf. Nuth and others,
2019; Haga and others, 2020).

As is the case in Svalbard, surges in Alaska are very diverse.
Herreid and Truffer (2016) quantified early suggestions that
glacier speed-up events in the Alaska Range form a continuous
spectrum, from short-lived ‘pulses’ to multi-year surges. It is well-
known that the Alaska-Yukon surge cluster contains both temper-
ate and polythermal glaciers (Frappé and Clarke, 2007), and there
appears to be considerable overlap in the character of surges in
Alaska and Svalbard.

Figure 1. a, b: Plots of standardised ice thickness H/H0

and basal enthalpy E/E0, showing regions of increase
(red) and decrease (blue) in thickness (a) and enthalpy
(b). The blue and black lines represent the nullclines
of thickness and enthalpy, respectively, where rates of
change are zero. The shape of the nullclines depends
on values of the input variables in Eqns (1) and (2). c,
d: Case where the cross-over point of the thickness
and enthalpy nullclines is an attractor, representing a
stable steady state. Annual variations that might arise
from variable surface-to-bed drainage are not included
in the simulation. e, f: Case where the enthalpy nullcline
has sigmoidal form and the thickness nullcline crosses in
the middle branch. The cross-over is unstable to small
perturbations, and the system cycles anticlockwise
around steady state with alternating periods of fast
(red) and slow (blue) flow. Note negative basal enthalpy
during the slow part of the cycle, indicating cold basal
conditions. g, h: Similar to the previous case, but the
bed remains temperate throughout the cycle.
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On a large scale, distributed systems are described as a ‘sheet’ flow 
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Basal melting
Englacial/supraglacial source

+ some additional ingredient to determine water pressure

eg. water pressure = ice pressure (‘routing model’), 
or an equation for the evolution of the sheet permeability

+ potential to couple to sliding law

see review paper by Gwenn Flowers 2015
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Figure 1. A view of part of a network ! with a moulin
connecting to one of the nodes. The network has edges !j
and nodes ƒk, partitioning the domain " into subdomains
"i. The channels are constrained to lie on the edges and
the sheet occupies the subdomains. The moulin has Qs sur-
face water input, Qm discharge into network node, and a
volume Vm.

is probably different from the one included in QA used for
the sheet; however, we use the same value for lack of more
detailed knowledge.

2.4. Channel Network
[24] The arrangement of channel segments to form a

network closely follows the model of Schoof [2010], but
additionally, the exchange of water with the sheet has to
be accounted for. Channel segments !j are arranged into a
network ! , which partitions the whole domain " into sub-
domains "i as depicted in Figure 1. The channels intersect
and exchange water with each other at the network nodes,
ƒk, and exchange water along their length with the sheet
in the adjacent subdomains "i1 and "i2 . The water pres-
sure is assumed to be the same in the channels and the
adjacent sheet.

[25] We use the term (channel) network exclusively to
refer to ! . The term channel system will be used to describe
the subset of ! on which channels of appreciable size have
formed. Finally, we reserve the word mesh to refer to the par-
titioning of the domain used for the numerical discretization.
In our numerics the edges of the mesh are identical to !;
however, implementations where ! is a subset of the mesh
edges are also feasible.

[26] Water conservation at each of the network nodes
requires that the discharge flowing into the node from the
channels must sum to zero (provided there is no other inflow
into the node), i.e., X

j
Q k

j = 0, (19)

where Qk
j is the discharge in channel j flowing into node

k, and the sum is over all channels connected to that node.
Similarly, the channel source term mc must balance the flow
of water out of the adjacent sheet, so

mc = q ! n|@!i1
+ q ! n|@!i2

, (20)

for each channel, where n is the normal to the channel edge.

2.5. Moulins
[27] A significant proportion of surface melt water can

enter the glacier through moulins which may deliver water
directly to the channelized drainage system. This process is
included in the model by connecting cylindrically shaped
moulins to some of the nodes of the channel network
(Figure 1). Mass conservation at these network nodes is
therefore modified to

X
j

Q k
j = –Q k

m, (21)

where Qk
m is the discharge out of the moulin into the channel

network. As well as conducting the surface input to the bed,
moulins can also store a volume of water that depends on the
subglacial water pressure Vm = Vm(pw) [Clarke, 1996]. We
use a linear relation for Vm,

Vm( pw) = Am
pw

#wg
= Am

$ – $m

#wg
, (22)

where Am is the cross-sectional area of the moulin. This type
of relation was shown by Werder et al. [2010b] to be consis-
tent with tracer-experiment data. Thus, the discharge out of
each moulin is

Qm = –
@Vm

@t
+ Qs = –

Am

#wg
@$

@t
+ Qs, (23)

where Qs is the (prescribed) rate of surface water input.

2.6. Summary of the Model Equations
[28] On each subdomain "i, the sheet equations apply

which are obtained by combining (6), (9), and (10) to give

ev

#wg
@$

@t
+ r ! q + w – v – m = 0, (24)

@h
@t

= w – v, (25)

where q(h,r$) is given by (5), w(h) by (7), and v(h, N) by
(8). The first equation is a parabolic equation for $ (if there is
no storage, i.e., ev = 0, it becomes elliptic), while the second
governs the time evolution of h in a purely local fashion (i.e.,
no spatial derivatives of h are present).

[29] The sheet subdomains are separated by channel edges
!j on which the channel equations apply which result from
combining equations (11), (12), and (14) to give

@Q
@s

+
„ –…

L

!
1
#i

–
1
#w

"
– vc – mc = 0, (26)

@S
@t

=
„ –…
#iL

– vc, (27)

where Q(S, @$/@s) is given by (12), „(S, h, @$/@s), by
(15), …(S, h, @$/@s) by (16), and vc(S, N) by (18). The first
equation is an elliptic equation for $, while the second gov-
erns the time evolution of S in again a purely local fashion
(i.e., no spatial derivatives of S are present).

[30] The channels are assembled into a network by enforc-
ing water conservation at the nodes, where input from
moulin can also occur (equation (21)). Finally, the channel
network and sheet subdomains are all coupled via the mass
exchange equation (20).
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Some models couple a distributed ‘sheet’ with 
discrete ‘conduits’ (eg. GLaDS)
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Figure 12. Simulation 2007 melt season for Gornergletscher. Snapshot of the trunk on (a) 14 May and
on (b) 19 July at the time of peak input, showing contours of hydraulic potential ! (MPa), effective
pressure N, the channel discharge Q, moulin input (dots), and inflow boundaries (black lines). (c) Time
series of N at location marked by cross, with horizontal lines (from bottom) corresponding to overflow,
overburden, and atmospheric pressure; (d) total input and proglacial discharge. The vertical lines indicate
the time of the two snapshots. (see also Animation S6).

3.6.2. Density of Channel System
[63] For a given discharge and topography, several param-

eters control the relative efficiency of the distributed and
channelized systems, and hence control the extent and spac-
ing of the channels [cf. Hewitt, 2011; Schoof, 2010]. The
sheet is more efficient for larger conductivity parameter k,
larger bed roughness height hr, smaller bed roughness length
lr, and faster sliding velocity ub. Similarly, the channel is
less efficient for smaller flow parameter kc, corresponding to
a rougher channel wall. All such changes act to increase the
threshold discharge at which the sheet transitions to chan-
nels. A more efficient sheet also gives rise to more widely
spaced channels, whereas a very inefficient sheet gives rise
to a much more dense channel system.

[64] We explore the influence of the conductivity param-
eter k on the channel system by varying k between 5 ! 10–1

and 5 ! 10–5 m7/4 kg–1/2. We use RC, the fraction of nodes
connected to a channel with Q > 0.04 m3s–1, as a metric
for the density of the channel system. The reason we use
a lower threshold value on Q than previously is to capture
even the small channels that form at low k, and thus we
set the threshold to be close to the mean water input per
sheet element (0.08 m3s–1). As a measure of how arborescent
the channel system is, we use Rj, the fraction of nodes that
are at a channel junction, i.e., with three or more channel
edges connected.

[65] At the largest k the sheet conducts water well enough
that no channels at all are formed (Figure 11 and support-
ing information, Figure S1). As k decreases, more channels
form and RC increases until it reaches almost 1 for the
lowest k. As k decreases, at first straight channels grow head-
ward (cf. Figure 11, lowest two insets) and RC increases

due to increased channel length and decreased channel spac-
ing. Eventually, the channel system becomes arborescent (cf.
Figure 11, top inset) until small channels reach all nodes of
the mesh at the lowest k.

[66] This shift from straight channels to an arborescent
channel system is reflected in RJ, which is close to zero
up to the value of k that corresponds to the middle inset
and then increases up to 0.2. Interestingly, the fraction RJ
slightly drops for the lowest two values of k due to the shift
from many small side channels, as seen in Figure 11, top
inset, to longer but less branching side channels (Figure S1).
This appears to be due to the strong tendency for channels
to follow the ice surface gradient; at very small k the pre-
ferred arrangement is to have few long side channels running
parallel to the main channels for a long distance as opposed
to many small ones at more oblique angles to the x axis.

[67] The influence of the channel roughness kc on the
channel system is a bit more convoluted as illustrated
in Figures 10d–10f. Decreasing kc moves the transition
between sheet and channel flow slightly downstream, as

Table 4. Parameters for Gornergletscher Runa

Description Para. Value Units

Sheet conductivity k 5! 10–4 m7/4 kg–1/2

Channel conductivity kc 0.05 m3/2 kg–1/2

Basal sliding speed ub 20 m a–1

Sheet width below channelb lc 10 m
Englacial void ratio ev 8.5! 10–4

Moulin cross-sec. area Am 0 m2

aOnly parameters different from those in Table 1 are listed.
bThis contributes to channel melt.
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Summary

A uniform water film is unstable.

Röthlisberger channels form arterial networks.

Distributed flow in linked cavities or sediments.

Subglacial drainage has important consequences for ice dynamics, etc
(seasonal/diurnal velocity changes, surges, ice streams, grounding line dynamics, erosion,…)

On a large scale, the drainage system can be modelled as a 
water sheet with variable thickness and permeability.


