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Gil R. Cavalcanti

Abstract

Generalized complex geometry has been recently introduced by Hitchin and Gualtieri and has
complex and symplectic geometry as extremal cases, but other nontrivial examples were scarce.
In this thesis, we produce new examples of generalized complex structures on manifolds by
generalizing results from symplectic and complex geometry. We produce generalized complex
structures on symplectic fibrations over a generalized complex base. We study in some detail
different invariant generalized complex structures on compact Lie groups and provide a thorough
description of invariant structures on nilmanifolds, achieving a classification on 6-nilmanifolds.

Also, drawing on Gualtieri’s work, where a generalization of the complex operator dc was
introduced, we study implications of the generalized ‘ddc-lemma’. Similarly to the standard
ddc-lemma, its generalized version induces a decomposition of the cohomology of a manifold and
causes the degeneracy of the spectral sequence associated to the splitting d = ∂+ ∂ at E1. But,
in contrast with the ddc-lemma, its generalized version is not preserved by symplectic blow-up
or blow-down (in the case of a generalized complex structure induced by a symplectic structure)
and does not imply formality.

Moreover, we study T-duality for principal circle bundles and how to transport invariant
twisted generalized complex structures between T-dual spaces. We use T-duality to find new
twisted generalized Kähler structures on semi-simple Lie groups and prove that no 6-nilmanifold
but the torus admits invariant generalized Kähler structures. We also show that the ddc-lemma
is preserved if a generalized complex structure is transported via T-duality.

Finally, we tackle the question of formality of a compact orientable k-connected n-manifold
Mn, n = 4k + 3, 4k + 4. We show that if bk+1(M) = 1 then M is formal. In particular,
a 1-connected 7-manifold with b2 = 1 is formal. We prove that if M also satisfies a hard
Lefschetz-like property, and bk+1(M) = 2, then M is formal, while if bk+1(M) = 3, all the
Massey products vanish. We use these results to study formality of G2- and Spin(7)-manifolds
as well as 8-dimensional symplectic manifolds.
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Introduction

The object of our study will be generalized complex manifolds. These are manifolds with a

complex structure J defined in the direct sum of the tangent and cotangent bundles TM⊕T ∗M .

J is required to be orthogonal with respect to the natural pairing:

〈X + ξ, Y + η〉 =
1
2
(ξ(Y ) + η(X)), X, Y ∈ TM, ξ, η ∈ T ∗M

and satisfy an integrability condition: the +i-eigenspace has to be closed with respect to the

Courant bracket.

The Courant bracket can also be twisted by a closed 3-form. And if we use this twisted

bracket in the integrability condition we obtain twisted generalized complex structures.

A generalized complex structure has a type at each point in M2n. The type indicates how

generic the structure is and varies from 0 (generic) to n. Standard (and extremal) examples

of generalized complex manifolds are complex (type n) and symplectic (type 0, i.e., ‘generic’)

manifolds, products of those and their deformations. Symplectic and complex geometry also

provide a series of guiding properties which can be generalized to this new setting. The most

relevant to us concerns a generalization of the operators ∂, ∂ and dc from complex geometry.

The first remark towards that is the fact that a generalized complex structure induces a

decomposition of the complex of differential forms

Ω•(M) = ⊕n
k=−nUk.

In the case of a complex structure, this decomposition is given by

Uk = ⊕p−q=kΩp,q(M).

The corresponding decomposition for a symplectic manifold had not been encountered before.
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2 INTRODUCTION

The relevant fact about the decomposition of forms induced by a generalized complex

structure is that it also decomposes the exterior derivative

d : Uk → Uk+1 + Uk−1

which, inspired by the complex case, allows us to define elliptic differential operators ∂ and ∂:

d = ∂ + ∂; ∂ : Uk → Uk+1 ∂ : Uk → Uk−1.

These operators agree with their homonyms from complex geometry, and allow us to define also

an analogue of dc as the real operator dJ = −i(∂ − ∂).

Definition. A generalized complex manifold satisfies the ddJ -lemma if

Im d ∩ ker dJ = Im dJ ∩ ker d = Im ddJ

Well known results in complex geometry about the ddc-lemma are that it induces a decom-

position of the cohomology of the manifold according to the decomposition of forms into Ωp,q

and, more striking, it implies formality [21]. Also, in [21], Deligne et al argue that the ddc-

lemma is preserved by birational transformations, in particular, it is preserved by the blow up of

a complex manifold along a submanifold. In the symplectic case, although the decomposition of

forms into Uk had not been encountered before, the operator dJ induced by a symplectic struc-

ture had, and it coincides with Brylinki’s canonical derivative [10]. It is a result of Merkulov

[67] that the ddJ -lemma in the symplectic case is equivalent to the hard Lefschetz property (we

shall say just “Lefschetz property” for short).

Definition. A symplectic manifold (M2n, ω) satisfies the Lefschetz property if the maps

[ωn−k] : Hk(M)→ H2n−k(M)

are surjective for k < n.

It was conjectured by Babenko and Taimanov [3] that the Lefschetz property in a symplectic

manifold implies formality.

In a different vein, as generalized complex geometry unifies complex and symplectic ge-

ometry, it suggests itself as a natural setting in which to study mirror symmetry. In a recent

paper [8], Bouwknegt, Evslin and Mathai introduce a very simple and appealing formalism
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for T-duality for principal circle bundles and we use this description to study how generalized

complex structures transform.

We are concerned mostly with two general problems in this thesis:

i ) The search for new examples of generalized complex structures;

ii ) Implications of the ddJ -lemma regarding decomposition of cohomology, formality and

its behaviour under symplectic blow-up.

Examples of generalized complex manifolds

Regarding the search for examples of new structures, we achieve this in different ways. Re-

calling the early days of symplectic geometry, when the search for nonkähler symplectic manifolds

was a ‘hot problem’, we use symplectic fibrations — Thurston’s solution [79] to the symplectic

problem — to produce examples of generalized complex manifolds which are not just defor-

mations of products of complex and symplectic manifolds. And we also study these structures

on Lie groups and on nilmanifolds (Thurston’s simplest example of symplectic structure on a

symplectic fibration is given by a symplectic nilmanifold).

We prove that any compact Lie group G2n of rank 2k admits invariant structures of any

type from n − k to n. The type n structures coincide with the complex structures determined

by Samelson [77] and our technique is a generalization of his.

Regarding nilmanifolds, we find some obstructions to admitting an invariant generalized

complex structure based on crude information about the corresponding Lie algebra: the nilpo-

tence step and the dimension of the spaces forming the descending central series. Then we give

a classification of invariant generalized complex structures on 6-nilmanifolds. This includes 5

examples that are not products of lower dimensional manifolds and do not admit either sym-

plectic or invariant complex structures. This shows that all 6-nilmanifolds admit generalized

complex structures. We also use our results to give an 8 dimensional example that does not

admit any invariant generalized complex structure.

Moving to the second of our objectives, we answer the following questions:

Does the ddJ -lemma induce a decomposition of cohomology?

We establish that it does. By analogy with the Hochschild homology of a Calabi-Yau man-

ifold, we denote this decomposition of the cohomology of a generalized complex manifold M2n

by HHk(M), where k varies from −n to n. In the case of a generalized complex structure
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induced by a complex one, these spaces are HHk(M) = ⊕p−q=kH
p,q(M), which agrees with

the Hochschield homology of a Calabi–Yau [13]. One of the interesting facts about this de-

composition is that generalized complex submanifolds are always represented by elements of

HH0(M).

What is this decomposition of forms in the symplectic case?

We prove that the spaces Uk in the symplectic case are given by:

Uk = eiωe
Λ
2i Ωn−k(M).

This expression allows us to find the following unexpected relations between ∂ and ∂ and d and

dJ :

∂(eiωe
Λ
2iα) = eiωe

Λ
2idα

−2i∂(eiωe
Λ
2iα) = eiωe

Λ
2idJα.

With this, we can, for example, prove in the symplectic case that the spectral sequence associated

to the splitting d = ∂+∂ degenerates at E1. Given the formulae above for ∂ and ∂, this spectral

sequence is in fact equivalent to the spectral sequence for the canonical complex introduced by

Brylinski [10].

What is the equivalent ‘ddJ -lemma’ in the symplectic case?

As we mentioned before, it is a result by Merkulov [67] that, in the symplectic case, the

ddJ -lemma is equivalent to the Lefschetz property. Due to some missing details in Merkulov’s

original proof, his result is often contested. We give proofs for the parts missing in Merkulov’s

paper.

How does the Lefschetz property behave under symplectic blow-up?

The first example of a simply-connected nonkähler symplectic manifold was the blow-up of

CPn along the Kodaira-Thurston manifold [65]. The resulting manifold has b3 = 3 and hence

does not satisfy the Lefschetz property. So, in contrast with the complex case, the symplectic

blow-up does not preserve the ddJ -lemma in the ambient manifold. We prove that neither

does the blow-down, since, depending on the existence of symplectic submanifolds in certain

homology classes, we have the following:
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a symplectic manifold that does not satisfy the Lefschetz property can be blown up to a manifold

that satisfies this property.

Furthermore we give sufficient conditions for the Lefschetz property to be preserved. Namely,

under some co-dimension conditions,

if both the ambient manifold and submanifold satisfy the Lefschetz property, the blow-up will

satisfy this property too.

Does the Lefschetz property imply formality?

No. Using our results about blow-up, we are able to construct examples of nonformal sym-

plectic manifolds satisfying the Lefschetz property. This answers in the negative the conjecture

by Babenko and Taimanov [3] and is related to an earlier question on formality of simply-

connected symplectic manifolds by Lupton and Oprea [61]. This again puts the symplectic case

in contrast with the complex case, as, in the latter case, the ddJ -lemma implies formality.

How do generalized complex structures and the ddJ -lemma behave under T -duality?

We study T-duality on principal circle bundles with NS-fluxes turned on, following work

by Bouwknegt et al [8, 9]. We prove that invariant twisted generalized complex structures

transform well under T-duality and further the ddJ -lemma on one side corresponds to the same

property on the other. Using T-duality and results of Fino et al on SKT structures [31], we

prove that no 6-nilmanifold admits invariant generalized Kähler structures.

In the last chapter, we leave generalized complex geometry and study the question of for-

mality of k-connected n-manifolds, n = 4k+3, 4k+4, with special attention to G2- and Spin(7)-

manifolds. The relevance comes from the fact that other Riemannian manifolds with special

holonomy are formal (the question is open only for G2, Spin(7) and quaternionic Kähler mani-

folds) and G2- and Spin(7)-manifolds have a property that resembles the Lefschetz property for

symplectic manifolds: ∫
M

[ϕ]a2 < 0, a ∈ H2(M)\{0},

where ϕ is the closed (n− 4)-form determining the G2- or Spin(7)-structure on Mn, and hence

(0.1) [ϕ] : H2(M)
∼=→ Hn−2(M)
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is an isomorphism. In this chapter we stretch the bounds of Miller’s theorem [68] stating that

k-connected n-manifolds are formal if n ≤ 4k + 2. We prove that the same claim holds in

dimensions 4k + 3 and 4k + 4 as long as bk+1 = 1. This is relevant to us as our focus is on

simply-connected 7-manifolds. We can also prove formality of any k-connected n-manifold Mn,

n = 4k + 3, 4k + 4, with bk+1 = 2 for which there is a class ϕ ∈ Hn−2k−2(M) such that

(0.2) [ϕ] : Hk+1(M)
∼=→ Hn−k−1(M).

Further, if n = 4k + 3 and bk+1 = 3, we can prove that all Massey products vanish. We finish

with examples inspired by G2- and Spin(7)-manifolds as well as by symplectic manifolds.

This thesis is organized as follows. In the first Chapter we introduce some basic concepts

regarding differential graded algebras which will be needed later. This includes Sullivan minimal

models, the definition of formality and the proof that complex manifolds satifying the ddc-lemma

are formal [21], which makes relevant the question of whether generalized complex manifolds

satisfying the ddJ -lemma are formal. We also include the concept of s-formality as introduced

in [28], which will reappear in the last chapter. And finally we also establish that, for a formal

manifold, the cohomology of the exterior derivative d twisted by a 3-form H is isomorphic to

the H-cohomology.

In Chapter 2, we introduce the central object of this thesis: generalized complex manifolds.

Most of the material of this chapter is already in Gualtieri’s thesis [41]. There, we recall from

[41] that a generalized complex structure induces a decomposition of forms into Uk, as well as

the decomposition of the exterior derivative d = ∂ + ∂. I am able to introduce new examples

through symplectic fibrations and principal torus bundles, including Lie groups. We present

Gualtieri’s deformation theorem for local deformations of a generalized complex structure. We

also introduce generalized complex submanifolds and generalized Kähler manifolds, as defined

in [41].

Chapter 3 gives examples of generalized complex structures on nilmanifolds as well as

constraints to the existence of certain types of structures on these spaces.

We move on to the ddJ -lemma and its implications in Chapters 4 to 6. In Chapter 4, we

prove that if a generalized complex manifold satisfies the ddJ -lemma, its cohomology splits into

HHk, according to the decomposition of forms into Uk. Conversely, the ddJ -lemma is itself

equivalent to this decomposition of cohomology and the degeneracy of the canonical spectral
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sequence at E1. We also prove that a generalized complex submanifold is always represented by

an element of HH0.

In the next chapter we deal with the symplectic case. We present Yan’s results about the

representation of sl(2,C) in the exterior algebra of a symplectic manifold [86] and give the

decomposition of differential forms into Uk for a symplectic manifold. We also use Yan’s results

to give his proof that the Lefschetz property is equivalent to the existence of symplectic harmonic

representatives in each cohomology class and then complete Merkulov’s proof of the equivalence

of the Lefschetz property and the ddJ -lemma [67].

In Chapter 6 we study how the Lefschetz property behaves under symplectic blow-up and

show that in some cases it is possible to blow up a manifold that does not have this property

and obtain one that does. One the other hand, we prove that if both ambient and embedded

manifolds satisfy the Lefschetz property and the codimension is high enough, so will the blow-

up. As an application, we use blow-up to give the first examples of nonformal symplectic

manifolds satisfying the Lefschetz property, or, in the language of generalized complex geometry,

a nonformal generalized complex manifold which satisfies the ddJ -lemma.

In Chapter 7 we study T-duality for principal circle bundles. There we show that twisted

generalized complex structures can be transported to the T-dual and that all the structures

defined from a generalized complex structure on one side can be transported to the T-dual.

In the last Chapter we study the question of formality on k-connected n-manifolds, n =

4k+3, 4k+4. Using the concept of s-formality, we improve slightly Miller’s bounds for formality

of k-connected spaces and give some results for manifolds satisfying (0.2).





CHAPTER 1

Minimal Models, Formality and Massey Products

The main objects of this chapter belong to rational homotopy theory. This theory begins

with the discovery by Sullivan in the 60’s that not only the abelian groups Hi(X,Z) and πi(X),

the homology and homotopy groups, of a simply connected topological space X can be ratio-

nalized, but also the space itself can be rationalized (to XQ with πi(XQ) = πi(X) ⊗ Q and

Hi(XQ) = Hi(X)⊗Q) as well as maps between spaces f : X → Y (to fQ : XQ → YQ). Rational

homotopy theory is the study of properties that depend only on the rational type of the space.

The basic object in this theory are differential graded algebras (DGAs, for short) and

Sullivan [78] introduces a subclass of those which are minimal in some sense and can be used to

model the DGA of PL-forms on X. These ‘minimal models’ can be constructed from the algebra

of PL-forms on X, contain all the rational homotopic information about X and are homotopy

invariant as two minimal models are homotopic if and only if they are isomorphic.

From the computational point of view, when dealing with manifolds, a very important point

is that we have de Rham-like theorems. These theorems imply that once we tensor everything

with R, we can just work with differential forms instead of PL-forms and the minimal model

obtained from differential forms is just the minimal model obtained from PL-forms tensored

with R. Hence the minimal model for the differential forms on a simply connected manifold M

contains all the rational homotopic information of M .

Sullivan’s theory can also be adapted to manifolds with nontrivial π1. Notably, if π1 is

nilpotent we still have minimal models and the theory is very similar. The case of a general

fundamental group is trickier and is still the subject of research [33].

One particular property of minimal models will concern us frequently in this thesis: for-

mality. For manifolds with this property, the minimal model for the manifold is the same as

the minimal model for its cohomology algebra and hence, by Sullivan’s theorem, all the in-

formation about the rational homotopy can be extracted from the cohomology algebra or the

rational homotopy type is a formal consequence of the cohomology. Although we have no use

for the particular rational homotopy type of a manifold (and hence Sullivan’s theorem does not

9
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play an important role in our investigation), formality has further implications that make it an

interesting property per se.

Two properties of formal manifolds will be important to us:

i ) All their Massey products vanish.

Indeed, Massey products carry topological information and are constructed from the

complex of differential forms, having no analogue construction using just the cohomol-

ogy algebra. Hence the existence of nontrivial Massey products indicates that there

is more to the rational homotopy type of the manifold than can be seen from the

cohomology algebra.

ii ) Their dH -cohomology is isomorphic to the H-cohomology, where H is any closed 3-

form.

Here dH = d+H∧ is the exterior derivative d twisted by the 3-form H. Its cohomology

is the twisted cohomology. While [H] acts on the standard cohomology in the obvious

way. The difference between these two cohomologies is given by some high order Massey

products, hence, if these vanish, the two cohomologies coincide.

And the main result making this topic so relevant to this thesis: Complex manifolds satisfying

the ddc-lemma are formal (Deligne et al [21]).

Most, if not all, of the results we present here are standard and we refer to [38, 26] for

a thorough discussion on these and related topics. However, references may be hard to find

for results on twisted cohomology — I didn’t find any. As some may not be familiar with this

language, we go through this theory quickly. We start with the definitions of minimal models

and formality in Section 1 where we also give Deligne’s proof of the theorem quoted above.

In Section 2 we sketch the proof that every compact manifold has a minimal model and from

there give an alternative definition of formality. Then we introduce the concept of s-formality as

defined by Fernández and Muñoz [28] and state their theorem about when s-formality implies

formality. In Section 3, we introduce Massey products and argue that in a formal manifold,

these vanish. Finally in the last section, which is the only with some chance of originality in this

chapter, we prove that for a formal manifold the twisted cohomology and the H-cohomology are

(noncanonically) isomorphic.
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1. Minimal Models

We start introducing the central object of the theory:

Definition. A differential graded algebra, or DGA for short, is an N graded vector space A•

over a field k, endowed with a product and a differential d satisfying:

(1) The product maps Ai ×Aj to Ai+j and is graded commutative:

a · b = (−1)ijb · a;

(2) The differential has degree 1: d : Ak → Ak+1;

(3) d2 = 0;

(4) The differential is a derivation: for a ∈ Ai and b ∈ Aj

d(a · b) = da · b+ (−1)ia · db.

We will only work with the field of the real numbers R. A nontrivial example of DGA is

the complex of differential forms on a manifold equipped with the exterior derivative. Another

example is the cohomology of a manifold, with d = 0 as differential. The cohomology of a DGA

is defined in the standard way:

Definition. The cohomology of a DGA (A, d) is the quotient

H•(A) =
ker d : A• → A•+1

Im d : A•−1 → A•
.

Sometimes, given a DGA, (A, d), one can construct another differential graded algebra that

captures all the information about the differential and which is minimal in the following sense.

Definition. A DGA (M, d) is minimal if it is free as a DGA (i.e. polynomial in even degree

and skew symmetric in odd degree) and has generators e1, e2 . . . , en, . . . such that

(1) The degree of the generators form a weakly increasing sequence of positive numbers;

(2) There are finitely many generators in each degree;

(3) The differential satisfies dei ∈ ∧{e1, . . . , ei−1}.

A minimal model for a differential graded algebra (A, d) is a minimal DGA,M, together with a

map of differential graded algebras, ρ :M→A, inducing isomorphism in cohomology. If (A, d)



12 1. MINIMAL MODELS, FORMALITY AND MASSEY PRODUCTS

is the complex of differential forms on a manifold M we also refer to the minimal model of A as

the minimal model of M .

Every simply-connected compact manifold has a minimal model which is unique up to

isomorphism and later we will see how it can be constructed. It is a result of Sullivan [78], that

the rational homotopy groups of a simply-connected manifold, πn(M) ⊗ Q, are isomorphic to

span{ei | deg(ei) = n}, where ei are the generators of the minimal model. This means that all

the information about the rational homotopy type of a simply-connected manifold is contained

in its minimal model.

As the cohomology algebra of a manifold with real coefficients is also a DGA we can also

construct its minimal model. This minimal model is not necessarily the same as the minimal

model for the manifold and in general it carries less information.

Definition. A manifold is formal if the minimal models for M and for its cohomology algebra

are isomorphic, or equivalently, there is a map of differential graded algebras ψ :M→ H•(M,R)

inducing isomorphism in cohomology, where M is the minimal model of M .

Hence formality means that the rational homotopy type of M can be obtained from its

cohomology algebra.

Example 1.1. The most standard examples of formal spaces are compact symmetric spaces.

The key feature of those is that they have a natural metric for which the product of harmonic

forms is harmonic. Hence the map φ : H•(M) → Ω•(M) which associates to each cohomology

class its unique harmonic representative is actually a map of differential graded algebras inducing

an isomorphism in cohomology. If we let ψ :M → H•(M) be the minimal model for H•(M),

then, by letting ρ = φ◦ψ :M→ Ω(M), we obtain a map of DGAs from the minimal algebraM

inducing an isomorphim in cohomology. Therefore (M, ρ) is the minimal model for M , which

is formal.

This example implies that spheres, projective spaces, Grassmannians and Lie groups, amongst

other spaces, are formal. More surprising, we have the following result.

Theorem 1.1. (Deligne et al [21]): A compact complex manifold satisfying the ddc-lemma

is formal.
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Proof. Let M be a manifold satisfying the ddc-lemma and let (Ω, d) be the algebra of

differential forms on M with differential d, (Ωc, d) the algebra of dc-closed forms also with

differential d and (Hdc(M), d) the cohomology of M with respect to dc, again with differential

d. Then we have maps

(Ω, d) i←− (Ωc, d)
π−→ (Hdc(M), d),

and, as we are going to see, these maps induce an isomorphism on cohomology and the differential

of (Hdc(M), d) is zero.

i ) i∗ is surjective:

Let α be a closed form and set β = dcα. Then dβ = ddcα = −dcdα = 0, so

β satisfies the conditions of the ddc-lemma, hence β = dcdγ. Let α̃ = α − dγ, then

dcα̃ = dcα− dcdγ = β − β = 0, so [α] ∈ Im (i∗).

ii ) i∗ is injective:

If i∗α is exact, then α is dc-closed and exact, hence by the ddc-lemma α = ddcβ,

so α is the derivative of a dc-closed form and hence its cohomology class in Ωc is also

zero.

iii ) The differential of (Hdc(M), d) is zero:

Let α be dc-closed, then dα is exact and dc closed so, by the ddc-lemma, dα = dcdβ

and so it is zero in dc-cohomology.

iv ) π∗ is onto:

Let α be dc-closed. Then, as above, dα = ddcβ. Let α̃ = α − dcβ, and so dα̃ = 0

and [α̃]dc = [α]dc , so π∗([α̃]d) = [α]dc .

v ) π∗ is injective:

Let α be closed and dc-exact, then the ddc-lemma implies that α is exact and hence

[α] = 0 in Ec.

With this, we have seen that (Hdc , d) is isomorphic to the cohomology algebra H•(M), since

its differential is zero and all the maps induce isomorphisms on cohomology. Now let ρ̃ :M→ Ωc

be the minimal model for (Ωc, d), then ρ = i ◦ ρ̃ :M→ Ω is the minimal model for the complex

of differential forms and ψ = π ◦ ρ̃ :M→ Hdc induces an isomorphism on cohomology, so M is

formal. �
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Remark. A vital ingredient in this proof is that dc satisfies the Leibniz rule dc(a∧ b) = dca∧ b+

(−1)|a|a∧ dcb. This implies that the complex Ωc of dc-closed forms is actually a graded algebra.

2. Construction of Minimal Models and s-formality

As mentioned before, every compact simply-connected manifold has a minimal model. The

proof of this fact is done in a constructive way and the fundamental tool is a Hirsch extension.

If A is a differential algebra, V a finite dimensional vector space and d : V → ker(d)∩(An+1)

a linear map, we can form the Hirsch extensionA⊗d(∧V )n as follows: the elements ofA⊗d(∧V )n

are elements of the tensor product of A with the free algebra generated by V in degree n, the

differential is defined by linearity plus the product rule d(a⊗ v) = da⊗ v+ (−1)deg(a)a∧ dv⊗ 1.

We denote 1⊗ v by v and a⊗ 1 by a and then a⊗ v becomes simply a ∧ v.

In doing such an extension one is, amongst other things,

i ) killing cohomology in degree n + 1 since the elements in the image of d which were

closed in A but not exact and have become exact in A⊗d (∧V )n;

ii ) creating cohomology in degree n, namely, the new classes are given by the kernel of

d : V → An+1/Im d : An → An+1.

Therefore, we can always split V = Bn + Zn, where the map d : Bn → An+1/Im d : An →

An+1 is an injection and Zn = ker d : V → An+1/Im d : An → An+1, although this splitting is

not canonical.

Theorem 1.2. Every compact simply-connected manifold has a minimal model.

Proof. We start with the free DGA M2 generated by H2(M) in degree 2 and with van-

ishing differential. We define ρ2 : M2 → Ω•(M) by choosing arbitrary representatives for the

cohomology classes in H2(M) and extend it to higher symmetric powers of H2(M) so that it is

a map of algebras.

Not all elements in Sym2(H2(M)) = M4
2 represent nonvanishing cohomology classes,

though. And also M2
3 = {0}. The next stage in the construction of the minimal model fixes

these two particular problems. Let

V 3 = (kerSym2(H2(M))→ H4(M))⊕H3(M),
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with a map d : V 3 →M4
2 defined by

dã = a, for ã ∈ kerSym2(H2(M)→ H4(M));

da = 0, for a ∈ H3(M),

where we used ã to indicate the element in kerSym2(H2(M))→ H4(M) < V 3 which corresponds

to a ∈ Sym2(H2(M)) <M4
2 when these two spaces are identified. This allows us to make the

Hirsch extension of M2 by V 3, which we denote by M3. We extend ρ2 to ρ3 :M3 → Ω•M in

the following way: If ã ∈ kerSym2(H2(M))→ H4(M), then ρ2(a) was defined in the first step

and is exact, say ρ2(a) = db, then considering ã ∈ V3 we define

ρ3(ã) = b

And we also define ρ3 in H3(M) by choosing a representative for each comology class. Extend

ρ3 to the whole M3 by requiring it to be a map of algebras.

With these choices, ρ3 induces an injection H4(M3)→ H4(M) and isomorphisms in coho-

mology in degrees 2 and 3. The next step in the construction consists in taking another Hirsch

extension, this time by

V 4 = (kerH5(M3)→ H5(M))⊕H4(M)/ρ(H4(M3)).

Again the first set of generators kills the degree 5 cohomology classes in M3 that do not ex-

ist in H5(M), assuring that H5(M4) injects in H5(M) and the second introduces the degree

4 cohomology classes that are missing in H4(M3) when compared to H4(M), guaranteeing

H4(M4) ∼= H4(M).

This procedure gives us a family of free DGAs, each obtained by a Hirsch extension from

the previous one:

M2 <M3 < · · ·Mn < · · · ,

and maps ρn :Mn → Ω•(M) such that:

i ) ρn|Mk = ρk for k < n, hence induce a map in the limit DGA ρ :M→ Ω•(M);

ii ) The induced maps in cohomology are isomophisms ρ∗ : Hk(Mn) ∼= Hk(M), for k < n

and therefore, in the limit, Hk(M) ∼= Hk(M) for all k.

Thus the limit M of the Mk is the minimal model for M . �
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We should remark that if the fundamental group of a manifold is nilpotent, then a similar

construction of a minimal model can still be carried out [38]. There is also a concept of minimal

model for non-simply-connected spaces, but we will have no need to consider that.

The main reason to present the proof of this theorem is that it is a constructive one and

sometimes properties about the minimal model are more easily obtained using this point of view.

For example we have an alternative description of formality (see [26, 38], for a proof).

Theorem 1.3. Let V i be the spaces introduced in degree i when constructing the minimal

model of a manifold M . M is formal if and only if there is a splitting V i = Bi ⊕ Zi, such that

(1) d : Bi →Mi+1 is an injection;

(2) d(Zi) = 0;

(3) If an element of the ideal I(⊕i∈NB
i) <M is closed, then it is exact.

This characterization of formality allows one to consider weaker versions. Notably, Fernández

and Muñoz introduced in [28] the useful concept of s-formality.

Definition. A manifold is s-formal if there is a choice of splitting V i = Zi ⊕ Bi satisfying (1)

and (2) above and such that every closed element in the ideal I(⊕i≤sB
i) <Ms is exact inM.

Clearly this is a weaker concept, in general, but it is also obvious that if an n-dimensional

manifold is n-formal, it is formal. The following surprising result of Fernández and Muñoz shows

that sometimes the weaker condition of s-formality implies formality.

Theorem 1.4. (Fernández and Muñoz [28]): If an orientable compact manifold Mn is

s-formal for s ≥ n/2− 1, then M is formal.

The good point of this theorem is that if one wants to prove formality by constructing the

minimal model and finding the splitting as in Theorem 1.3, it is not necessary to determine the

full minimal model, but only the beginning of it. This is most useful in low dimensions and

when one has some information about the behaviour of the Betti numbers, as we will see in

Chapter 8.

3. Massey Products

So far we have two ways to tell whether a manifold is formal: from the definition of formality

and from a (partial) construction of the minimal model and the Theorem of Fernández and
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Muñoz. Now we determine an easy way to test if a manifold is not formal by considering Massey

products.

We will start with the triple products. The ingredients are a12, a23, a34 ∈ A three closed

elements such that a12a23 and a23a34 are exact. Then, denoting ā = (−1)|a|a, we define

(∗)

a12a23 = da13

a23a34 = da24.

In this case, one can consider the element a13a34 + a12a24. By the choice of a13 and a24 this

element is closed, hence it represents a cohomology class. Observe, however, that a13 and a24 are

not well defined and we can change them by any closed element, hence the expression above does

not define a unique cohomology class but instead an element in the quotient H•(A)/I([a1], [a3]).

Definition. The triple Massey product or just triple product 〈[a12], [a23], [a34]〉, of the cohomol-

ogy classes [a12], [a23] and [a34] with [a12][a23] = [a23][a34] = 0 is the coset

〈[a12], [a23], [a34]〉 = [a12a24 + a13a34] + ([a12], [a34]) ∈ H•(A)/I([a12], [a34]),

where a13 and a24 are defined by (∗).

Now if the triple products 〈[a12], [a23], [a34]〉 and 〈[a23], [a34], [a45]〉 vanish simultaneously,

i.e., are represented by exact elements for a fixed set of choices, then one can consider

a12a25 + a13a35 + a14a45,

where da14 = 〈a12, a23, a34〉 and similarly for a25. This element is always closed, and again

depends on choices, hence is defined on a quotient space of H•(A). This is the quadruple

Massey product 〈[a12], [a23], [a34], [a45]〉.

In general, before defining an n-Massey product 〈[a12], · · · , [ann+1]〉, one needs vanishing

lower order products:

daij =
∑

i<k<j

aikakj ,

and the n-product is represented by ∑
1<k<n+1

a1kakn+1.
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Remark. Although in order to compute Massey products we have to make choices of elements

in A representing the cohomology classes involved, the Massey product itself is independent

of those choices, as one can check that if one of the initial elements is exact (and the product

defined) then the product vanishes.

The importance of Massey products for this work comes from two observations

i ) If ρ :M→A is the minimal model forA and we have a Massey product 〈v12, · · · , vn−1n〉

in A, we can use the same cohomology classes to get a Massey product in M. As ρ

induces an isomorphism in cohomology, the Massey product vanishes in A if and only

if it vanishes inM. In some sense, the minimal model is the natural place in which to

define Massey products;

ii ) Using the notation of Therorem 1.3, there is a decomposition ofM, as a vector space,

into

M = span(⊕Zi)⊕ I(⊕Bi);

where every element in the first summand is closed. If an element a is exact, say

a = db, we can split b according to the decomposition above into b1 + b2, but the

element b1 ∈ span(⊕Zi) is closed, so in fact we have that every exact element satisfies:

a = db2 ∈ d(I(⊕Bi)).

Now assume that M is formal. Then any Massey product gives rise to a product in the

minimal model from (i ) and we can always make choices so that it lies in I(⊕Bi), from (ii ),

but, by formality, this implies that the Massey product vanishes.

Theorem 1.5. If a compact manifold has nonvanishing Massey products, it is not formal.

Therefore, later in this thesis, when we are interested in formality and have a particular

manifold in mind, we will prove that it fails to be formal by providing nontrivial Massey products.

4. Twisted Cohomology and Formality

Another appearance that formality will make in this thesis concerns the relationship between

the cohomology of the twisted differential operator dH = d + H∧ — also called the twisted

cohomology — where H is a closed 3-form, and the H-cohomology.
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Definition. The H-cohomology of a manifold is given by

ker{[H] : H•(M)→ H•+1(M)}
Im {[H] : H•−1(M)→ H•(M)}

, • ∈ Z2.

The problem we want to solve is to describe the twisted cohomology, in terms of the standard

d-cohomology and the cohomology class [H].

The differential forms are Z2-graded — Ωev/od — And dH has degree 1 with respect to this

grading. The usual grading of forms by degree gives us a filtration of Ω•(M) by

F p = ⊕k≥pΩp,

and dH : F p → F p, preserves the filtration. Therefore this gives us a spectral sequence converging

to the twisted cohomology. Denoting by

F pΩq = F p ∩ Ωq, q ∈ Z2,

the term Ep,q
2 , q ∈ Z2, is given by Ep,1 = {0} and

Ep,0
2 =

{α ∈ F pΩp : dHα ∈ F p+2Ωp+1}
{dβ : β ∈ F p−1Ωp−1} ⊕ {α ∈ F p+1Ωp}

.

Decomposing α by degrees, α = αp + αp+2 + . . . , the above is equivalent to

Ep,0
2 =

{α ∈ F pΩp : dαp = 0}
{α ∈ F pΩp : αp = dβ}

∼= Hp(M),

i.e., the E2 term is just the ordinary cohomology. For this spectral sequence, E3
∼= E2 and the

next nontrivial term is E4, which is

Ep,0
4 =

{a ∈ Hp(M) : aH = 0}
{bH : b ∈ Hp−3(M)}

.

As the spectral sequence does not stop here necessarily, we conclude that the twisted cohomology

is a quotient of the H-cohomology.

Example 1.2. Recall that a compact semi-simple Lie group has the rational homotopy type

of a product of odd spheres of dimension greater than or equal to 3 [76, 6]. This implies that

for any nonzero twist H, the H-cohomology is trivial. Hence, in this case, the spectral sequence

for the dH -cohomology degenerates at E4 and the dH -cohomology is trivial.



20 1. MINIMAL MODELS, FORMALITY AND MASSEY PRODUCTS

There are other cases where the dH cohomology and the H-cohomology coincide. And

formality is the key.

Example 1.3. Let M be a formal manifold, H a closed 3-form and a a closed form such

that H ∧ a is exact. Then one can consider the triple product 〈H,H, a〉, which vanishes by

formality.

As we can compute the Massey product in the minimal model we can take H ∧H = d0 and

−H ∧ a = da1, with a1 ∈ I(⊕Bi). Therefore, the vanishing of the product is equivalent to

〈H,H, a〉 = −H ∧ a1 = da2.

And again we can assume that a2 ∈ I(⊕Bi)

Hence one can go one step further and consider the Massey product 〈H,H,H, a〉 and so on.

Also, as we are working in the minimal model, we can actually always choose 〈H, · · · ,H〉 = d0

and still get vanishing Massey products:

dak = 〈
k︷ ︸︸ ︷

H, · · · ,H, a〉,

and

dak+1 = 〈
k+1︷ ︸︸ ︷

H, · · · ,H, a〉 = −H ∧ ak.

Therefore

d
(∑

ak

)
= −H ∧

∑
ak,

Showing that, in a formal manifold, if [H ∧ a] = 0, we can create a form of mixed degree, α,

such that dHα = dα+H ∧ α = 0.

Theorem 1.6. If a manifold M is formal, then the twisted cohomology is isomorphic to the

H-cohomology.

Proof. Let a be a nontrivial H-cohomology class, and a0 be a form representing such a

class. Then, from Example 1.3 we can generate a dH -closed form from a0: b = a0 +a1 +a2 + · · · .

It is clear that if b was dH -exact, a0 would be the trivial class in the H-cohomology.

By choosing a basis for the H-cohomology, we can use the argument above to construct an

injective linear map from the H-cohomology to the dH -cohomology. As the latter has at most

the same dimension of the former, they must be isomorphic. �



CHAPTER 2

Generalized Complex Geometry

The concept of generalized complex manifold was introduced by Hitchin [43] and studied

by Gualtieri in his thesis [41]. It consists of a complex structure, not on the tangent bundle, but

on the direct sum of the tangent and cotangent bundles, orthogonal with respect to the natural

inner product given by evaluation of forms on vectors:

〈X + ξ, Y + η〉 =
1
2
(ξ(Y ) + η(X)),

and satisfying an integrability condition.

The basic examples of such manifolds are complex and symplectic manifolds. Also, as early

examples show [43], in some cases it is possible to deform complex to symplectic structures on

a manifold by a path of generalized complex structures.

Many of the properties shared by complex and symplectic structures are present in the

generalized complex case, which provides a unified way to study these seemingly distinct cases

and establishes relations between some already known properties. Also, by having complex and

symplectic geometry as subcases, generalized complex geometry seems to be a natural envi-

ronment to study mirror symmetry. Despite having been introduced only recently, generalized

complex geometry is already being used to describe mirror symmetry at different levels in a

growing number of papers [4, 30, 37, 58] and we will return to this topic at a later stage in

this thesis.

The point of this chapter is to introduce the central object of our study and its basic prop-

erties: generalized complex manifolds. All the results here presented are already in Gualtieri’s

thesis [41], except for Sections 4 and 5 and Example 2.20, which are my own contribution. Here,

we aim to introduce a series of concepts that parallel more familiar ones in complex geometry,

as the decomposition of forms into Ωp,q, the differential operators ∂, ∂ and dc, submanifolds

and Kähler manifolds. We will also present results about how to construct nontrivial examples

through symplectic fibrations and the deformations of known structures.

21
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1. Linear Algebra of a Generalized Complex Structure

For any vector space V n there is a natural symmetric nondegenerate bilinear form on V ⊕V ∗

of signature (n, n):

〈X + ξ, Y + η〉 =
1
2
(ξ(Y ) + η(X)).

A generalized complex structure on V is a complex structure J on V ⊕ V ∗ orthogonal with

respect to the natural pairing. Since J 2 = −Id on V ⊕V ∗, it splits (V ⊕V ∗)⊗C as a direct sum

of ±i-eigenspaces, L and L′, and conjugation swaps them: L = L′. Further, as J is orthogonal,

we obtain that for v, w ∈ L,

〈v, w〉 = 〈J v,Jw〉 = 〈iv, iw〉 = −〈v, w〉,

and hence L (and L) is isotropic with respect to the natural pairing.

Conversely, prescribing such an L as the i-eigenspace determines a unique generalized com-

plex structure on V , therefore we could have defined equally well a generalized complex structure

on a vector space V n as being an n-complex-dimensional subspace L < (V ⊕V ∗)⊗C such that:

• L ∩ L = {0};

• L is isotropic with respect to the natural pairing.

Example 2.1. (Complex Structures): If V has a complex structure, it induces a gen-

eralized complex structure on V by letting L = Λ0,1V ⊕ Λ1,0V ∗ be the i-eigenspace. It is clear

that L satisfies both conditions above. Using the natural splitting of V ⊕ V ∗ we can represent

this generalized complex structure in the matrix form:

J =

−J 0

0 J∗

 .

Example 2.2. (Symplectic Structures): A symplectic form ω on a vector space V also

induces a generalized complex structure on V by letting L = {X − iXbω : X ∈ V }. The

nondegeneracy of ω implies that L ∩ L = {0} and skew symmetry implies that L is isotropic.

Again J can be represented in the matrix form as:

J =

0 −ω−1

ω 0

 .
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Example 2.3. A real 2-form B (also called a B-field) acts naturally on V ⊕ V ∗ by

X + ξ 7→ X + ξ −XbB.

If V is endowed with a generalized complex structure, J whose +i-eigenspace is L, we can

consider its image under the action of a B-field: LB = {X + ξ −XbB : X + ξ ∈ L}. Since B is

real, LB ∩ LB = (Id − B)L ∩ L = {0}. Again, skew symmetry implies that LB is isotropic. In

matrix form, if J B is J transformed by B, we have

J B =

 1 0

−B 1

J
 1 0

B 1

 .

Example 2.4. An element β ∈ ∧2V also acts on V ⊕ V ∗ in a similar fashion:

X + ξ 7→ X + ξ + ξbβ.

An argument similar to the one above shows that the β-transform of a generalized complex

structure is still a generalized complex structure.

1.1. Mukai Pairing and Pure Forms. One more characterization of a generalized com-

plex structure on a vector space V n can be obtained from an interpretation of forms as spinors.

The Clifford algebra of V ⊕V ∗ is defined using the natural form 〈·, ·〉, i.e., for v ∈ V ⊕V ∗ ⊂

Cl(V ⊕ V ∗) we have v2 = 〈v, v〉.

Since V and V ∗ are maximal isotropics, their exterior algebras are subalgebras of Cl(V⊕V ∗).

In particular, ∧nV ∗ is a distinguished line in the Clifford algebra and generates a left ideal (∧•V ∗)

with the property that any of its elements can be written as sσ, with σ ∈ ∧nV ∗ and s ∈ ∧•V .

This, in turn, determines an action of the Clifford algebra on ∧•V ∗ by

(X + ξ) · ϕ = Xbϕ+ ξ ∧ ϕ.

If we let α be the antiautomorphism of Cl(V ⊕ V ∗) defined on decomposables by

(2.1) α(v1 ⊗ · · · ⊗ vk) = vk ⊗ · · · ⊗ v1,

then we have the following bilinear form on ∧•V ∗ ⊂ Cl(V ⊕ V ∗):

(ξ1, ξ2) 7→ (α(ξ1) ∧ ξ2)top,
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where top indicates taking the top degree component on the form. If we decompose ξi by degree:

ξi =
∑
ξj
i , with deg(ξj

i ) = j, the above can be rewritten, in an n-dimensional space, as

(2.2) (ξ1, ξ2) =
∑

j

(−1)j(ξ2j
1 ∧ ξ

n−2j
2 + ξ2j+1

1 ∧ ξn−2j−1
2 )

This bilinear form coincides in cohomology with the Mukai pairing [71], where it was in-

troduced in a K-theoretical framework.

Now, given a form ρ ∈ ∧•V ∗ ⊗ C (of possibly mixed degree) we can consider its Clifford

annihilator

Lρ = {v ∈ (V ⊕ V ∗)⊗ C : v · ρ = 0}.

It is clear that Lρ = Lρ. Also, for v ∈ Lρ,

0 = v2 · ρ = 〈v, v〉ρ,

thus Lρ is always isotropic.

Definition. An element ρ ∈ ∧•V ∗ is a pure form if Lρ is maximal, i.e., dimC Lρ = dimR V .

Gualtieri shows in his thesis [41] that any pure form is of the form ceB+iωΩ, where B and

ω are real 2-forms and Ω is a decomposable complex form. The relation between the Mukai

pairing and generalized complex structures comes in the following:

Proposition 2.1. (Chevalley [15]) Let ρ and τ be pure forms. Then Lρ ∩Lτ = {0} if and

only if (ρ, τ) 6= 0.

Therefore a pure form ρ = eB+iωΩ determines a generalized complex structure if and only

if (ρ, ρ) = Ω ∧ Ω ∧ ωn−k 6= 0, where k is the degree of Ω and V is 2n-dimensional. This also

shows that there is no generalized complex structure on odd dimensional spaces. And with this

we have established that the following are equivalent definitions:

Definition. A generalized complex structure on a vector space V 2n is

• A complex structure on V ⊕ V ∗ orthogonal with respect to the natural pairing;

• A maximal isotropic subspace L < (V ⊕ V ∗)⊗ C such that L ∩ L = {0};

• A line in ∧•V ∗⊗C generated by a form eB+iωΩ, such that Ω is a decomposable complex

form of degree, say, k, B and ω are real 2-forms and Ω ∧ Ω ∧ ωn−k 6= 0.

The degree of the form Ω is the type of the generalized complex structure.
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Examples 2.1 – 2.4 revised: The line in ∧•V ∗ ⊗ C that gives the generalized com-

plex structure for a complex structure is ∧n,0V ∗, while the line for a symplectic structure ω is

generated by eiω. If ρ is a pure form determining a generalized complex structure, its B-field

transform will be associated to the form eB ∧ ρ and its β-field transform will be eβbρ.

1.2. The Decomposition of Forms. Using the same argument (used before with V and

V ∗) to the maximal isotropics L and L determining a generalized complex structure on V , we see

that Cl((V ⊕ V ∗)⊗C) ∼= Cl(L⊕L) acts on ∧2nL and the left ideal generated is the subalgebra

∧•L. The choice of a pure form ρ for the generalized complex structure and a volume element

σ ∈ ∧2nL gives an isomorphism of Clifford modules:

φ : ∧•L→ ∧•V ∗ ⊗ C; φ(s · σ) = s · ρ.

The decomposition of ∧•L by degree gives rise to a new decomposition of ∧•V ∗ ⊗ C and

the Mukai pairing on ∧•V ∗⊗C corresponds to the same pairing on ∧•L. But in ∧•L the Mukai

pairing is nondegenerate in

∧kL× ∧2n−kL→ ∧2nL

and vanishes in ∧kL× ∧lL for all other values of l. Therefore the same is true for the induced

decomposition on forms.

Proposition 2.2. Letting Uk = ∧n−kL · ρ < ∧•V ∗ ⊗ C, the Mukai pairing on Uk × U l is

trivial unless l = −k, in which case it is nondegenerate.

Remark. The elements of Uk are even/odd forms, according to the parity of k, n and the type

of the structure. For example, if n and the type are even, the elements of Uk will be even if and

only if k is even.

Example 2.5. In the complex case, we take ρ ∈ ∧n,0V ∗\{0} to be a form for the induced

generalized complex structure. Then, from Example 2.1, we have that L = ∧1,0V ⊕ ∧0,1V ∗, so

Uk = ⊕p−q=k ∧p,q V ∗.

Then, in this case, one can see Proposition 2.2 as a consequence of the fact that the top degree

part of the exterior product vanishes on ∧p,qV ∗ × ∧p′,q′V ∗, unless p+ p′ = q + q′ = n, in which

case it is a nondegenerate pairing.
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Example 2.6. If a generalized complex structure induces a decomposition of the differential

forms into the spaces Uk, then the B-field transform of this structure will induce a decomposition

into Uk
B = eB ∧ Uk. Indeed, by Example 2.3 revised, Un

B = eB ∧ Un, and

Uk
B = (Id−B)(L) · Uk+1

B .

The desired expression can be obtained by induction.

1.3. The Actions of J on Forms. Recall that the group Spin(n, n) sits inside Cl(V ⊕V ∗)

as

Spin(n, n) = {v1 · · · v2k : vi · vi = ±1; k ∈ N}.

And Spin(n, n) is a double cover of SO(n, n):

ϕ : Spin(n, n)→ SO(n, n); ϕ(v)X = v ·X · α(v),

where α is the main antiautomorphism of the Clifford algebra as defined in (2.1).

This map identifies the Lie algebras spin(n, n) ∼= so(n, n) ∼= ∧2V ⊕ ∧2V ∗ ⊕ End(V ):

spin(n, n)→ so(n, n); dϕ(v)(X) = [v,X] = v ·X −X · v

But, as the exterior algebra of V ∗ is naturally the space of spinors, each element in spin(n, n)

acts naturally on ∧•V ∗.

Example 2.7. Let B =
∑
bije

i ∧ ej ∈ ∧2V ∗ < so(n, n) be a 2-form. As an element of

so(n, n), B acts on V ⊕ V ∗ via

X + ξ 7→ XbB.

Then the corresponding element in spin(n, n) inducing the same action on V ⊕ V ∗ is given by∑
bije

jei, since, in so(n, n), we have

ei ∧ ej : ek 7→ δike
j − δjkei.

And, in spin(n, n),

dϕ(ejei)ek = (ejei) · ek − ek · (ejei) = ej · (ei · ek)− (ek · ej) · ei = δike
j − δjkei.
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Finally, the spinorial action of B on a form ϕ is given by∑
bije

jei · ϕ = −B ∧ ϕ.

Example 2.8. Similarly, for β =
∑
βijei ∧ ej ∈ ∧2V < so(n, n), its action is given by

β · (X + ξ) = iξβ.

And the corresponding element in spin(n, n) with the same action is
∑
βijejei. The action of

this element on a form ϕ is given by

β · ϕ = βbϕ.

Example 2.9. Finally, an element of A =
∑
Aj

ie
i⊗ej ∈ End(V ) < so(n, n) acts on V ⊕V ∗

via

A(X + ξ) = A(X) +A∗(ξ).

The element of spin(n, n) with the same action is 1
2

∑
Aj

i (eje
i − eiej). And the action of this

element on a form ϕ is given by:

A · ϕ =
1
2

∑
Aj

i (eje
i − eiej) · ϕ

=
1
2

∑
Aj

i (ejb(e
i ∧ ϕ)− ei ∧ (ejbϕ))

=
1
2

∑
i

Ai
iϕ−

∑
i,j

Aj
ie

i ∧ (eibϕ)

= −A∗ϕ+
1
2
TrAϕ,

where A∗ϕ is the Lie algebra adjoint of A action of ϕ via

A∗ϕ(v1, ·vp) =
∑

i

ϕ(v1, · · · , Avi, · · · , vp).

The reason for introducing this Lie algebra action of spin(n, n) on forms is because J ∈

spin(n, n), hence we can compute its action on forms.

Example 2.10. In the case of a generalized complex structure induced by a symplectic one,

we have that J is the sum of a 2-form, ω, and a bivector, −ω−1, hence its Lie algebra action on

a form ϕ is

(2.3) Jϕ = (−ω ∧ −ω−1b)ϕ
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Example 2.11. If J is a generalized complex structure on V induced by a complex structure

J , then its Lie algebra action is the one corresponding to the traceless endomorphism −J (see

Example 2.1). Therefore, when acting on a p, q-form ϕ:

J · ϕ = J∗ϕ = i(p− q)ϕ.

From this example and Example 2.5 it is clear that in the case of a generalized complex

structure induced by a complex one, the subspaces Uk < ∧•V ∗ are the ik-eigenspaces of the

action of J . This is general.

Proposition 2.3. The spaces Uk are the ik-eigenspaces of the Lie algebra action of J .

Proof. Recall from Subsection 1.2 that the choice of a volume form σ ∈ ∧2nL and a pure

form ρ ∈ ∧•V ∗ determining the generalized complex structure gives an isomorphism of Clifford

modules:

φ : ∧•L→ ∧•V ∗ ⊗ C; φ(s · σ) = φ(s · ρ).

And the spaces Uk are defined as Uk = φ(∧n+kL). Further, J acts on L∗ ∼= L as multiplication

by −i. Hence, by Example 2.9, its Lie algebra action on γ ∈ ∧n+kL is:

J · γ = −J∗γ +
1
2
TrJγ = i(n+ k)γ − 1

2
2nγ = ikγ.

As φ is an isomorphism of Clifford modules, for α ∈ Uk we have φ−1α ∈ ∧n+kL and

J · α = J · φ(φ−1α) = φ(J φ−1 · α) = ikφ(φ−1α) = ikα.

�

And we finish this section with a useful lemma.

Lemma 2.1. Assume that W < V ⊕V ∗ is a maximal isotropic subspace invariant under J .

Let ρ be a form whose Clifford annihilator is W . Then, ρ ∈ U0.

Proof. Split v ∈ W into its L and L components: v = v1,0 + v0,1 and ρ into its Uk

components: ρ =
∑
ρk. Then, as W is invariant under J , we get that

v · ρ = (v1,0 + v0,1) · ρ = 0 and Jv · ρ = i(v1,0 − v0,1) · ρ = 0,
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which, together with the decomposition of ρ, implies that v1,0 ·ρk = v0,1 ·ρk = 0. Since J act on

Uk as multiplication by ik, we get that v also annihilates J ·ρ. But as W is a maximal isotropic,

J · ρ has to be a multiple of ρ and therefore ρ is an eigenvetor of J , say ρ ∈ Uk. But ρ is also

real, as W is real, and hence ρ = ρ ∈ U−k, implying that ρ ∈ Uk ∩ U−k and hence k = 0. �

1.4. Metrics on V ⊕ V ∗. One last topic we have to cover in the linear algebra of the

geometry of T ⊕ T ∗ is the metric. The natural pairing is indefinite with signature (n, n) on

a 2n-dimensional space. A metric compatible with this pairing on V ⊕ V ∗ corresponds to an

orthogonal selfadjoint operator G : V ⊕ V ∗ → V ⊕ V ∗ such that

〈Gv, v〉 > 0 ∀v 6= 0.

As G is self adjoint, G∗ = G and the orthogonality implies G∗ = G−1. Therefore G2 = 1 and

V ⊕ V ∗ splits as an orthogonal sum of ±1-eigenspaces C± < V ⊕ V ∗. As G is positive definite,

the natural pairing is ±-definite in C± and the choice of a pair of such spaces clearly gives us a

metric back:

〈〈V,W 〉〉 = 〈V+,W+〉 − 〈V−,W−〉,

where V± and W± are the components of V and W in C±. Therefore a metric is equivalent to

a choice of orthogonal spaces C± where the natural pairing is definite.

Since V is maximal isotropic, any such C+ can be written as the graph of an element

in ⊗2V ∗. More precisely, using the splitting ⊗2V ∗ = Sym2V ∗ + ∧2V ∗ of a 2-tensor into its

symmetric and skew-symmetric parts, we can write C+ as the graph of b + g, where g is a

symmetric 2-form and b is skew:

C+ = {X + b(X, ·) + g(X, ·)|X ∈ V }.

The fact that the natural pairing is positive definite on C+ places restrictions on g. Indeed,

g(X,X) = 〈X + b(X, ·) + g(X, ·), X + b(X, ·) + g(X, ·)〉 > 0 if X 6= 0.

Hence g is a metric on V . Further, C−, the orthogonal complement of C+, is also a graph of

b− + g−. But using orthogonality we can determine g− and b−:

0 = 〈X + b(X, ·) + g(X, ·), Y + b−(Y, ·) + g−(Y, ·)〉

= b(X,Y ) + b−(Y,X) + g(X,Y ) + g−(Y,X),
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which holds for all X,Y ∈ V if and only if b− = b and g− = −g and hence C− is the graph of

b− g.

This means that a metric on V ⊕ V ∗ compatible with the natural pairing is equivalent to a

choice of metric on V and 2-form b.

2. Generalized Complex Manifolds

Based on the work of previous section, the following is a natural definition

Definition. A generalized almost complex structure on a manifold M2n is one of the following

equivalent structures:

• A section J of End(TM ⊕ T ∗M) orthogonal with respect to the natural pairing and

satisfying J 2 = −Id;

• An n-complex dimensional subbundle L < (TM ⊕ T ∗M)⊗C isotropic with respect to

the natural pairing and satisfying L ∩ L = {0};

• A line bundle in ∧•T ∗M ⊗C generated locally by a form of the form eB+iωΩ, such that

Ω is a decomposable complex form, B and ω are real 2-forms and Ω ∧Ω ∧ ωn−k 6= 0 in

the points where deg(Ω) = k.

A point is regular for the generalized almost complex structure if it has a neighbourhood where

the type of the structure is constant. The line bundle in ∧•T ∗M ⊗C determining a generalized

complex structure is the canonical line bundle.

To state the integrability condition, we recall that an almost complex structure is integrable

if the +i-eigenspace is closed under the Lie bracket. In our case, there is no Lie bracket on

TM ⊕T ∗M , but we recollect that the Lie bracket satisfies the following identity when acting on

a form ϕ (see [49], Chapter 1, Proposition 3.10):

2[v1, v2]bϕ = v1 ∧ v2bdϕ+ d(v1 ∧ v2bϕ) + 2v1bd(v2bϕ)− 2v2bd(v1bϕ).

Now we observe that this formula gives a natural extension of the Lie bracket to a bracket

on TM ⊕ T ∗M , acting on forms via the Clifford action:

(2.4) 2[v1, v2] · ϕ = v1 ∧ v2 · dϕ+ d(v1 ∧ v2 · ϕ)) + 2v1 · d(v2 · ϕ)− 2v2 · d(v1 · ϕ).
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Spelling it out we obtain (see Gualtieri [41], Lemma 4.24):

(2.5) [X + ξ, Y + η] = [X,Y ] +Xbdη − Y bdξ +
1
2
d(Xbη − Y bξ).

This is the Courant bracket introduced in [19, 20] in the context of Dirac structures, of which

generalized complex structures are the complex analogue.

With this, it is natural to define that a generalized almost complex structure is integrable if

the +i-eigenbundle L is closed under the Courant bracket. Of course, this can also be translated

to an integrability condition for the forms defining a generalized complex structure. Indeed, if

ρ has L as its Clifford annihilator, then L is involutive with respect to the Courant bracket if

and only if, for all v1, v2 sections of L , [v1, v2] · ρ = 0. Using (2.4), this is equivalent to

v1 · (v2 · dρ) = 0,

as all the other terms vanish. If we let Uk be the space of sections of the bundle Uk, defined in

Proposition 2.2, this is only the case if dρ ∈ Un−1 = L · Un. Therefore we have the following:

Definition. A generalized almost complex structure is integrable if one of the following equiv-

alent properties holds:

• The +i-eigenbundle is involutive with respect to the Courant bracket;

• The exterior derivative satisfies

d : Un → Un−1,

i.e., for a nonvanishing local section ϕ of Un, dϕ = (X + ξ) · ϕ, for some X + ξ ∈

(TM ⊕ T ∗M)⊗ C.

A generalized complex manifold for which the canonical bundle admits a nonvanishing closed

section is called generalized Calabi–Yau.

Example 2.12. An almost complex structure on a manifold M induces a generalized almost

complex structure with +i-eigenspace T 0,1M ⊕ T ∗1,0M . If this generalized almost complex

structure is integrable, then T 0,1M has to be closed with respect to the Lie bracket and hence the

almost complex structure was actually a complex structure. Conversely, any complex structure

gives rise to an integrable generalized complex structure. A complex structure will give rise to a
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generalized Calabi–Yau structure only if the canonical bundle ∧n,0T ∗M admits a nonvanishing

closed section, i.e., if it is holomorphically trivial.

Example 2.13. If M has a nondegenerate 2-form ω, then the induced generalized almost

complex structure will be integrable if for some X + ξ we have

deiω = (X + ξ) · eiω.

The degree 1 part gives that Xbω + ξ = 0 and the degree 3 part, that dω = 0 and hence M

is a symplectic manifold. Also, eiω is a globally defined closed section of the canonical bundle,

hence symplectic manifolds are generalized Calabi–Yau manifolds.

Example 2.14. A real closed 2-form B, also called a B-field, acts on TM ⊕T ∗M and maps

generalized complex structures to generalized complex structures. Indeed, the action of any

closed 2-form (real or complex) is a symmetry of the bracket and these, together with diffeomor-

phisms of the manifold, form the group of orthogonal symmetries of the Courant bracket (see

[41], Proposition 3.24). As generalized complex structures are preserved only by the action of

B-fields and diffeomorphisms these give the natural concept of equivalence for these structures.

Similarly to the complex case, the integrability condition places restrictions on d(Uk) for

every k and hence allows us to define operators ∂ and ∂. This is the object of the following:

Theorem 2.1. (Gualtieri [41], Theorem 4.3) A generalized almost complex structure is

integrable if and only if d : Uk → Uk+1 ⊕ Uk−1.

Proof. It is clear that if d : Uk → Uk+1 ⊕ Uk−1 for all k, then, in particular, for k = n we

get the integrability condition

d : Un → Un−1,

as Un+1 = {0}.

In order to obtain the converse we shall first prove that

(2.6) d : Uk → ⊕j≥k−1U j .

This is done is by induction on k, k starting at n and going downwards. The first step is

just the integrability condition. Assuming that the claim is true for k′ > k, let v1, v2 be sections
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of L and ϕ ∈ Uk, then by equation (2.4) we have

v1 ∧ v2 · dϕ = 2[v1, v2] · ϕ− d(v1 ∧ v2 · ϕ))− 2v1 · d(v2 · ϕ) + 2v2 · d(v1 · ϕ)

but the right hand side is, by inductive hypothesis, in ⊕j≥k+1U j . Therefore, so is v2 ∧ v1 · dϕ.

Since v1 and v2 are sections of L, we conclude that dϕ ∈ ⊕j≥k−1U j .

In order to finish the proof of the converse, we remark that conjugation swaps U±k, but

preserves d, as it is a real operator, i.e., dϕ = dϕ. Thus, for ϕ ∈ Uk, ϕ ∈ U−k and, using (2.6),

dϕ ∈ ⊕j≥k−1U j dϕ = dϕ ∈ ⊕j≤k+1U j .

Showing that dϕ ∈ Uk−1 ⊕ Uk ⊕ Uk+1. Finally, if ϕ ∈ Uk is an even/odd form, then all the

elements in Uk are even/odd whereas the elements of Uk−1⊕Uk+1 are odd/even. As d has degree

1 with respect to the normal grading of Ω•, dϕ is odd/even and hence has no Uk component. �

Definition. Let M be a generalized complex manifold. We define the operators

∂ : Uk → Uk+1;

∂ : Uk → Uk−1;

as the projections of d onto each of these factors. Also we define dJ = −i(∂ − ∂).

Similarly to dc, we can find other expressions for dJ based on the action of the generalized

complex structure on forms. One can easily check that if we consider the Lie group action of J ,

i.e, J acts on Uk as multiplication by ik, then

dJ = J −1dJ .

And if one considers the Lie algebra action, then

dJ = [d,J ].

As a consequence of Example 2.12 it is clear that in the complex case, ∂ and ∂ are just

the standard operators denoted by the same symbols and dJ = dc. In the symplectic case, dJ

corresponds to Kosul’s canonical homology derivative [53] introduced in the context of Poisson

manifolds and studied by Brylinski [10], Mathieu [64],Yan [86], Merkulov [67] and others [27,

45] in the symplectic setting. We will study the symplectic case in detail in Chapters 5 and 6.
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Example 2.15. If a generalized complex structure induces a splitting of ∧•T ∗ into sub-

spaces Uk, then, according to Example 2.6, a B-field transform of this structure will induce a

decomposition into eBUk. As B is a closed form, for v ∈ Uk we have:

d(eBv) = eBdv = eB∂v + eB∂v ∈ eBUk+1 + eBUk−1,

hence the corresponding operators for the B-field transform, ∂B and ∂B, are given by

∂B = eB∂e−B; ∂B = eB∂e−B.

3. Twisted Generalized Complex Structures

The idea of a twisted generalized complex structure comes from the observation by Ševera

and Weinstein [81] that the Courant bracket can be twisted by a closed 3-form H (also called

an NS-flux):

[X + ξ, Y + η]H = [X + ξ, Y + η] + Y b(XbH).

In the same way that the Courant bracket is the bracket induced by d (see equation 2.4), the

twisted bracket can be described as the bracket induced by the twisted differential dH = d+H:

(2.7) 2[v1, v2]H · ϕ = v1 ∧ v2 · dHϕ+ dH(v1 ∧ v2 · ϕ)) + 2v1 · dH(v2 · ϕ)− 2v2 · dH(v1 · ϕ).

Hence, if we use this twisted bracket in the integrability condition we obtain that L is integrable

(i.e., closed under the twisted barcket) if and only if [v1, v2]H · ρ = 0, which, similarly to the

nontwisted case, is equivalent to dHρ ∈ Un−1. Although one can twist a generalized complex

structure by any 3-form, we shall restrict H to be a real 3-form.

Definition. An H-twisted generalized complex structure, or just twisted generalized complex

structure, when the twisting 3-form is clear, is a generalized almost complex structure such that

one of the following equivalent properties hold:

• The +i-eigenspace is closed under the twisted Courant bracket;

• The twisted exterior derivative satisfies

dH : Un → Un−1,

i.e., for a nonvanishing local section ϕ of Un, dϕ = (X + ξ −H) · ϕ, for some X + ξ ∈

(TM ⊕ T ∗M)⊗ C.



4. SYMPLECTIC FIBRATIONS 35

It is clear that Theorem 2.1 also holds in this context, with the exterior derivative d replaced

by dH , hence we can still define the operators ∂ and ∂ by dH = ∂ + ∂ and dJ = −i(∂ − ∂).

Also, the transform of a twisted complex structure by a nonclosed B-field is a twisted complex

structure with twist H+dB. Hence the existence of such structures on a manifold only depends

on the cohomology class of H.

4. Symplectic Fibrations

The differential form description of a generalized complex structure furnishes also a very

pictorial one around regular points. Indeed, in this case one can choose locally a closed form ρ

defining the structure. Then the integrability condition tells us that Ω ∧Ω is a real closed form

and therefore its annihilator Ann(Ω ∧ Ω) < TM is an integrable distribution. The algebraic

condition Ω ∧ Ω ∧ ωn−k 6= 0 implies that ω is nondegenerate on the leaves and the integrability

condition Ω ∧ dω = 0, that ω is closed when restricted to these leaves. Therefore, around a

regular point, the generalized complex structure furnishes a natural symplectic foliation, and

further, the space of leaves has a natural complex structure given by Ω.

This suggests that symplectic fibrations should be a way to construct nontrivial examples

of generalized complex structures which are neither complex nor symplectic nor deformations of

those, at least, a priori. Next we see that Thurston’s argument for symplectic fibrations [79, 66]

can also be used in the generalized complex setting.

Theorem 2.2. Let π : X → B be a symplectic fibration over a compact twisted generalized

complex base with (possibly zero) twist H and compact fiber (F, ω). Assume that there is a ∈

H2(X) which restricts to the cohomology class of ω on each fiber. Then X admits a twisted

generalized complex structure whose twist is π∗H.

Proof. Let τ0 be a closed 2-form representing the cohomology class a ∈ H2(X) and Uα

be a cover of B by contractible open sets where the fibration and the canonical line bundle are

trivial. Let ρα be a form determining the generalized complex structure over Uα. Also, let ωα

be the pull back of ω via the projection Uα × F → F . Then, in Uα × F , there is a 1-form λα

such that

ωα − τ0 = dλα.
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Choosing a partition of unity ψα : B → [0, 1] subordinate to the cover (Uα) we define

τ = τ0 + d(
∑
α

(ψα ◦ π)λα).

This form is clearly in the same cohomology class as τ0 and further d(ψα ◦π) vanishes on vectors

tangent to the fibers, hence the restriction of τ to the fiber over b ∈ B is

i∗τ = i∗τ0 +
∑
α

(ψα ◦ π)i∗(dλα)

= i∗τ0 +
∑
α

(ψα ◦ π)i∗(ωα − τ0))

=
∑
α

(ψα ◦ π)i∗ωα = ω.

We now claim that for ε small enough the forms eiετ ∧π∗ρα patch together to give a generalized

complex structure on the total space. Indeed, from the above, τ is nondegenerate on the vertical

subspaces Kerπ∗ and therefore it determines a field of horizontal subspaces

Horx = {X ∈ TxM : τ(X,Y ) = 0,∀Y ∈ TxF}.

The subspace Horx is a complement to TxF and isomorphic to Tπ(x)B via π∗. Also, denoting

by (·, ·)B the Mukai pairing on B, (ρα, ρα)B 6= 0 and hence pulls back to a volume form on Hor.

Therefore, for ε small enough,

(eiετ ∧ π∗ρα, e
−iετ ∧ π∗ρα)X = (ετ)dim(F ) ∧ π∗(ρα, ρα)B 6= 0,

and eiετ ∧ π∗ρα is of the right algebraic type. Finally, from the integrability condition for ρα,

there are Xα, ξα such that

dρα = (Xα + ξα −H)ρα.

If we let Xhor
α ∈ Hor be the horizontal vector projecting down to Xα, then the following holds

on Uα × F :

d(eiετ ∧ π∗ρα) = (Xhor
α + π∗ξα −Xhor

α biετ − π∗H)eiετ ∧ π∗ρα,

showing that the induced generalized complex structure is integrable.

On the overlap of Uα and Uβ , there is a function gβ
α such that ρα = gβ

αρβ, therefore the

same applies to eiετπ∗ρα and eiετπ∗ρβ on the overlap Uα∩Uβ×F , hence these local forms patch

together to give a line bundle. �
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Several cases for when the conditions of the theorem are fulfilled have been studied for

symplectic manifolds and many times purely topological conditions on the base and on the fiber

are enough to ensure that the hypotheses hold. We give the following two examples adapted

from McDuff and Salamon [66], Chapter 6.

Theorem 2.3. Let π : X →M be a symplectic fibration over a compact generalized complex

base with fiber (F, ω). If the first Chern class of TF is a nonzero multiple of [ω], then the

conditions of Theorem 2.2 hold. In particular, any oriented surface bundle can be given a

symplectic fibration structure and, if the fibers are not tori, the total space has a generalized

complex structure.

Theorem 2.4. A symplectic fibration with compact and 1-connected fiber and a compact

twisted generalized complex base admits a twisted generalized complex structure.

These results also show that the case of torus bundles is ‘more interesting’, in the sense

that more structure has to come into play in order to determine whether there is a generalized

complex structure on the total space. In Chapter 3 we will study generalized complex structures

on nilmanifolds, which are torus bundles over other nilmanifolds. In many cases we find these

manifolds possess generalized complex structures, though not necessarily compatible with the

most obvious fibration.

5. Further Examples: Lie Groups

Of course, one can have a generalized complex structure on the total space even if the

conditions of the Theorem 2.2 fail. One such case is the ‘more interesting’ one of principal torus

bundles. As we have mentioned, the techniques from the previous section fail in this case and

further structure has to come into play.

Example 2.16. Let M2n be a complex manifold satisfying the ddc-lemma and let X be the

total space of a principal 2-torus bundle over M . Seeing X as a double circle bundle, assume

that the Chern classes of each of these are in H1,1(M). We claim that X admits generalized

complex structures of type 2n + 1 (complex) and 2n. Indeed, let Ω be a local trivialization of

∧n,0TM and u1, u2 be connection forms of the torus bundle. Then, as dui ∧ Ω = 0, the form

eiu1∧u2Ω determines locally a generalized complex structure on X of type n (even though there

may be no a ∈ H2(X) which restricts to u1 ∧ u2 on the fibers) and the form (u1 + iu2) ∧ Ω
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determines locally a type n+1 structure. It is clear that in either case these forms patch together

yielding the canonical line bundles eiu1∧u2 ∧n,0 TM and (u1 + iu2) ∧n,0 TM respectively.

One concrete example where this happens is the product of two odd spheres S2n1+1×S2n2+1

as those can be expressed as principal 2-torus bundles over CPn1 ×CPn2 . The type n1 +n2 + 1

structure (complex) coincides with the Calabi-Eckmann complex structure on these manifolds

and here we have established that S2n1+1 × S2n2+1 also admits a type n1 + n2 structure.

Of course we have used strongly the fact that the base has a complex structure. In the case,

say, of a symplectic base these results wouldn’t hold. For example, the case of principal 2-torus

bundles over surfaces with genus greater than 1 has been studied in the symplectic setting by

Etgü [25] and Walczak [82] and, unless the bundle is flat, there are no symplectic structures on

X.

Example 2.17. The previous example can be extended to any principal 2k-torus bundle,

E2n, whose Chern classes of the induced 2k circle bundles are of type (1, 1). Any choice of

invariant generalized complex structure on the torus gives rise to a generalized complex structure

on the total space, still using the complex structure in the base. This shows that the total space

of such a bundle admits generalized complex structures of any type between n− k and n. The

most typical examples of torus bundles with such a property are compact even dimensional Lie

groups, which, after a choice of maximal torus, can be seen as principal torus bundles over

the corresponding (Kähler) Flag manifold. Hence a compact Lie group G2n of rank 2k admits

generalized complex structures of any type between n− k and n.

This same result about generalized complex structures on compact Lie groups can be ob-

tained from a Lie algebra point of view, which is useful to prove further properties of these

structures. The following argument is a generalization of the one used by Samelson to prove

that every even dimensional Lie group admits left/right invariant complex structures [77].

Theorem 2.5. A compact Lie group G2n of rank 2k admits left invariant generalized com-

plex structures of any type between n − k and n. Further these structures can be chosen to be

bi-invariant under the action of a maximal torus.

Proof. Choose a maximal torus T 2k < G with Lie algebra t < g. Let {α : α ∈ t∗} be the

corresponding root system and eα ∈ g⊗ C be eigenvectors of α:

[t, eα] = α(t)eα, for t ∈ t,
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so that we have a splitting g⊗C = t⊗C⊕ span{eα}. This splitting of g⊗C allows us to identify

t∗ with the annihilator of span{eα} and hence we can see t⊕ t∗ as a subspace of g⊕ g∗.

If we let Lt < (t⊕t∗)⊗C be the +i-eigenspace of an invariant generalized complex structure

on the maximal torus, fix a set of positive roots and denote the duals by upper indexes, then

we claim that

L = span{e−α, e
α, Lt : α > 0}

induces a generalized complex structure on the Lie group of type n − k + type(J t), i.e., n − k

plus the type of the generalized complex structure determined by Lt in T .

Indeed, it is easy to see that L ∩ L = {0}, dimC L = 2n and the type is n − k + type(J t).

To prove that L is closed under the Courant bracket, we use expression (2.5) for the Courant

bracket, which in this case becomes

[X + ξ, Y + η] = [X,Y ] +Xbdη − Y bdξ.

With this, if vi ∈ t, w ∈ t∗ and eα and eα are as above, we have [g∗, g∗] = 0 and also

[v1, v2] = 0 [v1, w] = 0 [v1, eα] = α(v1)eα

[v1, eα] =−α(v1)eα [w, eα] = λ1e
−α [eα, eβ] = λ2eα+β

[eα, eβ] = λ3e
β−α,

where the λi are constants. With the Courant bracket established, one can check by inspection

that L is involutive.

If ρt is the form in ∧•t∗ determining Lt, then any invariant differential form determining L

is a multiple of

(2.8) ρ = ρt ∧α>0 e
α.

Bi-invariance of J under the action of the maximal torus is a consequence of the following

fact

J [v, t] = [J v, t], for t ∈ t,

which can also be proved by inspection, as the bracket has already been determined. �

As the canonical bundle of any invariant generalized complex structure on a Lie group is

trivial (trivialized by an invariant form), one might wonder when these structures are actually
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generalized Calabi–Yau, i.e., when the canonical bundle admits a nonvanishing closed section.

The following answers this for the structures established in Theorem 2.5.

Theorem 2.6. If G is not abelian, none of the generalized complex structures determined

in Theorem 2.5 is determined by an invariant closed form, i.e., the structure is not invariant

generalized Calabi–Yau.

Proof. We shall start by showing that the form from equation (2.8) is not closed. And, in

order to do so, we shall first establish that

(dθ) ∧α>0 e
α = 0, for all θ ∈ t∗ ⊗ C.

Indeed, if v ∈ t ⊗ C and eα is as above, then, from dθ(X,Y ) = −θ([X,Y ]), we get dθ(v, ·) = 0

and

dθ(eα, eβ) = λθ(eα+β) = 0 if β 6= −α,

where λ is a constant. Hence dt ∈ span{eα ∧ e−α : α > 0} and the claim follows.

Now, for ρ defined in (2.8), the lower order term is

ρ0 = ∧α>0e
α ∧1≤j≤j0 θ

j ,

where θj ∈ t∗⊗C. If ρ determines a generalized Calabi–Yau structure, this form has to be closed

and we can extended the θj so as to form a basis of (1, 0) vectors in t∗ ⊗ C for some complex

structure. From our initial claim, as ρ0 is closed, so is

ρ0 ∧j0<j≤k θ
j = ∧α>0e

α ∧1≤j≤k θ
j .

If we let t ∈ t be an element determining the set of positive roots (i.e. α > 0 if and only if

α(t) > 0) and split it into its (1, 0) and (0, 1) parts and let θj be the 1, 0 vectors dual to θj then

0 = Re(d(ρ0 ∧j0<j≤k θ
j)(∧α>0eα ∧1≤j≤k θj ∧ t0,1)) =

= Re(−
∑
α>0

α(t0,1) ∧α>0 e
α ∧1<j≤k θ

j(∧α>0eα ∧1≤j≤k θj ∧ t0,1))

= −Re(
∑
α>0

α(t0,1)) = −1
2

∑
α>0

α(t) < 0,

which is a contradiction, hence ρ can not be closed. �
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Other structures that will be important on semi-simple Lie groups are twisted generalized

complex structures. This is because these will give us examples of twisted generalized Kähler

manifolds (see Example 2.24). One question that might be raised is whether compact semi-

simple Lie groups can be twisted generalized Calabi–Yau, but the answer is no.

Theorem 2.7. No compact semi-simple Lie group admits a twisted generalized Calabi–Yau

structure with nontrivial twist.

Proof. From Example 1.2, for a semi-simple Lie group the dH -cohomology is trivial for

any nonvanishing class H ∈ H3(G). Therefore, if there was a globally defined dH -closed form

ρ defining the structure, this form would be dH -exact. Then, the claim is a consequence of the

following lemma.

Lemma 2.2. If a dH -closed form ρ defines a generalized Calabi–Yau structure on a compact

manifold, the dH -cohomology class of ρ is nonzero.

Proof. Using (2.2), one can easily show that the Mukai pairing of two dH -exact forms is

d-exact and hence can not be a nontrivial element in the top degree cohomology. On the other

hand, from Proposition 2.1,

(ρ, ρ) 6= 0,

is a volume form, so the dH -cohomology class of ρ is nonzero. �

Having solved the twisted case and given that none of the generalized complex structures

obtained in Example 2.5 is generalized Calabi–Yau, we are led to the following.

Conjecture 2.1. Compact semi-simple Lie groups do not admit (invariant) generalized

Calabi–Yau structures.

While answering the conjecture in the invariant setting may be easy using Cartan’s classi-

fication of semi-simple Lie algebras (and probably the structures above already account for all

possible invariant generalized complex structures), in the noninvariant case this is a very difficult

question. Even the simple case of S3 × S3 is still an open problem and the best results in this

direction come from Lu and Tian [60], showing that the connected sum of m copies of S3 × S3

have holomorphically trivial canonical bundle for m > 1.
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6. Deformations of Generalized Complex Structures

In this section we state part of Gualtieri’s deformation theorem for generalized complex

structures. The space of infinitesimal deformations is naturally a subspace of the space of sections

of ∧2L and we want to know which sections of ∧2L give rise to deformations of the generalized

complex structure. We shall not discuss when such deformations are trivial and instead refer to

Gualtieri’s thesis. Before we can state the theorem we need one extra background lemma.

Initially we observe that the Courant bracket does not satisfy the Jacobi identity. Indeed,

its Jacobiator

Jac(A,B,C) = [[A,B], C] + [[B,C], A] + [[C,A], B]

is given by the following expression:

Lemma 2.3. (Liu, Weinstein and Xu [59]): The Jacobiator of the Courant bracket is given

by

Jac(A,B,C) =
1
3
d(〈[A,B], C〉+ 〈[B,C], A〉+ 〈[C,A], B〉),

where, 〈·, ·〉 is the natural pairing on TM ⊕ T ∗M . In particular, if a subbundle L determines a

generalized complex structure, then the restriction of the Courant bracket to L is a Lie bracket.

Since the Courant bracket is a Lie bracket in L it induces an exterior derivative in ∧•L∗:

dL. Also, as L is isotropic, the natural pairing gives a natural isomorphism L∗ ∼= L and hence dL

is a derivative of sections of ∧•L. Drawing on a result of Liu, Weinstein and Xu [59], Gualtieri

established the following deformation theorem.

Theorem 2.8. (Gualtieri [41], Theorem 5.4): An element ε ∈ ∧2L gives rise to a de-

formation of generalized complex structures if and only if ε is small enough and satisfies the

Maurer–Cartan equation

dLε+
1
2
[ε, ε] = 0.

The deformed complex structure is given by

Lε = (Id + ε)L L
ε = (Id + ε)L,

or, on forms,

ρε = eε · ρ.
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In the complex case, a bivector ε ∈ ∧2,0TM < ∧2L gives rise to a deformation only if each of

the summands vanish, i.e., ∂ε = 0 (ε is holomorphic) and [ε, ε] = 0 (ε is Poisson).

Example 2.18. Any holomorphic bivector ε on a complex surface M is also Poisson, as

[ε, ε] ∈ ∧3,0TM = {0}, and hence gives rise to a deformation of generalized complex structures.

The deformed generalized complex structure will be symplectic outside the divisor representing

c1(M) where the bivector vanishes. At the points where ε = 0 the deformed structure agrees

with the original complex structure.

Example 2.19. Let M4n be a hyperkähler manifold with Kähler forms ωI , ωJ and ωK .

According to the Kähler structure (ωI , I), (ωJ + iωK) is a closed holomorphic 2-form and

(ωJ + iωK)2n is a holomorphic volume form. Therefore these generate a holomorphic Poisson

bivector Λ ∈ ∧2,0TM by

Λ · (ωJ + iωK)2n = 2n(ωJ + iωK)2n−1.

The deformation of the complex structure I by tΛ is given by

etΛ(ωJ + iωK)2n = t2ne
ωJ+iωK

t .

which interpolates between the complex structure I and the B-field transform of the symplectic

structure ωK as t varies from 0 to 1.

We also remark that although in this case we could explicitly find the path connecting the

deformed structures, this is peculiar to the complex case and in general it is hard to find a path

interpolating between two given generalized complex structures: indeed they may have different

topological invariants.

Example 2.20. Let X → B be a symplectic fibration over a twisted generalized complex

base B satisfying the hypothesis of Theorem 2.2. Then any deformation of the generalized

complex structure on B gives rise to a deformation of the generalized complex structure on

X. Indeed, as seen in the proof of the theorem, for a given generalized complex structure with

canonical line bundle K, eiετ ∧ π∗K is the canonical line bundle of the fibration. If K̃ is the

canonical line bundle of a nearby generalized complex structure, we can still use the same ε and

eiετ ∧ π∗K̃ will determine a deformed structure on X.
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7. Submanifolds

In some sense, a generalized complex structure is actually a twisted generalized complex

structure with zero twist, as even though the 3-form is zero, it may be thought to exist and

be part of the structure. This is most evident when one considers submanifolds. At first, the

natural definition seems to be that a submanifold M ↪→ N is a generalized complex submanifold

if

τ0 = TM ⊕ T 0M = {X + ξ ∈ TM ⊕ T ∗N : ξ|TM = 0}

is invariant under J . The problem with this definition is that, as remarked in Example 2.14,

the natural concept of equivalence for generalized complex manifolds is given by the actions

of diffeomorphisms and B-fields. Therefore a meaningful definition of submanifold has to be

invariant under those actions and the above definition does not support B-field actions.

Gualtieri modifies the above definition of generalized complex submanifold by considering

the twisted and nontwisted cases all at once.

Definition. A submanifold with 2-form (M,F ) ↪→ (N,H) is a submanifold of a manifold N with

3-form if dF = H|M . If (N,H,J ) is a twisted generalized complex manifold, then a generalized

complex submanifold is a submanifold with 2-form (M,F ) such that the space

τF = (Id+ F ) · TM ⊕ T 0M = {X + ξ ∈ TM ⊕ T ∗N : ξ|TM = XbF}

is invariant under J .

This way we see that if (M,F ) ↪→ (N,H,J ) is a generalized complex submanifold, then

(M,F −B) will be a submanifold of the B-field transform of (N,J ) which shows this definition

is well behaved under B-field tranforms.

Example 2.21. (Gualtieri [41], Example 7.7): A generalized complex submanifold (M,F ) ↪→

(N, 0) of a complex manifold is the same thing as a complex submanifold, as in this case J maps

TM to itself. Since M is complex, the conormal bundle of M is also invariant under J and

therefore the invariance of τF under the complex structure implies that F ∈ Ω1,1M . Hence a

generalized complex submanifold of a complex manifold is just a complex submanifold with a

closed (1, 1)-form.
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Example 2.22. (Gualtieri [41], Example 7.8): The symplectic case is more interesting

and, as Gualtieri observed, generalized complex submanifolds coincide with coisotropic A-branes

introduced by Kapustin and Orlov [47]. We claim that if (M,F ) is a generalized complex

submanifold of a symplectic manifold (N, 0), then M is a coisotropic submanifold. Also, both

F and, obviously, ω|M are annihilated by the distribution

TMω = {X ∈ TN |M : ω(X,Y ) = 0, ∀Y ∈ TM}.

In the quotient V = TM/TMω, there is a complex structure induced by ω−1F and (F + iω) is

a (2, 0)-form whose top power is a volume element in ∧k,0V . Finally, if F = 0, then M is just a

Lagrangian submanifold of X.

To prove that M is coisotropic, we take X ∈ TMω, so that ω(X, ·) ∈ T 0M , and indeed any

element in T 0M is of that form. Due to the invariance of τF , for ω(X, ·) ∈ T 0M < τF , we have

Jω(X, ·) = −ω−1ω(X, ·) = −X ∈ τF .

This furnishes both that X ∈ TM , and hence M is coisotropic, and that F (X, ·) = 0, and hence

F is also annihilated by the distribution TMω.

To find the complex structure on the quotient TM/TMω we take X ∈ TM and apply J

to X + ξ ∈ τF . Invariance implies that

−ω−1ξ + ω(X, ·) ∈ τF ,

which, is the same as −F ◦ ω−1 ◦ F (X)|M = ω(X, ·)|M where we are seeing F as a map from

TM to T ∗M . In TM/TMω, there is an inverse ω−1 and hence, in the quotient, we have the

identity

−X = (ω−1F )2(X),

showing that ω−1F induces a complex structure on TM/TMω.

For an X ∈ ∧0,1(TM/TMω) we have ω−1F (X) = −iX. Applying ω we get F (X, ·) +

iω(X, ·) = 0 and hence F + iω is annihilated by ∧0,1(TM/TMω) and thus is a (2, 0)-form.

Finally, for X = X1 + iX2 ∈ ∧1,0(TM/TMω), as before we obtain (F − iω)(X, ·) = 0, which

spells out as

F (X1, ·) = −ω(X2, ·) and F (X2, ·) = ω(X1, ·),
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and therefore (F + iω)(X, ·) = −2ω(X2, ·) + 2ω(X1, ·) 6= 0, as ω is nondegenerate in TM/TMω.

Thus F + iω is a nondegenerate 2,0-form.

If F vanishes, 0 is a complex structure in TM/TMω which must therefore be the trivial

vector space and hence M is Lagrangian.

8. Generalized Kähler Manifolds

The key to generalize the concept of Kähler manifold is the observation that for such a

manifold there are two generalized complex structures, J 1,J 2 — one coming from the complex

structure and one from the symplectic — which commute, as the symplectic form ω is of type

(1, 1), and such that

〈J 1J 2v, v〉 > 0, for v 6= 0.

Further, a Kähler structure is a Calabi-Yau structure if

(eiω, e−iω) =
(−2iω)n

n!
= kΩ ∧ Ω = (−1)|Ω|k(Ω,Ω),

for some constant k ∈ C.

Definition. A generalized Kähler structure on a manifold M is a pair of commuting generalized

complex structures, J 1 and J 2 such that

〈J 1J 2·, ·〉

is a positive definite metric on TM ⊕ T ∗M .

A generalized Calabi-Yau metric structure is a generalized Kähler structure determined by

two closed forms ρ1 and ρ2 whose Mukai pairings are related by

(ρ1, ρ1) = k(ρ2, ρ2),

for some constant k.

Letting G = J 1J 2, for a generalized Kähler structure, it is clear that G is orthogonal, as

a composition of orthogonal maps. Further, G2 = Id, showing that G is self adjoint and the

generalized Kähler metric is compatible with the natural pairing. Therefore G determines a

decomposition of TM ⊕ T ∗M into ±1-eigenspaces C±. As J 1 and J 2 commute, they can be
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diagonalized simultaneously. If we denote their +i-eigenspaces by L1/2, this means that

L1 = L1 ∩ L2 ⊕ L1 ∩ L2 L2 = L1 ∩ L2 ⊕ L1 ∩ L2.

Hence

C+ ⊗ C = L1 ∩ L2 ⊕ L1 ∩ L2,

C− ⊗ C = L1 ∩ L2 ⊕ L1 ⊕ L2.

This shows that L1 ∩ L2 and L1 ∩ L2 are n-complex-dimensional spaces.

Moreover, according to work on Section 1.4, C± are the graphs of b ± g over TM and,

J 1 can be used as a complex structure on C± orthogonal with respect to the natural pairing.

Hence, projecting to TM , we obtain two almost complex structures on TM , J±, orthogonal

with respect to g: one coming from C+ the other coming from C−. But the +i-eigenspaces for

the complex structures in C± are L1 ∩L2 and L1 ∩L2, which are integrable with respect to the

Courant bracket, hence their projections over the tangent bundle are integrable with respect

to the Lie bracket and J± are integrable. This shows that a generalized Kähler manifold has a

bihermitian structure.

Finally, Gualtieri shows that if we let ω± be the 2-forms associated with the hermitian

structures:

ω± = g(J±·, ·),

then

dc
+ω+ = −dc

−ω− = db,

Where dc
± is the dc operator for the complex structure J±. And indeed all this structure is

enough to describe a generalized Kähler manifold.

Theorem 2.9. (Gualtieri [41], Proposition 5.17) A bihermitian manifold (M, g, J±) admits

a generalized Kähler structure for which J± are the complex structures induced by the generalized

Kähler structure if and only if

dc
+ω+ = −dc

−ω− = db,

for some 2-form b.
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In this case, the generalized complex structures J 1 and J 2 are given by

(2.9) J 1/2 =
1
2

1 0

b 1

 J+ ± J− −(ω−1
+ ∓ ω−1

− )

ω+ ∓ ω− −(J∗+ ± J∗−)

  1 0

−b 1

 .

Remark. For a generic bihermitian structure, dc
+ω+ may not even be closed, hence the general-

ized Kähler condition is that not only dc
+ω+ = −dc

−ω−, but also that this is an exact form.

Example 2.23. (Gualtieri [41], Example 6.30) Let (M, I, J,K, g) be a hyperkähler man-

ifold. Then g is hermitian with respect to the three complex structures, and the respective

Kähler forms, ωI , ωJ and ωK are dc-closed. Therefore, choosing, say, I and J for J± we see that

the hypotheses of the above theorem are fulfilled with b = 0, hence these two complex structures

furnish the hyperkähler manifold with a generalized Kähler structure. The generalized complex

structures J 1/2 are given by

J 1/2 =
1
2

 I ± J −(ω−1
I ∓ ω

−1
J )

ωI ∓ ωJ −(I∗ ± J∗).


Recalling that the complex structures I, J and K satisfy relations like I = −ω−1

J ωK , we can

re-write J 1/2 as:

J 1 =

 1 0

ωK 1

  0 −1
2(ω−1

I − ω
−1
J )

1
2(ωI − ωJ) 0

  1 0

−ωK 1



J 2 =

 1 0

−ωK 1

  0 −1
2(ω−1

I + ω−1
J )

1
2(ωI + ωJ) 0

  1 0

ωK 1

 .

These are B-field transforms of symplectic structures, and the respective differential forms defin-

ing the structures are:

ρ1 = exp(ωK +
i

2
(ωI − ωJ));

ρ2 = exp(−ωK +
i

2
(ωI + ωJ)).

This example shows that it is possible to have two symplectic structures giving rise to a

generalized Kähler. The same is not true for complex structures as Gualtieri shows that the

sum of the types of J 1 and J 2 can not exceed n, for a 2n-dimensional manifold. Also, this

is an example of a generalized Kähler structure which is not merely a B-field transform of an
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actual Kähler structure. However, one can still argue that, although the structure is different,

the manifold does admit a Kähler structure.

Open problem: Find examples of generalized Kähler manifolds that do not admit Kähler

structures.

Another interesting problem in this area concerns the deformation of generalized Kähler

structures. It is a result of Kodaira and Spencer that the Kähler condition is open [51, 52], in

the sense that if one deforms a complex structure compatible with a Kähler metric, it is possible

to find another Kähler metric with which the deformed complex structure compatible, as long

as the deformation is small enough.

Conjecture 2.2. The generalized Kähler condition is open.

Remark. One last and important remark concerns the decomposition of forms in the generalized

Kähler case. Each generalized complex structure gives rise to a decomposition of ∧•TM⊗C into

V k
j the ik-eigenspaces of J j . As J 1 and J 2 commute, so do their Lie algebra actions. Hence

their action on forms can be simultaneously diagonalized. If we let Up,q = V p
1 ∩ V

q
2 , then

V p
1 =

∑
q

Up,q, and V q
2 =

∑
p

Up,q.

Further, as L1 ∩ L2 is n-complex-dimensional, we get that V ±n
1 ∈ V 0

2 and vice-versa. And in

general, from there,

V
±(n−k)
1 ⊂ ⊕k

j=0V
−k+2j
2 .

8.1. Twisted Generalized Kähler Manifolds. By considering twisted structures, we

obtain the twisted version of the generalized Kähler condition.

Definition. An H-twisted generalized Kähler structure on a manifold M is a pair of commuting

H-twisted generalized complex structures, J 1 and J 2 such that

〈J 1J 2·, ·〉

is a definite metric on TM ⊕ T ∗M .

These structures can also be described in bihermitian terms (in the twisted case, J± will

also be integrable complex structures).
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Theorem 2.10. (Gualtieri [41], Theorem 5.37) A bihermitian manifold (M, g, J±) admits

an H-twisted generalized Kähler structure for which J± are the complex structures induced by

the twisted generalized Kähler structure if and only if

dc
+ω+ = −dc

−ω− = H + db,

for some 2-form b.

In this case, the twisted generalized complex structures J 1 and J 2 are given by Equation

(2.9).

Remark. If (M, g, J) is a hermitian manifold, we can consider the associated 2-form, ω = g(J ·, ·).

This structure is called strong Kähler with torsion (SKT) if dcω is a nonzero closed form. By

the above, a twisted generalized Kähler manifold is SKT with respect to both induced complex

structures.

Example 2.24. (Gualtieri [41], Example 6.39) Let JL and JR be left and right invariant

complex structures as constructed in Theorem 2.5 on an even dimensional, compact Lie group

G. If G is semi-simple, these can be chosen to be Hermitian with respect to the invariant

metric induced by the Killing form K. We claim that this bihermitian structure furnishes

G with a twisted generalized Kähler structure with twist H, the bi-invariant Cartan 3-form:

H(X,Y, Z) = K([X,Y ], Z). To prove this claim we just have to compute dc
LωL:

A = dc
LωL(X,Y, Z) = dLωL(JLX, JLY, JLZ)

= −ωL([JLX, JLY ], JLZ) + cp.

= −K([JLX, JLY ], Z) + cp.

= −K(JL[JLX,Y ] + JL[X, JLY ] + [X,Y ], Z) + cp.

= (2K([JLX, JLY ], Z) + cp.)− 3H(X,Y, Z)

= −2A− 3H,

where cp. stands for cyclic permutations. This proves that dc
LωL = −H. Since the right Lie

algebra is antiholomorphic to the left, the same calculation yields dc
RωR = H and by Theorem

2.10, this bihermitian structure induces a twisted generalized Kähler structure.
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Observe that the twisted generalized Kähler structure obtained in this example is neither

left nor right invariant under the Lie group action, as each of the induced complex structures

entering formula (2.9) is only left/right invariant. However, as both complex structures are

invariant under the maximal torus action, the induced twisted generalized Kähler structure is

also invariant under this action.





CHAPTER 3

Generalized Complex Structures on Nilmanifolds

When Thurston gave the first example of a symplectic manifold with no Kähler structure in

[79], he laid the ideas of what became known as symplectic fibrations and we have already seen in

Theorem 2.2 that this construction also works in the generalized complex setting. But Thurston’s

simplest example, a principal torus bundle over a torus, can be generalized in a different direction

to what is called a nilmanifold. Later work by Cordero, Fernández and Gray [16, 18] brought

these manifolds to the attention of differential geometers and the study of invariant geometries

on these spaces has been an interesting source of examples [5, 27, 45, 48, 75].

A nilmanifold is a homogeneous space M = Γ\G, where G is a simply connected nilpotent

real Lie group and Γ is a lattice of maximal rank in G. Such groups G of dimension ≤ 7 have been

classified, and 6 is the highest dimension where there are finitely many. According to [62, 70]

there are 34 isomorphism classes of connected, simply-connected 6-dimensional nilpotent Lie

groups. This means that, with respect to invariant geometry, there are essentially 34 separate

cases to investigate.

The question of which 6-dimensional nilmanifolds admit a symplectic structure was settled

by Goze and Khakimdjanov [36]: exactly 26 of the 34 classes admit symplectic forms. Subse-

quently, the question of left-invariant complex geometry was solved by Salamon [75]: he proved

that exactly 18 of the 34 classes admit an invariant complex structure. While the torus is the

only nilmanifold admitting a Kähler structure, 15 of the 34 nilmanifolds admit both complex

and symplectic structures. This leaves us with 5 classes of 6-dimensional nilmanifolds admitting

neither complex nor symplectic left-invariant geometry. See Figure 1 for illustration.

It was this result of Salamon which inspired Gualtieri and myself to ask whether the 5

outlying classes might admit a generalized complex structure. The main result of this Chapter

is to answer this question in the affirmative: all 6-dimensional nilmanifolds admit generalized

complex structures.

53
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Figure 1: Left-invariant structures on the 34 six-dimensional nilpotent Lie groups.

We begin in Section 1 with a brief introduction to nilmanifolds. Some results about gener-

alized complex structures on nilmanifolds in arbitrary dimension appear in Section 2. Section 3

contains our main result: the classification of left-invariant generalized complex structures on

6-dimensional nilmanifolds. In Section 4 we show that while the moduli space of left-invariant

complex structures on the Iwasawa nilmanifold is disconnected (as shown in [48]), its compo-

nents can be joined using generalized complex structures. In the final section, we provide an

8-dimensional nilmanifold which does not admit a left-invariant generalized complex structure,

thus precluding the possibility that all nilmanifolds admit left-invariant generalized complex

geometry.

Gualtieri’s main contributions to this chapter were his patient explanations of generalized

complex structures to me (already fully acknowledged in Chapter 2), clarification of my original

notes and final editing. The results in this chapter are mine.

1. Nilmanifolds

A nilmanifold is the quotient M = Γ\G of a connected, simply-connected nilpotent real

Lie group G by the left action of a maximal lattice Γ, i.e. a discrete cocompact subgroup. By

results of Malcev [63], a nilpotent Lie group admits such a lattice if and only if its Lie algebra

has rational structure constants in some basis. Moreover, any two nilmanifolds of G rationally

compatible with a lattice can be expressed as finite covers of a third one.

A connected, simply-connected nilpotent Lie group is diffeomorphic to its Lie algebra via

the exponential map and so is contractible. For this reason, the homotopy groups πk of nilman-

ifolds vanish for k > 1, i.e. nilmanifolds are Eilenberg-MacLane spaces K(Γ, 1). In fact, their
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diffeomorphism type is determined by their fundamental group. Malcev showed that this funda-

mental group is a finitely generated nilpotent group with no element of finite order. Such groups

can be expressed as central Z extensions of groups of the same type, which implies that any

nilmanifold can be expressed as a circle bundle over a nilmanifold of lower dimension. Because

of this, one may easily use Gysin sequences to compute the cohomology ring of any nilmanifold.

Nomizu used this fact to show that the rational cohomology of a nilmanifold is captured by the

subcomplex of the de Rham complex Ω•(M) consisting of forms descending from left-invariant

forms on G:

Theorem 3.1. (Nomizu [72]) The de Rham complex Ω•(M) of a nilmanifold M = Γ\G

is quasi-isomorphic to the complex ∧•g∗ of left-invariant forms on G, and hence the de Rham

cohomology of M is isomorphic to the Lie algebra cohomology of g.

In this chapter we will search for generalized complex structures on Γ\G which descend

from left-invariant ones on G, which we will call left-invariant generalized complex structures.

This will require detailed knowledge of the structure of the Lie algebra g, and so we outline its

main properties in the remainder of this section.

Nilpotency implies that the central descending series of ideals defined by g0 = g, gk =

[gk−1, g] reaches gs = 0 in a finite number s of steps, called the nilpotency index, nil(g) (also

called the nilpotency index of any nilmanifold associated to g). Dualizing, we obtain a filtration

of g∗ by the annihilators Vi of gi, which can also be expressed as

Vi =
{
v ∈ g∗ : dv ∈ ∧2Vi−1

}
,

where V0 = {0}. Choosing a basis for V1 and extending successively to a basis for each Vk, we

obtain a Malcev basis {e1, . . . , en} for g∗. This basis satisfies the property

(3.1) dei ∈ ∧2 〈e1, . . . , ei−1〉 ∀i.

The filtration of g∗ induces a filtration of its exterior algebra, and leads to the following useful

definition:

Definition. With Vi as above, the nilpotent degree of a p-form α, which we denote by nil(α), is

the smallest i such that α ∈ ∧pVi.

Remark. If α is a 1-form of nilpotent degree i then nil(dα) = i− 1.
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In this thesis, we specify the structure of a particular nilpotent Lie algebra by listing the

exterior derivatives of the elements of a Malcev basis as an n-tuple of 2-forms (dek =
∑
cijk ei ∧

ej)m
k=1. In low dimensions we use the shortened notation ij for the 2-form ei ∧ ej , as in the

following 6-dimensional example: the 6-tuple (0, 0, 0, 12, 13, 14 + 35) describes a nilpotent Lie

algebra with dual g∗ generated by 1-forms e1, . . . , e6 and such that de1 = de2 = de3 = 0, while

de4 = e1 ∧ e2, de5 = e1 ∧ e3, and de6 = e1 ∧ e4 + e3 ∧ e5. We see clearly that V1 = 〈e1, e2, e3〉,

V2 = 〈e1, e2, e3, e4, e5〉, and V3 = g∗, showing that the nilpotency index of g is 3.

2. Generalized Complex Structures on Nilmanifolds

In this section, we present two results concerning generalized complex structures on nil-

manifolds of arbitrary dimension. In Theorem 3.2, we prove that any left-invariant generalized

complex structure on a nilmanifold must be generalized Calabi-Yau, i.e. the canonical bundle

UL has a closed trivialization. In Theorem 3.3 we prove an upper bound for the type of a left-

invariant generalized complex structure, depending only on crude information concerning the

nilpotent structure.

We begin by observing that a left-invariant generalized complex structure must have con-

stant type k throughout the nilmanifold M2n, and its canonical bundle UL must be trivial.

Hence, we may choose a global trivialization of the form

ρ = eB+iωΩ,

where B,ω are real left-invariant 2-forms and Ω is a globally decomposable complex k-form, i.e.

Ω = θ1 ∧ · · · ∧ θk,

with each θi left-invariant. These data satisfy the nondegeneracy condition ω2n−2k ∧ Ω ∧ Ω 6= 0

as well as the integrability condition dρ = (X + ξ) · ρ for some section X + ξ ∈ C∞(T ⊕ T ∗).

Since ρ and dρ are left-invariant, we can choose X + ξ to be left-invariant as well.

It is useful to order {θ1, . . . , θk} according to nilpotent degree, and also to choose them in

such a way that {θj : nil(θj) > i} is linearly independent modulo Vi; this is possible according

to the following lemma.
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Lemma 3.1. It is possible to choose a left-invariant decomposition Ω = θ1 ∧ · · · ∧ θk such

that nil(θi) ≤ nil(θj) for i < j, and such that {θj : nil(θj) > i} is linearly independent modulo

Vi for each i.

Proof. Choose any left-invariant decomposition Ω = θ1 ∧ · · · ∧ θk ordered according to

nilpotent degree, i.e. nil(θi) ≤ nil(θj) for i < j. Certainly {θ1, . . . , θk} is linearly independent

modulo V0 = {0}. Now let πi : g∗ → g∗/Vi be the natural projection, and suppose {πi(θj) :

nil(θj) > i} is linearly independent for all i < m. ConsiderX = {πm(θj) : nil(θj) > m}. If there

is a linear relation πm(θp) =
∑

l 6=p αlπm(θl) among these elements, then we may replace θp with

θ̃p = θp −
∑

l 6=p αlθl, which does not change Ω or affect linear independence modulo Vi, i < m.

However, note that nil(θ̃p) ≤ m, i.e. we have removed an element from X. Reordering by degree

and repeating the argument, we may remove any linear relation modulo Vm in this way, proving

the induction step. �

We require a simple linear algebra fact before moving on to the theorem.

Lemma 3.2. Let V be a subspace of a vector spaceW , let α ∈ ∧pV , and suppose {θ1, . . . , θm} ⊂

W is linearly independent modulo V . Then α ∧ θ1 ∧ · · · ∧ θm = 0 if and only if α = 0.

Proof. Let π : W → W/V be the projection and choose a splitting W ∼= V ⊕ W/V ;

α ∧ θ1 ∧ · · · ∧ θm has a component in ∧pV ⊗ ∧m(W/V ) equal to α⊗ π(θ1) ∧ · · · ∧ π(θm), which

vanishes if and only if α = 0. �

Theorem 3.2. Any left-invariant generalized complex structure on a nilmanifold must be

generalized Calabi-Yau. That is, any left-invariant global trivialization ρ of the canonical bun-

dle must be a closed differential form. In particular, any left-invariant complex structure has

holomorphically trivial canonical bundle.

Proof. Let ρ = eB+iωΩ be a left-invariant trivialization of the canonical bundle such that

Ω = θ1 ∧ · · · ∧ θk, with {θ1, . . . , θk} ordered according to Lemma 3.1. Then the integrability

condition dρ = (X + ξ) · ρ is equivalent to the condition

(3.2) d(B + iω) ∧ Ω + dΩ = (iX(B + iω)) ∧ Ω + iXΩ + ξ ∧ Ω.

The degree k + 1 part of (3.2) states that

(3.3) dΩ = iX(B + iω) ∧ Ω + ξ ∧ Ω.
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Taking wedge of (3.3) with θi we get

dθi ∧ θ1 ∧ · · · ∧ θk = 0, ∀i.

Now, let {θ1, . . . , θj} be the subset with nilpotent degree ≤ nil(dθi). Note that j < i since

nil(θi) = nil(dθi) + 1. Then since

(dθi ∧ θ1 ∧ · · · ∧ θj) ∧ θj+1 ∧ · · · ∧ θk = 0,

we conclude from Lemma 3.2 that

(3.4) dθi ∧ θ1 ∧ · · · ∧ θj = 0, with j < i.

Since this argument holds for all i, we conclude that dΩ = 0. The degree k + 3 part of (3.2)

states that d(B + iω) ∧ Ω = 0, and so we obtain that dρ = eB+iωdΩ = 0, as required. �

Equation (3.4) shows that the integrability condition satisfied by ρ leads to constraints on

{θ1, . . . , θk}. Since these will be used frequently in the search for generalized complex structures,

we single them out as follows.

Corollary 1. Assume {θ1, . . . , θk} are chosen according to Lemma 3.1. Then

(3.5) dθi ∈ I({θj : nil(θj) < nil(θi)}),

where I( ) denotes the ideal generated by its arguments. Since nil(θi) is weakly increasing, we

have, in particular,

dθi ∈ I(θ1, . . . , θi−1).

Example 3.1. Since dθ1 ∈ I(0), we see that θ1 is always closed, and therefore it lies on V1

or, equivalently, nil(θ1) = 1.

So far, we have described constraints deriving from the integrability condition on ρ. How-

ever, nondegeneracy (in particular, Ω∧Ω 6= 0) also places constraints on the θi appearing in the

decomposition of Ω. The following example illustrates this.

Example 3.2. If θ1, . . . , θj ∈ Vi, then nondegeneracy implies that dimVi ≥ 2j. For a fixed

nilpotent algebra, this places an upper bound on the number of θj which can be chosen from

each Vi.
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In the next lemma we prove a similar, but more subtle constraint on the 1-forms θi.

Lemma 3.3. Assume that {θ1, . . . , θk} are chosen according to Lemma 3.1. Suppose that

no θi satisfies nil(θi) = j, but that there exists θl with nil(θl) = j + 1. Then θl ∧ θl 6= 0 modulo

Vj (i.e. in ∧2(Vj+1/Vj)), and in particular Vj+1/Vj must have dimension 2 or greater.

Proof. Assume that the hypotheses hold but θl ∧ θl = 0 modulo Vj . Because of this, it is

possible to decompose θl = v + α, where nil(α) < j + 1, and such that v ∧ v = 0. Therefore, up

to multiplication of θl (and therefore Ω) by a constant, v is real.

By Corollary 1, dθl ∈ I({θi : nil(θi) < j + 1}). By hypothesis, there is no θi with nilpotent

degree j, therefore we obtain

dv + dα =
∑

nil(θi)<j

ξi ∧ θi,

where ξi ∈ g∗. Since nil(dv) = j, there is an element w ∈ gj−1 such that iwdv 6= 0. On the other

hand, the nilpotent degrees of dα and the {θi} in the sum above are less than j, hence interior

product with w annihilates all these forms. In particular,

0 6= iwdv =
∑

nil(θi)<j

(iwξi)θi.

Therefore, iwξi is nonzero for some i. But, the left hand side is real, thus

0 = iwdv ∧ iwdv =

 ∑
nil(θi)<j

(iwξi)θi

 ∧
 ∑

nil(θi)<j

(iwξi)θi

 .

By the nondegeneracy condition, the right hand side is nonzero, which is a contradiction. Hence

θl ∧ θl 6= 0 modulo Vj . �

From this lemma, we see that if dimVj+1/Vj = 1 occurs in a nilpotent Lie algebra, then it

must be the case, either that some θi has nilpotent degree j, or that no θi has nilpotent degree

j + 1. In this way, we see that the size of the nilpotent steps dimVj+1/Vj may constrain the

possible types of left-invariant generalized complex structures, as we now make precise.

Theorem 3.3. Let M2n be a nilmanifold with associated Lie algebra g. Suppose there exists

a j > 0 such that, for all i ≥ j,

(3.6) dim (Vi+1/Vi) = 1.
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Then M cannot admit left-invariant generalized complex structures of type k for k ≥ 2n−nil(g)+

j.

In particular, if M has maximal nilpotency index (i.e. dimV1 = 2, dimVi/Vi−1 = 1 ∀i > 1),

then it does not admit generalized complex structures of type k for k ≥ 2.

Proof. First observe that for any nilpotent Lie algebra nil(g) ≤ 2n − 1, so the theorem

only restricts the existence of structures of type k > 1.

According to Lemma 3.3, if none of the θi have nilpotent degree j, then there can be none

with nilpotent degree j+1, j+2, . . . by the condition (3.6). Hence we obtain upper bounds for the

nilpotent degrees of {θ1, . . . , θk}, as follows. First, θ1 has nilpotent degree 1 (by Example 3.1).

Then, if nil(θ2) ≥ j + 2, this would imply that no θi had nilpotent degree j + 1, which is a

contradiction by the previous paragraph. Hence nil(θ2) < j + 2. In general, nil(θi) < j + i.

Suppose that M admits a generalized complex structure of type k > 1. Then we see that

nil(θk) < j + k. By Example 3.2, we see this means that dimVj+k−1 ≥ 2k.

On the other hand, dimVj+k−1 = 2n− dim g∗/Vj+k−1, and since g∗ = Vnil(g), we have

g∗/Vj+k−1 = Vnil(g)/Vj+k−1
∼= Vnil(g)/Vnil(g)−1 ⊕ · · · ⊕ Vj+k/Vj+k−1,

and the nil(g) − j − k + 1 summands on the right have dimension 1, by hypothesis. Hence

dimVj+k−1 = 2n− nil(g) + j + k − 1, and combining with the previous inequality, we obtain

k < 2n− nil(g) + j,

as required. For the last claim, observe that M2n has maximal nilpotency index when nil(M) =

2n− 1, in which case (3.6) holds for j = 1. �

Constraints beyond those mentioned here may be obtained if one considers the fact that

Ω ∧ Ω defines a foliation and that ω restricts to a symplectic form on each leaf. Both the

leafwise nondegeneracy of ω and the requirement of being closed on the leaves lead to useful

constraints on what types of generalized complex structure may exist, as we shall see in the

following sections.

3. Generalized Complex Structures on 6-nilmanifolds

In this section, we turn to the particular case of 6-dimensional nilmanifolds. The prob-

lem of classifying those which admit left-invariant complex (type 3) and symplectic (type 0)
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structures has already been solved [75, 36], so we are left with the task of determining which

6-nilmanifolds admit left-invariant generalized complex structures of types 1 and 2. The result

of our classification is presented in Table 1, where explicit examples of all types of left-invariant

generalized complex structures are given, whenever they exist. The main results establishing this

classification are Theorems 3.4 and 3.5. Throughout this section we often require the use of a

Malcev basis {e1, . . . , e6} as well as its dual basis {∂1, . . . , ∂6}. We use ei1···ip as an abbreviation

for ei1 ∧ · · · ∧ eip .

3.1. Generalized Complex Structures of Type 2. By the results of the last section,

a left-invariant structure of type 2 is given by a closed form ρ = exp(B + iω)θ1θ2, where

ω∧ θ1θ2θ1θ2 6= 0. As a consequence of Theorem 3.3, any 6-nilmanifold with maximal nilpotence

step cannot admit this kind of structure. We now rule out some additional nilmanifolds, using

Lemma 3.3.

Lemma 3.4. If a 6-nilmanifold M has nilpotent Lie algebra given by (0, 0, 0, 12, 14,−), and

has nilpotency index 4, then M does not admit left-invariant generalized complex structures of

type 2.

Proof. Suppose that M admits a structure ρ of type 2. Since M has nilpotency index 4,

Vi+1/Vi is 1-dimensional for i ≥ 1. From dθ1 = 0 and Lemma 3.3, we see that θ1 = z1e1 +

z2e2 + z3e3 and nil(θ2) ≤ 2, thus θ2 = w1e1 + w2e2 + w3e3 + w4e4. The conditions d(θ1θ2) = 0

and θ1θ2θ1θ2 6= 0 together imply z3 = 0. Further, the annihilator of θ1θ2θ1θ2 is generated by

{∂5, ∂6}. Hence, the nondegeneracy condition ω2 ∧ Ω ∧ Ω 6= 0 implies that

B + iω = (k1e1 + . . . k4e4 + k5e5)e6 + α,

where k5 6= 0 and α ∈ ∧2 〈e1, · · · , e5〉. But, using the structure constants, we see that dρ must

contain a nonzero multiple of e6, and so cannot be closed. �

Lemma 3.5. Nilmanifolds associated to the algebras defined by

(0, 0, 0, 12, 14, 13− 24),

(0, 0, 0, 12, 14, 23 + 24)

do not admit left-invariant generalized complex structures of type 2.
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Proof. Each of these nilmanifolds has nil(g) = 3, with dimV1 = 3 and dimV2/V1 = 1.

Suppose either nilmanifold admitted a structure ρ of type 2. If nil(θ2) = 2, we could use

the argument of the previous lemma to obtain a contradiction. Hence, suppose nil(θ2) = 3.

Lemma 3.3 then implies that θ2 ∧ θ2 6= 0 (mod V2), which means it must have nonzero e5 and

e6 components.

Now, if θ1 had a nonzero e3 component, then dθ2 ∧ θ1 would have nonzero e234 component,

contradicting (3.5). Hence

(3.7) θ1 = z1e1 + z2e2 θ2 =
6∑

i=1

wiei.

But for these, the coefficient of e123 in dθ2 ∧ θ1 would be −z2w6 (for the first nilmanifold) or

z1w6 (for the second), in each case implying θ1 ∧ θ1 = 0, a contradiction. �

Lemma 3.6. Nilmanifolds associated to the algebras defined by

(0, 0, 12, 13, 23, 14),

(0, 0, 12, 13, 23, 14− 25)

do not admit left-invariant generalized complex structures of type 2.

Proof. Each of these nilmanifolds have nil(g) = 4, with dimV1 = 2, dimV2 = 3, and

dimV3 = 5. Suppose either nilmanifold admitted a structure ρ of type 2. V4/V3 is 1-dimensional

and so Lemma 3.3 implies that nil(θ2) 6= 4. Since θ1 is closed and satisfies θ1θ1 6= 0, we

may rescale it to obtain θ1 = e1 + z2e2. The condition dθ2 ∈ I(θ1) implies we can write

θ2 = w2e2 + w3e3 + w4(e4 + z2e5). Now let

B + iω =
∑
i<j

kijeij

and differentiate ρ using the structure constants. In both cases, dρ = 0 implies B + iω =

ξ1θ1 + ξ2θ2 for 1-forms ξi. Therefore ω is degenerate on the leaves defined by Ann(θ1θ2θ1θ2),

contradicting the requirement ω2 ∧ Ω ∧ Ω 6= 0. �

Theorem 3.4. The only 6-dimensional nilmanifolds not admitting left-invariant generalized

complex structures of type 2 are those with maximal nilpotency index and those excluded by

Lemmas 3.4, 3.5, and 3.6.
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Proof. In Table 1, in the the end of this chapter, we provide explicit left-invariant gen-

eralized complex structures of type 2 for all those not excluded by the preceding lemmas and

Theorem 3.3. �

3.2. Generalized Complex Structures of Type 1. A left-invariant generalized complex

structure of type 1 is given by ρ = exp(B + iω)θ1, where ω2 ∧ θ1θ1 6= 0. Note that this implies

that ω is a symplectic form on the 4-dimensional leaves of the foliation determined by θ1 ∧ θ1.

Theorem 3.5. The only 6-nilmanifolds which do not admit left-invariant generalized com-

plex structures of type 1 are those associated to the algebras defined by (0, 0, 12, 13, 23, 14) and

(0, 0, 12, 13, 23, 14− 25).

Proof. In Table 1, at the end of this chapter, we provide explicit forms defining type 1

structures for all 6-nilmanifolds except the two mentioned above.

Suppose the nilmanifold is associated to the Lie algebra (0, 0, 12, 13, 23, 14). Then up to a

choice of Malcev basis, a generalized complex structure of type 1 can be written

ρ = exp(B + iω)(e1 + z2e2), B + iω =
∑
i<j

kijeij .

The condition dρ = 0 implies that

(−k36e314 + k45e135 − k45e423 + k46e136 + k56e236 − k56e514)(e1 + z2e2) = 0.

The vanishing of the e1245, e1236, e1235, and e1234 components imply successively that k56, k46,

k45, and k36 all vanish.

The leaves of the distribution Ann(θ1θ1) are the tori generated by ∂3, ∂4, ∂5, ∂6, and the

previous conditions on B+ iω imply that on these leaves, ω restricts to Im (k34)e34 +Im(k35)e35

which is degenerate, contradicting ω2 ∧ θ1θ1 6= 0. An identical argument holds for the nilpotent

algebra (0, 0, 12, 13, 23, 14− 25). �

4. β-transforms of Generalized Complex Structures

In this section, we will use Theorem 2.8 to show that any left-invariant complex structure

on a nilmanifold may be deformed into a left-invariant generalized complex structure of type

1. By connecting the type 3 and type 1 structures in this way, we go on to show that the two
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disconnected components of the left-invariant complex moduli space on the Iwasawa manifold

may be joined by paths of generalized complex structures.

Theorem 3.6. Every left-invariant complex structure on a 2n-dimensional nilmanifold can

be deformed, via a β-field, into a left-invariant generalized complex structure of type n− 2.

Proof. According to Theorem 2.8, such a deformation can be obtained if we find a holo-

morphic Poisson structure. Let us construct such a bivector β.

By Theorem 3.2, a left-invariant complex structure on a nilmanifold has a holomorphically

trivial canonical bundle. Let Ω = θ1 ∧ · · · ∧ θn be a holomorphic volume form, and choose the θi

according to Lemma 3.1, so that, by Corollary 1, the differential forms θ1, θ1∧θ2, . . . , θ1∧· · ·∧θn

are all holomorphic. Now let {x1, . . . , xn} be a dual basis for the holomorphic tangent bundle.

By interior product with Ω, we see that the multivectors xn, xn−1 ∧ xn, . . . , x1 ∧ · · · ∧ xn are all

holomorphic as well. In particular, we have a holomorphic bivector β = xn−1 ∧ xn. Calculating

the Schouten bracket of this bivector with itself, we obtain

[β, β] = [xn−1 ∧ xn, xn−1 ∧ xn] = 2[xn−1, xn] ∧ xn−1 ∧ xn = 0,

where the last equality follows from the fact that [xn−1, xn] ∈ 〈xn−1, xn〉, since θi([xn−1, xn]) =

−dθi(xn−1, xn) = 0 for i < n− 1, by Corollary 1.

Hence β gives rise to a deformation of the generalized complex structure. The resulting

structure ρ̃ is given by the following differential form:

ρ̃ = eiβρ = ρ+ iβρ = eθn−1∧θnθ1 ∧ · · · ∧ θn−2,

and we see immediately that it is a left-invariant generalized complex structure of type n−2. �

Example 3.3. In [48], Ketsetzis and Salamon study the space of left-invariant complex

structures on the Iwasawa nilmanifold. This manifold is the quotient of the complex 3-dimensional

Heisenberg group of unipotent matrices by the lattice of unipotent matrices with Gaussian in-

teger entries. As a nilmanifold, it has structure (0, 0, 0, 0, 13− 24, 14 + 23). Ketsetzis and Sala-

mon observe that the space of left-invariant complex structures with fixed orientation has two

connected components which are distinguished by the orientation they induce on the complex

subspace 〈∂1, ∂2, ∂3, ∂4〉.
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Connecting the two components. Consider the left-invariant complex structures defined by

the closed differential forms ρ1 = (e1+ie2)(e3+ie4)(e5+ie6) and ρ2 = (e1+ie2)(e3−ie4)(e5−ie6).

These complex structures clearly induce opposite orientations on the space 〈∂1, . . . , ∂4〉, so lie

in different connected components of the moduli space of left-invariant complex structures.

By Theorem 3.6, the first complex structure can be deformed, by the β-field β1 = −1
4 (x3 −

ix4)(x5 − ix6) into the generalized complex structure

eβρ1 = e−(e35−e46)−i(e45+e36)(e1 + ie2),

and then, by the action of the closed B-field B1 = e35 − e46, into

ρ = e−i(e45+e36)(e1 + ie2).

On the other hand, the second complex structure can be deformed, via the β-field β2 =
1
4(x3 + ix4)(x5 + ix6), into the type 1 generalized complex structure

eβρ2 = e(e35−e46)−i(e45+e36)(e1 + ie2),

and then by the B-field B2 = −(e35 − e46) into

ρ = e−i(e45+e36)(e1 + ie2),

which is the same generalized complex structure obtained from ρ1.

Therefore, by deforming by β- and B-fields, the two disconnected components of the mod-

uli space of left-invariant complex structures can be connected, through generalized complex

structures.

Example 3.4. The standard complex structure on the 4-torus or in the nilmanifold (0, 0, 0, 12)

can be deformed into the B-field transform of a symplectic structure, by Theorem 3.6. If a nil-

manifold N is a 2-torus bundle over either of these and there is a cohomology class a ∈ H2(N)

which restricts to the symplectic form on the 2-torus, then, by Theorem 2.2, N will have a type

2 structure which can deformed into a symplectic structure, by Example 2.20. Moreover, in the

case of invariant structures, it is easy to see that if the symplectic form of a type 2 structure is

closed, then the structure can be deformed into a symplectic one. Using the forms from Table
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1, this explains why the following nilmanifolds have both type 2 and symplectic structures:

(0, 0, 0, 12, 13, 14 + 23) (0, 0, 0, 12, 13, 24)

(0, 0, 0, 12, 13, 14) (0, 0, 0, 12, 13, 23)

(0, 0, 0, 0, 12, 13) (0, 0, 0, 0, 0, 12).

On the other hand, the nilmanifold (0, 0, 0, 0, 0, 12 + 34) admits a type 2 structure determined

by the form (1 + i2)(3 + i4) exp i(56) and admits no symplectic structure. This shows that in

Example 2.20 we actually need the 2-form τ to be closed for deformations on the base to give

rise to deformations of the total space.

5. An 8-dimensional Example

We have established that all 6-dimensional nilmanifolds admit generalized complex struc-

tures. One might ask whether every even-dimensional nilmanifold admits a left-invariant gener-

alized complex structure. In this section, we answer this question in the negative by presenting

an 8-dimensional nilmanifold which does not admit any type of left-invariant generalized complex

structure.

Example 3.5. Consider a nilmanifold M associated to the 8-dimensional nilpotent Lie

algebra defined by

(0, 0, 12, 13, 14, 15, 16, 36− 45− 27).

Since it has maximal nilpotency index, Theorem 3.3 implies that it may only admit left-

invariant generalized complex structures of types 1 and 0. We exclude each case in turn:

• Type 1 : Suppose there is a type 1 structure, defined by the left-invariant form ρ =

eB+iωθ1. Then dθ1 =0 and θ1θ1 6= 0 imply that θ1θ1 is a multiple of e12 and therefore ω

must be symplectic along the leaves defined by 〈∂3, . . . , ∂8〉. These leaves are actually

nilmanifolds associated to the nilpotent algebra defined by (0, 0, 0, 0, 0, 12 + 34), which

admits no symplectic structure, and so we obtain a contradiction.

• Type 0 : The real second cohomology of M is given by

H2(M,R) = 〈e23, e34 − e25, e17〉,



and since e8 does not appear in any of its generators, it is clear that any element in

H2(M,R) has vanishing fourth power, hence excluding the existence of a symplectic

structure.

In this way, we see that the 8-dimensional nilmanifold M given above admits no left-invariant

generalized complex structures at all.
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CHAPTER 4

The ddJ -lemma

From now we move away from finding examples of generalized complex structures and focus

on a generalization of the ddc-lemma. The key to generalize this property is Theorem 2.1, which

allowed us to define generalized versions of ∂, ∂ and dc — denoted by ∂, ∂ and dJ — which agree

with those operators for a generalized complex structure induced by a complex structure on a

manifold. Recall that if the complex ddc-lemma holds on a complex manifold, then not only will

its cohomology split into Hp,q according to the splitting of the exterior algebra ∧•TM ⊗C into

∧p,qTM , but also the manifold is formal. Ultimately, we are interested in determining which of

these properties will also be a consequence of the generalized ddc-lemma.

In this chapter we establish the first (and easier one): if the generalized ddc-lemma holds,

the cohomology of the manifold splits according to the splitting of ∧•TM ⊗ C into Uk (as

defined on page 25). We also introduce an analogue of the Frölicher spectral sequence, which

we call the canonical spectral sequence, to give a converse to the above result: if the canonical

spectral sequence degenerates at E1 and there is a decomposition of cohomology, the generalized

ddc-lemma holds.

With this decomposition at hand, we also prove that the Poincaré dual of a generalized

complex submanifold, suitably changed by its associated 2-form, is always represented by an

element in a specific component of the splitting of the cohomology. This result is analogous to the

fact that a complex submanifold of a complex manifold represents a (p, p)-class and a Lagrangian

submanifold of a symplectic manifold represents a primitive class in middle dimension.

The relation between the generalized ddc-lemma and formality will have to wait for the

further two chapters, and will come from the study of this property in the symplectic setting.

This chapter is organized as follows. In the first section we introduce the ddJ -lemma and

prove that it induces a splitting in cohomology. We also give one condition that implies that

this lemma holds which will be useful in the symplectic case. In Section 2 we introduce the

canonical spectral sequence and use a result by Deligne et al [21] on double complexes to prove

that the splitting of cohomology together with the degeneracy of the canonical spectral sequence

at E1 implies the ddJ -lemma. Finally, in the last section, we prove that generalized complex

submanifolds are represented by classes in U0.
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70 4. THE ddJ -LEMMA

1. The ddJ -lemma

In Theorem 2.1, we saw that, in the presence of a generalized complex structure J , the

exterior derivative decomposes as d = ∂ + ∂ and there we defined an operator dJ = −i(∂ − ∂).

In the complex case, these operators are just the standard ∂, ∂ and dc. Based on this, we find

the following definition relevant:

Definition. A generalized complex manifold satisfies the ddJ -lemma if

Im d ∩ ker dJ = Im dJ ∩ ker d = Im ddJ .

Remarks.

i ) We could equivalently have said that M satisfies the ∂∂-lemma if

Im ∂ ∩ ker ∂ = Im ∂ ∩ ker ∂ = Im ∂∂.

It is easy to see that these properties are equivalent.

ii ) As dJ = J −1dJ , one can easily check that if Im d ∩ ker dJ = Im ddJ , then the second

equality follows. Indeed, if α ∈ Im dJ ∩ ker d, then Jα ∈ Im d ∩ ker dJ and hence

Jα = ddJ β, for some β. Therefore

α = −J ddJ β = J dJ −1dJ β = dJ d(J β),

and hence α ∈ Im ddJ .

As we will see in Chapter 5, the ddJ -lemma in the symplectic case is equivalent to the

strong Lefschetz property, or just Lefschetz property, for short. Also, both the complex ddc-

lemma and the Lefschetz property hold for compact Kähler manifolds, therefore it is reasonable

to conjecture that this property holds for any twisted generalized Kähler manifold. This is

actually true and has been proved recently by Gualtieri.

Theorem 4.1. (Gualtieri [40]) Any compact twisted generalized Kähler manifold satisfies

the ddJ -lemma with respect to both complex structures involved.

On the other hand, when it comes to examples of nonkählerian symplectic manifolds, the

most standard ones are nontoroidal nilmanifolds. There are essentially two arguments showing

that these are not Kähler:
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i ) Any nontoroidal nilmanifold is not formal, hence can not have a complex structure

satisfying the ddc-lemma [17, 42];

ii ) Any nontoroidal nilmanifold admiting a symplectic structure does not satisfy the Lef-

schetz property [5].

Therefore it is reasonable to conjecture:

Conjecture 4.1. If a nilmanifold admits an (invariant) generalized complex structure for

which the ddJ -lemma holds, this nilmanifold is a torus.

One further advantage of having the expression dJ = J −1dJ is that this allows us to define

the operator dJ without having to determine the decomposition of ∧•T ∗M into Uk beforehand,

i.e, we can define dJ without prior knowledge about ∂ and ∂. But still the ddJ -lemma has

implications about a decomposition of the cohomology of the manifold.

Theorem 4.2. The following properties are equivalent for a generalized complex manifold

(M,J ):

(1) M satisfies the ddJ -lemma;

(2) The inclusion of the complex of dJ -closed forms ΩdJ into the complex of differential

forms Ω induces an isomorphism in cohomology:

(ΩdJ , d)
i
↪→ (Ω, d), H•(ΩdJ )

i∗∼= H•(Ω).

And both imply that every cohomology class a ∈ H•(M) can be represented by a form α =
∑
αk,

with αk ∈ Uk such that dαk = 0. If a = 0 is the trivial cohomology class, then for any such α

each αk is exact. In particular, each cohomology class can be represented by a d and dJ -closed

form.

Proof. We start with the implication (1) ⇒ (2), which uses part of the argument from

Theorem 1.1.

i ) i∗ : H•(ΩdJ )→ H•(Ω) is injective:

If i∗α is exact, then α is dJ -closed and exact, hence by the ddJ -lemma α = ddJ β,

so α is the derivative of a dJ -closed form and hence its cohomology class in ΩdJ is also

zero.

ii ) i∗ : H•(ΩdJ )→ H•(Ω) is surjective:
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Let α be a closed form and set β = dJα. Then dβ = ddJα = −dJ dα = 0, so

β satisfies the conditions of the ddJ -lemma, hence β = dJ dγ. Let α̃ = α − dγ, then

dJ α̃ = dJα− dJ dγ = β − β = 0, so [α] ∈ Im (i∗).

For the converse, assume that ddJα = 0, i.e., dJα ∈ Im dJ ∩ ker d. We want to prove that

dJα = ddJ β, for some β. Since dJ dα = 0, dα ∈ EdJ is a closed form in ΩdJ and represents

the trivial cohomology class in Ω, hence it also represents the trivial cohomology class in ΩdJ ,

i.e., there is γ1 ∈ ΩdJ such that dα = dγ1. Therefore d(α − γ1) = 0 and the cohomology class

[α− γ1] has a dJ -closed representative γ2:

α− γ1 = γ2 + dβ.

Applying dJ , we get, dJα = dJ dβ, as we wanted.

To prove the last claim, let a be a cohomology class. Then there is a representative α for

it which is d- and dc-closed. Since d = ∂ + ∂ and dJ = −i(∂ − ∂), we conclude that α is both

∂ and ∂ closed, and so must be each of its components αk relative to the splitting. Hence we

obtain a splitting for the cohomology class a =
∑

[αk]. If a was the trivial cohomology class,

any such α would be ddJ β, for some β, from (ii ) above. So the decomposition of α would be

αk = ddJ βk, showing that each of the summands is exact.

�

Definition. If (M,J ) is a generalized complex manifold satisfying the ddJ -lemma, we define

the generalized cohomology of M , HHk(M), as the cohomology classes in H•(M) that can be

represented by sections of Uk.

Remark. In the case of a Calabi-Yau manifold, the generalized cohomology agrees with the

Hochschild homology [13]. This result motivates our notation.

Now, the Mukai pairing on forms is essentially the wedge product and therefore induces a

pairing in cohomology, i.e., if one represents two cohomology classes a and b by forms α and β,

then the product

(a, b) := [(α, β)],

is independent of the representatives chosen, where [·] indicates taking the cohomology class of

the argument. With that said, Proposition 2.2 gives us the following:
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Proposition 4.1. On a compact generalized complex manifold M satisfying the ddJ -

lemma, the Mukai pairing vanishes in HHk(M) × HH l(M) unless k = −l, in which case it

is nondegenerate.

Proof. Just represent classes a ∈ HHk(M) and b ∈ HH l(M) by sections α and β of Uk

and U l respectively. Then, from Proposition 2.2,

(a, b) = [(α, β)] = [0],

if k 6= −l. Now, still with a and α as above, by Poincaré duality, there is a closed form β such

that [(α, β)] 6= 0. Decomposing [β] into its generalized cohomology components, bl ∈ HH l(M)

we get that

(a, b−k) = (a,
∑

bl) = (a, [β]) = [(α, β)] 6= 0,

proving nondegeneracy. �

Next we give another condition equivalent to the ddJ -lemma, this time involving the op-

erators ∂ and ∂. This is essentially the argument used by Merkulov in the symplectic case to

prove the equivalence of the Lefschetz property and the ddJ -lemma (cf. Theorem 5.4):

Theorem 4.3. If in a generalized complex manifold M2n every ∂-cohomology class has a

∂-closed representative and

Im ∂ ∩ ker ∂ = Im ∂ ∩ ker ∂,

then M satisfies the ∂∂-lemma.

Proof. This is proved by induction. I’ll use superscripts to keep track of the spaces that

the forms belong to, e.g. αk ∈ Uk. Assume that αn ∈ Im ∂ ∩ ker ∂ ∩ Un. Then αn = ∂βn+1 = 0,

as Un+1 = {0}. Therefore αn = ∂∂0.

Going one step down, let αn−1 ∈ Im ∂ ∩ ker ∂ ∩ Un−1, say

αn−1 = ∂βn.

Since ∂βn ∈ Un+1 = {0}, by hypothesis, there is a ∂-closed form β̃n in the same ∂-cohomology

class as βn, i.e. βn = β̃n + ∂ξn−1 and hence

αn−1 = ∂βn = ∂(β̃n + ∂ξn−1) = ∂∂ξn−1.
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For the general case, let αk ∈ Im ∂ ∩ ker ∂ ∩ Uk, say

αk = ∂βk+1.

As ∂∂βk+1 = ∂α = 0, we get that

∂β ∈ Im ∂ ∩ ker ∂ ∩ Uk+2 = Im ∂ ∩ ker ∂ ∩ Uk+2,

by the hypothesis of the theorem. And then, by the induction hypothesis, ∂βk+1 = ∂∂ξk+2,

hence ∂(βk+1 − ∂ξk+2
1 ) = 0. As any ∂-cohomology class has a ∂-closed representative, we can

find ηk and ∂-closed ξk+1
2 such that

βk+1 − ∂ξk+2
1 = ξk+1

2 + ∂ηk,

and, by applying ∂,

αk = ∂βk+1 = ∂∂ηk,

which proves the induction step. �

2. The Canonical Spectral Sequence

In [21], Deligne et al give a series of properties equivalent to the ddc-lemma for a complex

manifold. These properties are stated in the context of double complexes and the result we are

concerned about here is a converse to Theorem 4.2 stating when a decomposition of cohomology

into HHk implies the ddJ -lemma.

The only obstacle is that while in the complex case there is a natural bigrading for the

complex of differential forms, we have found only one grading for forms on a generalized complex

manifold, namely, the one given by the Uk. A way to remedy this is to mimic Brylinski [10]

and Goodwillie [35]: introduce a formal element β of degree 2 and consider the complex:

A = Ω•(M)⊗�span{β, β−1},

and to change the differential to:

dβ(aβk) = ∂aβk + ∂aβk+1.

The complex A, which we call the canonical complex, has a bigrading given by Ap,q = Up−qβq,

and the differential dβ decomposes as ∂β and ∂
β, where ∂β : Ap,q → Ap+1,q and ∂

β : Ap,q →
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Ap,q+1. The complex of differential forms sits inside A as the β-periodic elements:

τ : Ω→ A; τ(α) =
∑
k∈Z

αβk.

And this is a map of differential algebras which preserves the decompositions of d and dβ:

τ(∂α) = ∂βτ(α) and τ(∂α) = ∂
β
τ(α).

One can easily check that the ∂∂-lemma holds for Ω• if and only if the corresponding lemma

holds for A.

Also, the bigrading gives a filtration of A:

F pA =
∑
p′≥p

Ap′,q;

F pAm =
∑
p′≥p

Ap′,m−p′ .

Which is preserved by dβ, i.e., dβ : F pA → F pA. For each m, F pAm = {0} for 2p ≥ n + m

and F pAm = Am for 2p ≤ m − n, 2n is the dimension of the manifold. This means that the

filtration is bounded and hence the induced spectral sequence, which we call the canonical spectral

sequence, converges to the cohomology of the operator dβ. This spectral sequence is periodic in

the sense that Ep,q
r
∼= Ep−q,0

r . If we define:

Definition. The ∂-cohomology of a generalized complex manifold is given by:

Hk
∂ =

ker ∂ : Uk → Uk+1

Im ∂ : Uk → Uk+1
.

Then the first term Ep,q
1
∼= Hp−q

∂ is just the ∂-cohomology of the manifold, which is finite

dimensional, since, by a result of Gualtieri [41], ∂ is an elliptic operator. The second term is the

cohomology induced by ∂ in H∂ , and the sequence goes on. However, if the ∂∂-lemma holds this

sequence degenerates at E1. Conversely, Deligne’s ‘theorem’ ([21], Proposition 5.17 and remark

5.21) tells us that the degeneracy at E1 together with the decomposition of cohomology imply

the ddJ -lemma:

Theorem 4.4. If the canonical spectral sequence degenerates at E1 and the decomposition

of forms into subbundles Uk induces a decomposition in cohomology, then the ddJ -lemma holds.
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Remark. For a generalized complex structure induced by a complex structure the canonical

spectral sequence is just the Frölicher spectral sequence repeated over and over. In particular,

the degeneracy of the canonical spectral sequence at Er is equivalent to the degeneracy of the

Frölicher spectral sequence at the same stage. In Chapter 5 we will see that, in the symplectic

case, this spectral sequence is isomorphic to the spectral sequence coming from what Brylinski

calls the ‘canonical complex’ [10]. This is what motivates our terminology.

As an application of this theorem, Parshin [73] shows that if two compact complex manifolds

are birationally equivalent via a holomorphic map, then one of them satisfies the ddJ -lemma

if and only if the other one does. Recalling that in the symplectic setting there is a blow-up

operation, which is topologically similar to the complex blow-up, one can ask if the same is true

in the symplectic setting. As we will see in Chapter 6 this is not the case.

It is possible that the canonical spectral sequence degenerates at E1 even though the ddJ -

lemma does not hold. One example of such phenomenon is given by a result by Kodaira [50]

stating that the Frölicher — and hence the canonical — spectral sequence always degenerates

at E1 for complex surfaces, although not all of those satisfy the ddc-lemma. We will encounter

another example where this happens in Chapter 5 where we will prove that it also degenerates

at E1 for any symplectic structure — the same result was established before by Brylinski [10].

Finally, following Frölicher [32], we have the following result.

Proposition 4.2. If M2n admits a generalized complex structure, then the Euler charac-

teristic of M is given by

χ(M) = ±
∑

(−1)k dimHk
∂ (M).

Where the sign is + if the elements in U0 are even forms and − otherwise.

Proof. Given the periodic condition, Ep,q
r
∼= Ep−q,0

r , this spectral sequence is equivalent to

long exact sequences:

· · · → Uk−1 d1=∂→ Uk d1=∂→ Uk+1 → · · · ;

· · · → Hk−3
∂

d2→ Hk
∂

d2→ Hk+3
∂ → · · · ;

· · · → Hk−2r+1
dr−1

dr→ Hk
dr−1

dr→ Hk+2r−1
dr−1

→ · · · .

As dr maps ev/od to od/ev, the Euler characteristic is preserved and hence can be computed

from the first sequence where the spaces involved are finite dimensional. �
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2.1. Twisted Cohomology and Lie Groups. As Theorem 2.1 also holds in the twisted

case, we still have a decomposition, dH = ∂H + ∂H and hence we have operators ∂H , ∂H and

dJH = −i(∂H − ∂H) = J −1dHJ defined for twisted generalized complex manifold. By an abuse

of language, we will still denote ∂H , ∂H and dJH by ∂, ∂ and dJ , with the understanding that

they also depend on the twisting 3-form, if the generalized complex structure is twisted. Given

that, it also makes sense to state the ‘ddJ -lemma’ in this setting.

Definition. A twisted generalized complex manifold (M,J ,H) satisfies the dHd
J -lemma if

Im dH ∩ ker dJ = Im dJ ∩ ker dH = Im dHd
J .

Theorems 4.2 and 4.3 also hold in this setting, only with the obvious change of replacing

d by dH and the ordinary cohomology by the dH -cohomology in Theorem 4.2. It is interesting

to notice that the twisted cohomology normally has only a Z2 grading, but the presence of the

dHd
J -lemma gives a whole Z grading.

Example 4.1. — Lie groups and the dHd
J -lemma. Given Gualtieri’s theorem (Theo-

rem 4.1), twisted generalized Kähler manifolds will have their dH -cohomology splitting according

to Theorem 4.2. In particular, this holds for semi-simple Lie groups (cf. Example 2.24), but,

from Example 1.2, the dH -cohomology of those groups is trivial. Note that this provides no

contradiction to the existence of such a splitting, on the contrary, as the twisted cohomology is

trivial, every cohomology class has a dJ -closed representative.

3. Submanifolds

Recall from Section 7 that a generalized complex submanifold (M, 0) of a complex manifold

N is just a standard complex submanifold. Assuming that the ambient manifold satisfies the

ddJ -lemma, the Poincaré dual to any such submanifold, PD(M) will be an integral (p, p)-

cohomology class, hence any submanifold (of arbitrary dimension) is represented by an integral

class in ⊕Hp,p(N) = HH0(N).

In this section we show that this is not mere coincidence and indeed, whenever the coho-

mology of a generalized complex manifold splits into HHk, generalized complex submanifolds

will be represented by elements in HH0. The need to consider the 2-form is also evident.
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Theorem 4.5. Let (N2n,H,J ) be a twisted generalized complex manifold, let (Mm, F ) be

a generalized complex submanifold and α ∈ Uk(N). Then, for each p ∈M , the degree m part of

eF ∧α|TpM vanishes if k 6= 0. If the twisted cohomology of N splits into generalized cohomology,

then [e−FPD(M)] is a class in HH0(N).

Proof. For p ∈M , let µ ∈ ∧2n−mT ∗pN be a volume form of a vector space complementary

to TpM so that, for X ∈ TpM , X · µ = 0. The restriction ξ of the degree m part of eF ∧ α to

TpM can be computed using the Mukai pairing: ξ = (1, eF ∧ α|TpM )M .

This form is nonzero if and only if it wedges nonzero with µ, i.e., if and only if

0 6= µ ∧ (1, eF ∧ α|TpM )M = ±(µ, eF ∧ α)N = ±(e−F ∧ µ, α)N .

Since e−Fµ annihilates the generalized tangent space τF of M at p, Lemma 2.1 implies that

e−Fµ ∈ U0
p and hence its Mukai pairing with any form α ∈ Uk

p vanishes, if k 6= 0, according to

Proposition 2.2.

If the twisted cohomology of N splits into generalized cohomology, then the first part of

the theorem shows that a generalized complex submanifold induces a functional on HH•(N)

which vanishes in HHk(N), for k 6= 0. From the definition of Poincaré dual, it is clear that

this functional coincides with taking Mukai pairing with the dH -cohomology class given by

[e−FPD(M)]. Therefore [e−FPD(M)] is an element of HH0(N). �

One question can be raised from this theorem:

Open question: Which elements in HH0(N) can be represented by submanifolds?

Observe that the problem of finding which cohomology classes can be represented by sub-

manifolds comes with the requirement that the cohomology class has to be integral. This is

not the case when one considers a submanifold with 2-form (M,F ) as there is no integrality

restriction on F and therefore neither on [e−FPD(M)].

This problem might be compared to the Hodge conjecture — the search for algebraic cycles

representing integral cohomology classes in algebraic varieties — or, in symplectic geometry, to

the problem of characterizing which primitive integral cohomology classes can be represented

by Lagrangian submanifolds.



CHAPTER 5

Symplectic dδ-lemma and the Lefschetz Property

As we have seen in Chapter 2, Section 1, a generalized almost complex structure induces a

splitting of the differential forms into subbundles Uk and, in the presence of a ddJ -lemma, this

splitting induces a splitting in cohomology (Theorem 4.2). In the complex case, the ddJ -lemma is

just the standard ddc-lemma and the decomposition of forms is just given by Uk =
∑

p−q=k Ωp,q.

In the symplectic case, the corresponding decomposition has not yet appeared in the liter-

ature, although the corresponding ddJ -lemma has. In [53] Koszul introduced an operator for

Poisson manifolds which agrees with dJ in the symplectic case (in which case we denote it by

δ). In [10], Brylinski studied further this operator in conjunction with Libermann’s ∗ operator

[55, 56], which resembles the Hodge ∗. Brylinski called forms that are both d and δ closed sym-

plectic harmonic. Later, Yan [86] and Mathieu [64] proved independently that the existence of a

harmonic representative in each cohomology class is equivalent to the strong Lefschetz property

(or just Lefschetz property, for short).

Lefschetz property. A symplectic manifold (M2n, ω) satisfies the Lefschetz property at level

k if the map

[ωn−k] : Hk → H2n−k

is surjective. It satisfies the Lefschetz property if these maps are surjective for 0 ≤ k ≤ n.

Finally, Merkulov [67] proved that for a compact manifold the existence of symplectic har-

monic forms in each cohomology class (and therefore the Lefschetz property) is indeed equivalent

to the dδ-lemma:

Lefschetz property Harmonic representatives dδ-lemma⇔⇔

One of the points of this chapter is to introduce the theory of symplectic harmonic forms,

as studied by Brylinski, Yan and Merkulov and give complete proofs to theorems quoted above.

Although most of this is already standard and used in many other places, Merkulov’s theorem

is still contested with remarkable frequency. This seems to happen mostly for two reasons: his

79
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proof seems to be missing the proof for a claim (here Lemmata 5.4 and 5.5 and Proposition 5.4)

and the final conclusion about formality does not follow, at least if one is considering formality

in the sense of Sullivan as defined on page 12. So I hope these issues will be settled by the

presentation here.

The second purpose of this chapter is to use this theory to describe symplectic geometry from

a generalized complex point of view. We determine how the exterior algebra of the cotangent

bundle decomposes into the subbundles Uk and show that Uk is canonically isomorphic to

∧n−kT ∗M via a map ϕ. Further we show that, besides the usual relations between d, δ, ∂ and

∂, there are more striking ones:

ϕ(dα) = ∂ϕ(α) and ϕ(δα) = −2i∂ϕ(α).

These relations show that in some sense it is equivalent to work with d, δ and the degree

decomposition of forms and ∂, ∂ and the Uk decomposition. Also, these relations can be used to

prove that the canonical spectral sequence always degenerates at E1 in the symplectic case, as

ϕ provides an isomorphism of ∂ and d cohomologies — this result had been established before

by Brylinski by different means.

This chapter is organized as follows: In Section 1 we review the theory of symplectic

harmonic forms, as introduced by Brylinski and in Section 2 we present Yan’s theory (the sl(2,C)

representation on ∧•T ∗M). Then we are able to characterize the bundles Uk and establish

the forementioned relations between d, δ, ∂ and ∂ in Section 3. After that we finally prove

the main theorems of this chapter stating that the Lefschetz property, existence of harmonic

representatives on every cohomology class and the dδ-lemma are equivalent.

1. The δ and ∗ Operators

In this section we follow Brylinski’s approach [10] and revisit the symplectic dJ , introduce

a new operator, the symplectic ∗, and show some relations between them.

On a symplectic manifold, one can consider two different actions of ω−1 on forms. One

of them is the one that appears in the definition of the generalized complex structure ω−1 :

T ∗M → TM (which can be extended to the whole exterior algebra of T ∗M), the other is the

corresponding Lie algebra action in the spin representation ω−1 : ∧kT ∗M → ∧k−2T ∗M . To

avoid confusion, we will denote the second action by Λ. Moreover, for a k-form α, ω−1α is a

k-vector, which naturally evaluates on k-forms, so we denote ω−1(α, β) = (ω−1α)bβ. According
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to the definition of dJ , which we denote by δ in the symplectic case, we have (see Example 2.10)

δ = [d,J ] = Λd− dΛ.

Another important operator can be obtained by considering the action of ω−1. We define

the symplectic ∗ on acting on k-forms by the following identity

α ∧ ∗β = ω−1(α, β)vM ,

for any k-form β, where vM is the volume form induced by the symplectic form, vM = ωn/n!.

Clearly ∗ is linear and ∗α(p) depends only on the value of α at p. It is also worth mentioning

that for a function f , ∗f = fvM .

Assume that (M2ni
i , ωi), i = 1, 2, are symplectic manifolds of dimension 2ni and let (M,ω)

be the product with the symplectic form ω = ω1 + ω2. Further, denote by ∗i the operator

∗ in each Mi and by ∗ the same operator in M . Choosing Darboux coodinates (xi, yi) for

Mi, we also have Darboux coordinates for M given by (x1, x2, y1, y2) and these coordinates

determine a decomposition of any k-form α in M as α =
∑
α1

j ∧ α2
k−j with deg(αi

j) = j,

αi
∗ ∈ span{dxi

1, · · · dyi
ni
}. So, in order to know the effect of ∗ on a k-form it is enough to study

its effect on forms of the type α1 ∧ α2, with αi ∈ span{dxi
1, · · · dyi

ni
}. Let ki = deg(αi) and

k = k1 + k2. Then:

(β1 ∧ β2) ∧ ∗(α1 ∧ α2) = ω−1(β1 ∧ β2, α1 ∧ α2)vM

= ω−1
1 (β1, α1)ω−1

2 (β2, α2)vM1 ∧ vM2

= ω−1
1 (β1, α1)vM1 ∧ (ω−1

2 (β2, α2))vM2

= β1 ∧ ∗1α1 ∧ β2 ∧ ∗2α2 = (−1)k1k2β1 ∧ β2 ∧ ∗1α1 ∧ ∗2α2.

Hence,

(5.1) ∗ (α1 ∧ α2) = ∗2α2 ∧ ∗1α1.

Lemma 5.1. (Brylinski [10]): The symplectic ∗ satisfies ∗∗ = id.

Proof. If M is two dimensional, then choosing symplectic coordinates, we have:

i ) For a function, ∗f = fdx ∧ dy;
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ii ) For the 1-form dx,

dx ∧ ∗dx = ω−1(dx, dx)dx ∧ dy = 0 and

dy ∧ ∗dx = ω−1(dy, dx)dx ∧ dy = dx ∧ dy

so ∗dx = −dx and, analogously, ∗dy = −dy. Hence, for an arbitrary 1-form, ∗(fdx +

gdy) = f ∗ dx+ g ∗ dy = −(fdx+ gdy);

iii ) For the volume form vM = dx ∧ dy,

vM ∧ ∗vM = ω−1(vM , vM )vM = det


0︷ ︸︸ ︷

ω−1(dx, dx)

−1︷ ︸︸ ︷
ω−1(dx, dy)

1︷ ︸︸ ︷
ω−1(dy, dx)

0︷ ︸︸ ︷
ω−1(dy, dy)

 vM = vM .

Thus, ∗fvm = f , and for the case of a two dimensional manifold we are done.

For the general case, by induction over the dimension of M , we use Darboux coordinates to

decompose a neighbourhood of a point as a product of lower dimensional symplectic open sets

and use (5.1)

∗ ∗ (α1 ∧ α2) = ∗(∗2α2 ∧ ∗1α1) = ∗1 ∗1 α1 ∧ ∗2 ∗2 α2 = α1 ∧ α2,

as required. �

Proposition 5.1. (Brylinski [10]): When acting on k forms, δ = (−1)k+1 ∗ d∗.

Proof. We use induction again and start with a 2-dimensional manifold in which case, after

choosing Darboux coordinates, we have

i ) For functions, δf = 0 and ∗d ∗ f = ∗d(fdx ∧ dy) = 0;

ii ) For 1-forms of the type fdx,

δ(fdx) = (Λd− dΛ)(fdx) = Λ(fydy ∧ dx) = fy

= ∗fydx ∧ dy = ∗d(−fdx) = ∗d ∗ fdx

The case of forms of type fdy is analogous;

iii ) For 2 forms, letting again vM = dx ∧ dy,

δ(fvM ) = (Λd− dΛ)(fvM ) = −dΛfdx ∧ dy = df = d ∗ (fdx ∧ dy) = − ∗ d ∗ (fvM ).
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In higher dimensions, we use more or less the same argument used before to split a neigh-

bourhood of a point as a product of lower dimensional symplectic manifolds V = V1 × V2 and

then proceed by induction, but now we have to be aware that δ and d are not tensors. So instead

of considering arbitrary α1 and α2 we only look at the ones that are pull-backs of forms in V1

and V2. For such forms,

∗d ∗ (α1 ∧ α2) = ∗d(∗2α2 ∗1 α1) = ∗(d(∗2α2) ∧ ∗1α1 + (−1)k2 ∗2 α2d(∗1α1))

= α1 ∧ ∗2d ∗2 α2 + (−1)k2 ∗1 d ∗1 α1 ∧ α2

= (−1)k2+1α1 ∧ δα2 + (−1)k2+k1+1δα1 ∧ α2

= (−1)k1+k2+1δ(α1 ∧ α2) = (−1)k+1δ(α1 ∧ α2),

where we have used the fact that in these circumstances (i.e., αi = π∗i β
i for some βi ∈ Ω∗Vi)

one can prove

δ(π∗1β
1 ∧ π∗2β2) = δ(π∗1β

1) ∧ π∗2β2 + (−1)k1π∗1β
1 ∧ δ(π∗2β2)

from the definition of δ.

So, in the space generated by the k-forms of the form π∗1β
1 ∧ π∗2β2 we have the relation

δ = (−1)k ∗ d∗. Therefore the same relation is valid in the C∞ closure of this space. Since V

can be taken to be small, this closure is the whole space of differential forms in V . �

Remark. It is important to notice that δ does not satisfy the Leibniz rule. Indeed, in [57], Lin

and Sjamaar prove that if f is a function and α a form then

δ(fα) = fδα−Xfbα,

where Xf is the Hamiltonian vector field of f .

Based on Proposition 5.1, Brylinski drew an analogy with Riemannian geometry and called

δ the symplectic adjoint of d. We will not use this name in this thesis, but this explains the next

definition.

Definition. A form is called symplectic harmonic if it is d and δ-closed.

Observe that any closed 1-form is also δ closed and therefore symplectic harmonic, hence

there may be more than one symplectic harmonic form in a given cohomology class. Also the

‘laplacian’, dδ + δd, vanishes. This shows that the parallel with harmonic forms is not a good



84 5. SYMPLECTIC dδ-LEMMA AND THE LEFSCHETZ PROPERTY

one and we should think of δ more appropriately as an analogue of dc than one of d∗. Still,

historically, it was this analogy with Riemannian geometry that justified the question: (Brylinski

[10]) Is there a symplectic harmonic form representing each cohomology class?

2. The sl(2,C) Representation

In this section we present Yan’s theory developed to answer the question above. We shall

postpone the proof of Yan’s theorem (Theorem 5.3, stating that there is a symplectic harmonic

form in each cohomology class if and only if the manifold satisfies the Lefschetz property)

to Section 4, as the theory developed turns out to be very interesting and useful also in the

generalized complex point of view and for clarity we shall go first through the generalized

complex framework.

We start by letting L be the wedge product with ω and H = [L,Λ]. Then these operators

satisfy the following commutation relations:

i ) [d, L] = 0, since ω is closed;

ii ) If Πk : Ω•(M)→ Ω•(M) is the projection on the summand Ωk(M), then

H =
∑

(n− k)Πk.

We will show this by induction on the dimension of M . If M is two dimensional,

then, for functions, we have

[L,Λ]f = LΛf − ΛLf = −fΛdx ∧ dy = f.

For a 1-form α [L,Λ]α = 0 since Lα is a 3-form in a 2-dimensional manifold and Λα a

−1-form. And finally, for the volume form

[L,Λ]dx ∧ dy = LΛdx ∧ dy = L(−1) = −dx ∧ dy

and the two dimensional case is done.

In higher dimensions, in appropriate coordinates, we have the splitting L = L1+L2,

Λ = Λ1 + Λ2 and if α = α1 ∧ α2 is a k-form (k = k1 + k2) as before, we have

[L,Λ]α = ([L1,Λ1] + [L2,Λ1] + [L1,Λ2] + [L2,Λ2])α1 ∧ α2

= (n1 − k1)α1 ∧ α2 + (n2 − k2)α1 ∧ α2 = (n− k)α,
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where we have used that L1 and Λ2 commute, as well as L2 and Λ1;

iii ) [L, δ] = −d. Indeed, for a k-form α we have

[L, δ]α = Lδα− δLα = LΛdα− dLΛα− ΛLdα+ dΛLα

= [L,Λ]dα− d[L,Λ]α = (by item 2) = (m− k − 1)dα− (m− k)dα = −dα;

iv ) Λ = −∗L∗, which is proved again by induction. In dimension two the unique nontrivial

case is for fvM , since both − ∗ L∗ and Λ have degree −2. Then, again letting vM =

dx ∧ dy

− ∗ L ∗ vM = − ∗ L1 = − ∗ vM = −1 = Λ(vM ).

The argument for the general case is the same as that already used;

v ) [Λ, δ] = 0 and [Λ, d] = δ. In fact, the second claim is the very definition of δ, while the

first follows from item iv ) and Proposition 5.1, since when acting on k-forms

[Λ, δ] = −(−1)k+1 ∗ L ∗ ∗d ∗+(−1)k+1 ∗ d ∗ ∗L∗ = (−1)k+1 ∗ [d, L]∗ = 0;

vi ) [L,H] = 2L and [Λ,H] = −2Λ. This follows from the expression for H obtained in

item 2.

We summarize all of this in the next

Proposition 5.2. (Yan [86]): The operators L, Λ and H = [L,Λ] satisfy the following

commutation relations

[L, d] = 0 [L, δ] = −d L = − ∗ Λ∗

[Λ, δ] = 0 [Λ, d] = δ Λ = − ∗ L∗

H =
∑

(n− k)Πk [L,H] = 2L [Λ,H] = −2Λ

Moreover, if we let

X =

0 1

0 0

 , Y =

0 0

1 0

 and Z =

−1 0

0 1


be a basis for sl(2,C) and ϕ be defined by

ϕ(X) = Λ, ϕ(Y ) = L and ϕ(Z) = H
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then we get a representation of sl(2,C) in the space (of linear operators in) Ω•(M).

With this, we have available all the representation theory of sl(2,C). We recall that

Definition. In a sl(2,C) representation ϕ over a vector space V , a vector v ∈ V is said to be a

root if v is an eigenvector for ϕ(Z). If besides that ϕ(X)v = 0, v is said to be a primitive root

or simply primitive. A representation of sl(2,C) is said to be of finite spectrum if

(1) ϕ(Z) has only finitely many eigenvalues,

(2) The space V can be decomposed as a direct sum of ϕ(Z) eigenspaces

The expression for H in Proposition 5.2 shows that the representation we are dealing with

is of finite spectrum. And for these representations we have the following result:

Proposition 5.3. Any representation of sl(2,C) of finite spectrum can be decomposed as a

direct product of irreducible finite dimensional subspaces. Any irreducible subspace W contains

one and only one, up to multiplicative constant, primitive root v and v, Y v, · · · , Y nv form a

basis for W , where, n = dimW − 1. All eigenvalues of ϕ(Z) are integers.

Letting Vk be the k-eigenspace of V , ϕ(Y k) : Vk → V−k and ϕ(Xk) : V−k → Vk are

isomorphisms for every k and the space Vk is decomposed as

Vk = Pk ⊕ ϕ(Y )Pk+2 ⊕ ϕ(Y )Pk+4 ⊕ · · · ,

where Pk stands for the space of primitive roots in Vk.

Remark. One should notice that this is precisely the same theory used in complex geometry, with

Λ replaced by L∗ to prove, for example, that Kähler manifolds satisfy the Lefschetz property.

See [84].

Corollary 2. (Yan [86]): In a symplectic manifold (M2n, ω), the maps

Lk : Ωn−k(M)→ Ωn+k(M)

Λk : Ωn+k(M)→ Ωn−k(M)

are isomorphisms.
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This sl(2,C) representation can be restricted to the space of symplectic harmonic forms.

Indeed, if α is harmonic, by Proposition 5.2, dLα = Ldα = 0 and δLα = Lδα + dα = 0 and

analogously for Λ. So we still have representation theory available here.

Corollary 3. (Yan [86]): In a symplectic manifold (M2n, ω), the maps

Lk : Hn−k
hr → Hn+k

hr and Λk : Hn+k
hr → Hn−k

hr

are isomorphisms, where Hk
hr is the set of symplectic harmonic k-forms.

3. The Decomposition of Forms

In this section we use Yan’s operators L and Λ to give a concrete description of the sub-

bundles Uk. With that, we can explicitly determine the splitting d = ∂ + ∂, which shows a new

subtle relation between these operators and suggests that, in some sense, when working with

forms, degrees and the operators d and δ, one is actually using ∂ and ∂.

We start by describing the spaces Uk for a symplectic vector space (V, ω). Recall that Un

is the line bundle defining the generalized complex structure, so, in this case, Un = span{eiω}.

The next bundles are defined by

Un−k = ∧kL · eiω = L · Un−k+1.

For a symplectic structure eiω, the bundle L is given by

L = {X + iXbω | X ∈ V ⊗ C}.

Before we can give an explicit description of Uk we need the following lemma:

Lemma 5.2. For any vector X ∈ V ⊗C and complex k-form α the following identities hold:

Λ((Xbω) ∧ α) = Xbα+ (Xbω) ∧ Λα;

e
Λ
2i ((Xbω) ∧ α) =

1
2i
e

Λ
2iXbα+ (Xbω)e

Λ
2iα.

Proof. We start with the first identity. It is enough to take Darboux coordinates so that

ω is standard and check for X = ∂xi and ∂yi . As both cases are similar we will do only the first.
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Write α = α0 + dxiαx + dyiαy + dx1 ∧ dyiαxy. The left hand side is

Λ((Xbω) ∧ α) = Λ(dyi ∧ α) = Λ(dyiα0 + dyi ∧ dxiαx)

= dyiΛα0 + αx + dyi ∧ dxiΛαx

And the right hand side is

Xbα+ (Xbω) ∧ Λα = αx + dyiαxy + dyi(Λα0 + dxiΛαx + dyiΛαy − αxy + dxi ∧ dyiΛαxy)

= αx + dyiαxy + dyiΛα0 + dyi ∧ dxiΛαx − dyiαxy.

So, the first identity follows.

By induction, from the first identity, we get that

Λk(Xbω ∧ α) = kΛk−1Xbα+ (Xbω) ∧ Λkα.

Therefore, by expanding the exponential in Taylor series, we obtain the second identity. �

Theorem 5.1. The decomposition of ∧•V ⊗ C for a symplectic vector space V is given by

Un−k = {eiω(e
Λ
2iα) | α ∈ ∧kV }.

Hence, the natural isomorphism

ϕ : ∧•V ⊗ C→ ∧•V ⊗ C ϕ(α) = eiωe
Λ
2iα,

is such that ϕ : ∧kV ∼= Un−k.

Proof. This is done by induction. For α a 0-form the expression above agrees with Un. If

Un−k is as described above, then Un−k−1 = L ·Un−k, so its elements are linear combinations of

terms of the form, with α ∈ ∧kV ⊗ C,

(X + iXbω)eiω(e
Λ
2iα) = (2i(Xbω) ∧ e

Λ
2iα+XbeΛ2iα)eiω

= (−e
Λ
2iXbα+ 2ie

Λ
2i (Xbω ∧ α) + e

Λ
2iXbα)eiω

= 2ieiωe
Λ
2i ((Xbω) ∧ α),
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where the second equality follows from the previous lemma. Now, since α can be chosen to be

any k-form and ω is nondegenerate, the space generated by the forms above is {eiωe
Λ
2iβ | β ∈

∧k+1V ⊗ C}, and the theorem is proved. �

In general we have the identity

α = eiωe
Λ
2i

(
e
−Λ
2i e−iωα

)
,

and hence, letting αk be the component of e
−Λ
2i e−iωα of degree k we obtain the decomposition

of the form α into its Uk components:

α =
∑

k

eiωe
Λ
2iαk.

There will be no need to find the explicit expression for the αk.

Now we move on to the operators ∂ and ∂.

Theorem 5.2. For any form α,

d(eiωe
Λ
2iα) = eiωe

Λ
2i (dα− 1

2i
δα).

Therefore

∂(eiωe
Λ
2iα) = eiωe

Λ
2idα

∂(eiωe
Λ
2iα) = −eiωe

Λ
2i

1
2i
δα.

Hence, the natural isomorphism ϕ of Theorem 5.1 is such that

ϕ(dα) = ∂ϕ(α) and ϕ(δα) = −2i∂ϕ(α).

Proof. By definition of δ, dΛ = Λd − δ. Then, by induction, and using that δ and Λ

commute, dΛk = Λkd− kΛk−1δ. Therefore,

d(eiωe
Λ
2iα) = eiω(e

Λ
2iα) = eiω

∑
d

(
Λk

(2i)kk!
α

)
= eiω

∑ (
Λk

(2i)kk!
dα− 1

2i
Λk−1

(2i)k−1(k − 1)!
δα

)
= eiωe

Λ
2i (dα− 1

2i
δα).
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The rest of the theorem follows from the fact that ∂ and ∂ are the projections of d onto Uk+1

and Uk−1 respectively. �

As a first application of this theorem we remark that the canonical spectral sequence (see

Chapter 4, Section 2) always degenerates at E1 for a symplectic structure. Indeed, the E1 term

is just the ∂-cohomology and the canonical spectral sequence converges to the d-cohomology.

But the expression above shows that these two cohomologies are isomorphic.

Example 5.1. As a second application we relate the decomposition of forms into Up′,q′ =

Up′
ω ∩U

q′

J in a Kähler manifold (see page 49) with the standard decomposition into Ωp,q. Observe

that although the map ϕ introduced in Theorem 5.1 does not preserve degrees, it does preserve

the difference p− q, since in this case ω is of type (1, 1). Therefore, this map preserves the Uq′

J

(see Example 2.5). As the elements in Ωp,q have degree p+ q, ϕ(Ωp,q) ∈ Un−p−q
ω . Thus,

(5.2) ϕ(Ωp,q) = Un−p−q,p−q

gives the generalized decomposition from the standard Ωp,q decomposition.

4. Lefschetz Property, Harmonic Representatives and the dδ-lemma

In this section we present both Yan’s and Merkulov’s theorem, using the sl(2,C) represen-

tation from Section 2. We complete Merkulov’s asserted proof of his theorem with Lemmata 5.4

and 5.5 and Proposition 5.4 (Merkulov’s argument has already been used to prove Theorem 4.3,

hence it is not present in this section). These theorems state that the existence of symplectic

harmonic representatives in each cohomology class, the dδ-lemma and the Lefschetz property

are equivalent.

To prove Yan’s theorem, we let H̃k
hr(M) = Hk

hr/Im d∩Hk
hr. Then H̃k

hr(M) is a subspace of

Hk(M).

Lemma 5.3. (Yan [86]) If α is a closed n− k-form for which Lk+1α is exact, then there is

a symplectic harmonic form in the same cohomology class as α.

Proof. By hypothesis, there exists β̃ such that Lk+1α = dβ̃. Then, since Lk+1 : Ωn−k−1(M)→

Ωn+k+1(M) is an isomorphism, we can find β satisfying Lk+1β = β̃. Letting ξ = α− dβ, we see

that ξ is closed and in the same cohomology class as α. Moreover Lk+1ξ = Lk+1α−Lk+1dβ = 0,

thus ξ is (closed and) primitive and hence symplectic harmonic. �
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Theorem 5.3. (Yan [86]): The following are equivalent for a symplectic manifold (M2n, ω)

(1) M satisfies the Lefschetz property;

(2) There is a symplectic harmonic representative in each cohomology class.

Proof. Assume that (2) holds and consider the following commutative diagram

Hn−k
hr

Lk

−→ Hn+k
hry y

Hn−k Lk

−→ Hn+k

Then the two vertical arrows are surjective by hypothesis, and the top horizontal arrow is an

isomorphism by the previous corollary, therefore the bottom arrow is surjective and (1) holds.

Now we assume that M satisfies the Lefschetz property. Then initially we observe that

there is a splitting

(5.3) Hn−k(M) = ImL+ Pn−k,

where Pn−k = {[α]|Lk+1[α] = 0} and ImL is the image of L : Hn−k−2(M)→ Hn−k(M). Indeed,

given a closed n − k-form α, letting β = Lk+1α, β is a closed n + k + 2-form. Thus, by the

Lefschetz property, there is a closed n− k − 2-form γ such that

0 = [Lk+2γ − β] = [Lk+2γ − Lk+1α] = Lk+1[ωγ − α].

Therefore, α = Lγ + (α− ωγ). The first term is in ImL and the second is in Pn−k.

Now we proceed by induction. Any closed 0- or 1-form is symplectic harmonic so there

is nothing to be done in these cases. Assuming that every cohomology class in Hj(M) has a

symplectic harmonic representative for j < n − k, we are going to prove the same for n − k.

Let α be an n − k-closed form, then we can decompose α = Lγ + α̃, where [Lk+1α̃] = 0. By

hypothesis, we can find γ̃ symplectic harmonic in the same cohomology class as γ and, by the

previous lemma, we can find ξ symplectic harmonic in the same cohomology class as α̃. �

Now we want to use Theorem 4.3 to conclude that the Lefschetz property implies the dδ-

lemma. We provide next in Lemmata 5.4 and 5.5 and Proposition 5.4 the parts missing to make

Merkulov’s proof complete.
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Lemma 5.4. There is a nonvanishing constant Cj,n−k such that if α is a primitive (n− k)-

form then for all j ≤ k, ΛjLjα = Cj,n−kα.

Proof. This is a consequence of the representation of sl(2), but can also be obtained by

using the relation [L,Λ] =
∑

(n− k)Πk and induction. �

Lemma 5.5. If α =
∑
Ljαj then

dδα =
∑

Ljdδαj .

Moreover, if αj is primitive so is dδαj .

Proof. Since we know that dδ is linear (over R), we only have to prove that

dδLrα = Lrdδα

But in this case, using Proposition 5.2, we have

dδLrα = d(Lδ + d)Lr−1α = dLδLr−1α = · · · = Lrdδα.

Finally, if α is a primitive k-form then Ln−k+1α = 0, hence

Ln−k+1dδα = dδLn−k+1α = 0

and consequently dδα is primitive. �

Proposition 5.4. If (M,ω) is compact and the Lefschetz property holds then

Im δ ∩ ker d = Im d ∩ Im δ,

Im d ∩ ker δ = Im d ∩ Im δ.

Proof. We will prove only the first identity as the second is analogous and also follows as

an easy consequence of the first. The result can be restated in the following way: if dδα = 0,

then δα is exact. We will prove it by induction on the degree of α.

Assume α is a 0-form. Then dδα = 0 and δα = 0 = d0, so δα is exact for every 0-form.

Now, let α be a 1-form with dδα = 0. Then δα is closed 0-form, and consequently constant:

δα = c. This means

c = δα = − ∗ d ∗ α
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Applying ∗ to both sides, and using that ∗∗ = Id (Lemma 5.1) we get

cvM = −d ∗ α,

which can not happen in a compact manifold.

For a general k-form α with dδα = 0, decompose α =
∑
Lrαr with αr primitive, then, by

Lemma 5.5

0 = dδα =
∑

Lrdδαr,

with dδαr primitive, hence this is a direct sum and each term must vanish, hence we must have

dδαr = 0 for every r.

By the induction hypothesis, δαr = dϕr for r > 0 and so

δLrαr = (Lδ + d)Lr−1αr = · · · = rdLr−1αr + Lrδαr = d(rLr−1αr + Lrϕr).

Now we are left with the case of α a primitive k-form. For this, define β by

(5.4) Ln−k+1β = dLn−kα.

Then Ln−k+2β = dLn−k+1α = 0, consequently β is primitive, hence, applying Λn−k+1 and using

Lemma 5.4, we get

Cn−k+1,k−1β = Λn−k+1dLn−kα = Λn−k(dΛ− δ)Ln−kα = · · ·

=
(0, α primitive︷ ︸︸ ︷
dΛn−k+1 − (n− k + 1)δΛn−k

)
Ln−kα

= δCn−k,kα.

Applying Ln−k+1 to both sides and using (5.4) we obtain that, for a suitable constant C,

CLn−k+1δα = Ln−k+1β = d(Ln−kα).

Since by hypothesis δα is closed, Lefschetz implies that δα is exact. �

Theorem 5.4. (Merkulov [67]): A compact symplectic manifold satisfies the Lefschetz prop-

erty if and only if it satisfies the dδ-lemma.

Proof. If the Lefschetz property holds, then, by Theorem 5.3, each cohomology class has

a δ-closed representative. Further, according to Proposition 5.4, Im d ∩ ker δ = Im δ ∩ ker d.
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Applying the map ϕ from Theorem 5.2, d and δ change to ∂ and ∂ and, by Theorem 4.3, the

manifold satisfies the dδ-lemma.

Conversely, if the manifold satisfies the dδ-lemma, by Theorem 4.2, each cohomology class

can be represented by a δ-closed form, i.e., a symplectic harmonic form and thus Theorem 5.3

implies that the manifold satisfies the Lefschetz property. �



CHAPTER 6

The Symplectic Blow-up and the Lefschetz Property

It is a result of Parshin [73] that the ddc-lemma is preserved by rational equivalence, in

particular, by the blow-up along a complex submanifold. Although the blow-up construction

does not seem to have an analogue in generalized complex geometry, there is a symplectic blow-

up, as introduced by McDuff [65]. This operation is similar to the complex blow-up from a

topological point of view, but different in many senses from the differential geometric point of

view. For example, there is a canonical complex structure in the complex blow-up, while there

is no canonical choice of symplectic structure in the symplectic counterpart.

One further difference is the behaviour of the symplectic dδ-lemma which, as we have seen,

is equivalent to the Lefschetz property (cf. Theorem 5.4): In her paper, McDuff introduces

the symplectic blow-up and uses it to give the first simply connected example of a non-Kähler

symplectic manifold, which happens to be the blow-up of CP 5 along a symplectically embedded

Thurston manifold (the nilmanifold with structure (0, 0, 0, 12)). This example of McDuff fails

to be Kähler, amongst other reasons, because it does not satisfy the Lefschetz property. This

means that even if the ambient space satisfies the dδ-lemma, the blown-up manifold may not do

the same. This is also related to the fact that symplectic submanifolds are more flexible than

complex submanifolds. For example, any complex submanifold of CPn is Kähler (algebraic),

whereas any symplectic manifold can have its structure changed so it embeds in CPn [39, 80]

which shows that there are no topological obstructions to the symplectic embedding.

One of the purposes of this chapter is to study systematically how the Lefschetz property

behaves under the blow-up, in particular we seek conditions under which we can assure that the

blown-up manifold will satisfy the Lefschetz property. We prove that this is the case if both

submanifold and ambient manifold satisfy the Property (cf. Theorem 6.3). Moreover we study

the blow-down map and show that even if the blown-up manifold satisfies the Lefschetz property,

the original ambient manifold will not necessarily do so (cf. Theorem 6.2 and Proposition 6.2),

which, together with McDuff’s example, shows that we can not decide whether the blow-up will

or will not satisfy the Lefschetz property based solely on the ambient manifold.

95
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The second purpose of this chapter is to answer the question of the correlation between the

dδ-lemma and formality. One of the implications has been known to be false for some time, as

Gompf produced a simply-connected symplectic 6-manifold which does not satisfy the Lefschetz

property [34], but which is formal by Miller’s result [68]. The converse implication had been

conjectured by Babenko and Taimanov [3] and was the object of study of other papers [44, 61].

Our starting point in this case is that Babenko and Taimanov studied thoroughly the

behaviour of Massey products under blow-up [3, 2] and these tend to ‘survive’ in the blow-up,

which is markedly different from the behaviour of the Lefschetz property. Therefore, we produce

an example of a nonformal symplectic manifold satisfying the Lefschetz property by blowing-up

a nilmanifold along a suitable torus. We also produce a 4-dimensional example using Donaldson

submanifolds [22] and results of Fernández and Muñoz [28].

This chapter is organized as follows. In the first section we explain briefly how the blow-up

is done in symplectic geometry and derive the cohomology ring (also at the form level) of the

blow-up based on the ambient manifold, submanifold and Chern and Thom classes of the normal

bundle of the submanifold. In Section 2, we study how the Lefschetz property behaves under

blow-up, initially in the case of the blow-up along an embedded surface and later the general

case. In Section 3 we recall the definition of Massey products, their relation with formality and

their behaviour under blow-up and finish in Section 4 with examples of nonformal symplectic

manifolds satisfying the Lefschetz property.

1. The Symplectic Blow-up

We begin by giving a description of the cohomology ring of the blown-up manifold in

terms of the cohomology rings of the ambient manifold and the embedded submanifold and the

Chern and Thom classes of the normal bundle of the embedding. We shall outline the blow-up

construction in order to fix some notation. For a detailed presentation we refer to [65].

Assume that i : (M2d, σ) ↪→ (X2n, ω) is a symplectic embedding, with M compact. Let

k = n − d. In these circumstances we can choose a complex structure in TX that restricts to

one in TM , and hence also to the normal bundle E π→ M . Therefore E is a complex bundle

over M and one can form its projectivization

CP k−1 −→ M̃ −→M
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and also form the “tautological” line bundle Ẽ over M̃ : the subbundle of M̃ × E whose fibers

are the elements {([v], λv), λ ∈ C}. We have the following commutative diagram

(6.1)

Ẽ0 −→ Ẽ
q−→ M̃yϕ yϕ yp

E0 −→ (E,ω) π−→ (M,σ)

where q and ϕ are the projections over M̃ and E respectively, E0 is the complement of the zero

section in E and Ẽ0 the complement of the zero section in Ẽ.

It is easily seen that E0 and Ẽ0 are diffeomorphic via ϕ. Furthermore, if we let V be

a sufficiently small disc subbundle in E with its canonical symplectic structure ω, then it is

symplectomorphic to a neighbourhood of M ⊂ X and we identify the two from now on. Letting

Ṽ = ϕ−1(V ), we can form the manifold

X̃ = X − V ∪∂V Ṽ .

Then, the map ϕ can be extended to a map f : X̃ → X, being the identity in the complement

of Ṽ . The manifold X̃ is the blow-up of X along M and f : X̃ → X is the projection of the

blow-up.

Lemma 6.1. (McDuff [65]) There is a unique class a ∈ H2(M̃) which restricts to the

standard Kähler class on each fiber of M̃ → M and pulls back to the trivial class in Ẽ0.

Moreover, H•(Ẽ) ∼= H•(M̃) is a free module over H•(M) with generators 1, a, · · · , ak−1.

Theorem 6.1. (McDuff [65]) If the codimension of M is at least 4, the fundamental groups

of X and the blown up manifold X̃ are isomorphic. Further, there is a short exact sequence

0→ H∗(X)→ H∗(X̃)→ A∗ → 0,

where A∗ is the free module over H∗(M) with generators a, · · · , ak−1, with a as in the previous

lemma. Moreover, there is a representative α of a with support in the tubular neighbourhood V

such that, for ε small enough, the form ω̃ = f∗(ω) + εα is a symplectic form in X̃.

Remark. As is observed by McDuff [65], the Leray-Hirsch theorem implies that ak is related to

a, · · · , ak−1 in Ẽ by

ak = −ck − ck−1a+ · · · − c1ak−1,
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where the cj ’s are the Chern classes of the normal bundle E.

In [74] it is shown that in X̃ this relation becomes

ak = −f∗(t)− ck−1a+ · · · − c1ak−1,

where t is the Thom class of the embedding M ↪→ X and f : X̃ → X the projection of the

blow-up.

With this, we have a complete description of the cohomology ring of X̃. For v1, v2 ∈ H∗(X)

and u1, u2 ∈ H∗(M),

(6.2)



f∗(v) ∧ f∗(w) = f∗(v ∧ w);

f∗(v)a = i∗(v)a;

au1 ∧ au2 = a2u1 ∧ u2

ak = −f∗(t)− ck−1a+ · · · − c1ak−1;

f∗(t) ∧ u1 = f∗(t ∧ u1), the Thom map extended to X.

2. The Lefschetz Property and Blowing-up

Now we move on to study how the Lefschetz property behaves under blow-up. The first

case to look at would be the blow-up of a point, but, as we will see, this does not change the

kernel of the Lefschetz map at any level (cf. Theorem 6.1). The next case would be a surface.

Here, on the one hand, the situation is simple enough for us to be able to give a fairly complete

account of what happens, and, on the other, we can already see that in this case it is possible

to decrease the dimension of the kernel of the Lefschetz map.

2.1. Blowing up along a Surface. Assume that i : (M2, σ) ↪→ (X2n, ω) is a connected

surface symplectically embedded in X, M and X are compact, and let X̃ be the blow-up of X

along M . In H1(X̃) things go as follows

(6.3)
(f∗(ω) + εa)n−1f∗(v) = f∗(ωn−1v) + εn−1an−1i∗v

= f∗(ωn−1v − εn−1tv)

and if Lefschetz holds for X and ε is small enough Lefschetz will also hold for X̃, or, more

generally, dim(ker(ω̃n−1)) ≤ dim(ker(ωn−1)). Now we proceed to show that in certain conditions

the inequality holds.
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Lemma 6.2. Let i : (M2, σ) ↪→ (X2n, ω) be a symplectic embedding, M and X be compact

and t be the Thom class of this embedding. The following are equivalent:

(1) There are v1, v2 ∈ H1(X) in ker(ωn−1) such that i∗(v1 ∧ v2) 6= 0;

(2) There exists v1 ∈ ker(ωn−1) such that t ∧ v1 6∈ Im (ωn−1).

Proof. Assuming (1), by the defining property of the Thom class,∫
X
t ∧ v1 ∧ v2 =

∫
M
i∗(v1 ∧ v2) 6= 0,

and, since both v1 and v2 pair trivially with Im (ωn−1), but pair nontrivially with t ∧ vi, we see

that t ∧ vi 6∈ Im (ωn−1). So (1) implies (2).

On the other hand, assume that there is a v1 satisfying (2). Let {ai} be a basis for ker(ωn−1)

and {ãi} be a basis for a complement. Since (H1)∗ ∼= H2n−1, we can view the dual basis {a∗i , ã∗i }

as a basis for H2n−1. Then we note that Im (ωn−1) ⊂ span{ã∗i }, and since these spaces have the

same dimension they are the same. Therefore, the condition t ∧ v1 6∈ Im (ωn−1) implies that it

pairs nontrivially with some of the ai. Let v2 be such an ai. Then again by the defining property

of the Thom class we have ∫
M
i∗(v1 ∧ v2) =

∫
X
t ∧ v1 ∧ v2 6= 0,

and i∗(v1 ∧ v2) 6= 0. �

Lemma 6.3. If the equivalent conditions (1) and (2) of the previous lemma are satisfied and

ε is small enough, then

dim(ker(ω̃n−1 : H1(X̃)→ H2n−1(X̃))) ≤ dim(ker(ωn−1 : H1(X)→ H2n−1(X)))− 2.

Proof. Let V be a complement of ker(ωn−1) in H1(X) and v1 and v2 the cohomology

classes satisfying condition (1) of lemma 6.2. Then, since neither t∧ v1 or t∧ v2 is in Im (ωn−1),

for ε small enough, equation (6.3) shows that f∗(t ∧ vi) 6∈ Im (ω̃|V ), since ω̃n−1|V is simply

a perturbation of the injection ωn−1|V . On the other hand, ω̃n−1vi = −εn−1f∗(t ∧ vi), and

therefore f∗(t ∧ vi) is in the image of ω̃n−1, so

dim(Im (ω̃n−1)) ≥ dim(Im (ωn−1)) + 2

and the result follows. �
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Now we move on to H2(X̃), where we have

(6.4)
(f∗(ω) + εa)n−2(f∗(v2) + av0) =

= f∗(ωn−2v2 − εn−2tv0) + εn−3an−2((n− 2)σv0 + ε(i∗v2 − c1v0))

and then we observe that the map above is a perturbation of

f∗(v2) + av0 7→ f∗(ωn−2v2) + εn−3an−2(n− 2)σv0.

Therefore for ε small enough, Lefschetz will hold for X̃ if it holds for X, or more generally

dim(ker(ω̃n−2)) ≤ dim(ker(ωn−2)).

Again, we may have the inequality.

Lemma 6.4. Let i : (M2, σ) ↪→ (X2nω) be a symplectic embedding, M and X be compact

and t be the Thom class of this embedding. The following are equivalent:

(1) There exists v ∈ ker(ωn−2 : H2(X)→ H2n−2(X)) such that i∗v 6= 0;

(2) The Thom class t is not in the image of ωn−2.

Proof. The proof is the same as the one for lemma 6.2. Assuming (1), by definition of the

Thom class, ∫
X
tv =

∫
M
i∗v 6= 0.

On the other hand any vector in the kernel of ωn−2 pairs trivially with Im (ωn−2), so t 6∈

Im (ωn−2).

Conversely, we let again {ai} be a basis for ker(ωn−2), {ãi} a basis for a complement

and {a∗i , ã∗i } the dual basis and again identify the dual space with H2n−2. Then we see that

Im (ωn−2) = span{ã∗i } and, since t 6∈ Im (ωn−2), t must pair nontrivially with at least one of the

ai’s. Call it v. �

Lemma 6.5. If the equivalent conditions (1) and (2) of the previous lemma are satisfied and

ε is small enough then

dim(ker(ω̃n−2 : H2(X̃)→ H2n−2(X̃))) = dim(ker(ωn−2 : H2(X)→ H2n−2(X)))− 1
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Proof. By conveniently choosing v2 and v0 in (6.4),

(6.4)

(f∗(ω) + εa)n−2(f∗(v2) + av0) =

= f∗(ωn−2v2 − εn−2tv0)︸ ︷︷ ︸
H2n−2(X)

+ εn−3an−2((n− 2)σv0 + ε(i∗v2︸︷︷︸
6=0

− c1v0))

the term in H2n−2(X) can be made equal to any pre-chosen element in Im (ωn−2) ⊕ span{t}.

Once v2 and v0 are chosen, changing v2 by an element in ker(ωn−2) does not affect the result. On

the other hand, by varying v2 by an element in ker(ωn−2) the coefficient of a can be made equal

to anything in H2(M). Therefore dim(Im (ω̃n−2)) = dim(Im (ωn−2)) + 2 and dim(H2(X̃)) =

dim(H2(X)) + 1, hence the result follows. �

Finally, we finish the study of the blow-up along surfaces claiming that, for i > 2,

dim(ker(ω̃n−i)) = dim(ker(ωn−i)).

Indeed, if vi ∈ ker(ωn−i) then, i∗(vi) = 0, since it has degree greater than 2, and therefore

af∗(vi) = ai∗(vi) = 0 and

(f∗(ω) + εa)n−if∗(vi) = f∗(ωn−ivi) = 0,

so f∗(ker(ωn−i)) ⊂ ker(ω̃n−i).

Conversely, assuming i even (the odd case is analogous),

(f∗(ω) + εa)n−i(f∗(vi) + a
i
2 v0 + a

i−2
2 v2) =

f∗(ωn−ivi) + εn−i−1an− i
2
−1((n− i)σv0 + εv2) + εn−ian− i

2 v0,

and therefore f∗(vi)+a
i
2 v0 +a

i−2
2 v2 will be in ker(ω̃n−i) if, and only if, v0 = 0 (by the coefficient

of an− i
2 ), v1 = 0 (by the coefficient of an− i

2
−1) and vi ∈ ker(ωn−i), establishing the reverse

inclusion.

So we have proved:

Theorem 6.2. Let i : M2 ↪→ X2n be a symplectic embedding, M and X be compact and X̃

the blow up of X along M . Then, for ε small enough,

• for i > 2,

dim(ker(ω̃n−i)) = dim(ker(ωn−i)),
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in particular, Lefschetz holds at level i in X̃ if, and only if, it does so in X;

• if there is an element in ker(ωn−2) that restricts to a nonzero element in H2(M) then

dim(ker(ω̃n−2)) = dim(ker(ωn−2))− 1,

otherwise these kernels have the same dimension;

• if there are elements v1, v2 ∈ ker(ωn−1) such that i∗(v1 ∧ v2) 6= 0, then

dim(ker(ω̃n−2)) ≤ dim(ker(ωn−2))− 2,

otherwise

dim(ker(ω̃n−2)) ≤ dim(ker(ωn−2)).

2.2. The General case. Now we treat the general case of the blow-up. Our main objective

is to prove that if both M2d and X2n satisfy the Lefschetz property so does the blow-up of X

along M , although in the course of this proof we obtain slightly more, including a generalization

of lemma 6.3. The first part of the proof was already encountered at the end of the 2-dimensional

case.

Proposition 6.1. Assume that (M2d, σ) ↪→ (X2n, ω) is a symplectic embedding with M

and X compact and 2d < n. Let X̃ be the blown-up manifold. Then, for i > 2d

dim(ker(ω̃n−i)) = dim(ker(ωn−i)).

In particular, X̃ will have the Lefschetz property at level i > 2d if, and only if, X does so.

Remark. The condition 2d < n is there only so that we can talk about a Lefschetz map at level

i > 2d, and this Proposition says that we can not change the dimension of the kernel of the

Lefschetz map beyond the dimension of the submanifold along which we are blowing-up.

Proof. First we return to our usual notation and let k = n−d. Let vi ∈ ker(ωn−i) ⊂ H i(X)

and consider the cohomology class f∗(vi) ∈ H i(X̃). The restriction of vi to M is zero, since the

degree of vi is greater than the dimension of M . Therefore avi = 0 and

(f∗(ω) + εa)n−if∗(vi) = f∗(ωn−ivi) = 0.

Thus, f∗(ker(ω)n−i) ⊂ ker(ω̃n−i).
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On the other hand assume that v = f∗(vi)+avi−2 + · · ·+alvi−2l is an element of the kernel

of ω̃n−i. We may further assume that the last term above, vi−2l, is not zero or else v is of the

form f∗(vi). From v ∈ ker(ω̃) we have

0 = (f∗(ω) + εa)n−i(f∗(vi) + avi−2 + · · ·+ alvi−2l)

= f∗(ωn−ivi) +
n−i,l∑

j=0,m=1

εj

n− i
j

 aj+mσn−i−jvi−2m.

Since i > 2(n − k), the degree of the element above is 2n − i < 2k and therefore the highest

power of a in the expression above is still smaller than k. Hence the coefficient of al+n−i, which

is vi−2l, must vanish. Thus we had from the beginning v = f∗(vi) and the expression above

reduces to

0 = (f∗(ω) + εa)n−i(f∗(vi)) = f∗(ωn−ivi)

and v ∈ f∗(ker(ωn−i)), which shows the reverse inclusion and proves the proposition. �

Proposition 6.2. Assume that i : (M2d, σ) ↪→ (X2n, ω) is a symplectic embedding with M

and X compact and 2d < n. Let X̃ be the blown-up manifold. If there is a v ∈ ker(ωn−2d) such

that i∗v 6= 0, then

dim(ker(ω̃n−2d)) = dim(ker(ωn−2d))− 1,

otherwise these kernels have the same dimension, as long as ε is small enough. In particular, if

X has the Lefschetz property at level 2d, so does X̃.

Proof. Initially we observe that the same argument used in lemma 6.4 shows that the

existence of v ∈ ker(ωn−2d) such that i∗v 6= 0 is equivalent to the fact that the Thom class, t, of

the embedding is not in the image of ωn−2d. Now we let k = n−d and write down the Lefschetz

map at level 2d

(6.5)

(f∗(ω) + εa)n−2d(f∗(v2d) + av2d−2 + · · ·+ adv0) = f∗(ωn−2dv2d − εn−2dv0t)+

+
k−1∑

i=k−d

ai

 d∑
l≥i−n+2d

n− 2d

i− l

 εi−lσn−2d−i+lv2(d−l)

− εn−2dv0ck−i

 ,

where the ci’s are the Chern classes of the normal bundle of M . Then we claim that we can

make it equal to any element in

(∗) f∗(Im (ωn−2d)⊕ span{t})⊕ ak−dH2d(M)⊕ · · · ak−1H2(M).
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The idea is the following: the system above is triangular and therefore easy to solve. Indeed,

let f∗(w2(n−d)) + ak−dw2d + · · ·+ ak−1w2 be an element of the space (∗). We start by choosing

v2d and v0 so that ωn−2dv2d − εn−2dtv0 equals w2(n−d). Observe that we can still change v2d by

any element in the kernel of ωn−2d. Now look at the coefficient of ak−1 in (6.5):

εn−2dv2 + (n− 2d)εn−2d−1σv0 − εn−2dv0c1 := εn−2dv2 + F (v0).

Since we have already chosen v0, we can now choose v2 so that the expression above equals w2.

Assuming by induction that v2j have already been chosen for j < j0 < k − d so that the

coefficient of ak−j is w2j we see that the coefficient of ak−j0 in (6.5) is of the form

εn−2dv2j0 + F (v0, · · · , v2j0−2),

where F is a function. Then again we can choose v2j0 so as to have the desired equality.

Finally the coefficient of ak−d is of the form

εn−2di∗v2d + F (v0, · · · , v2d−2) ∈ H2d(M).

And then, changing v2d by a multiple of the element in ker(ωn−2d) whose restriction to M is

nonvanishing, we can make this coefficient equal w2d.

Now a simple counting of the dimensions involved shows that

dim(ker(ω̃n−2d)) = dim(ker(ωn−2d))− 1.

In order to prove the “otherwise” case, we start observing that if for every v ∈ ker(ωn−2d),

i∗v = 0 then f∗(ker(ω)) ⊂ ker(ω̃n−2d). Therefore we immediately have dim(ker(ωn−2d)) ≤

dim(ker(ω̃n−2d)).

The reverse inequality is similar to what we have done so far and also to the subject of

Proposition 6.3, so we shall omit its proof. �

Before we can tackle the case i < 2d we have to recall that, from Theorem 5.3, if M satisfies

the Lefschetz property there is a splitting of a cohomology class into primitive elements:

(5.3) H i = Pi ⊕ Im (ω),

where Pi is defined by

Pi = {v ∈ H i | ωd−i+1v = 0},
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if i ≤ d and Pi = {0} otherwise. The elements in Pi are called primitive i–cohomology classes.

Hence, we can write every v ∈ H i, i ≤ j in a unique way as v = v0 + v1σ+ · · ·+ v[i/2]σ[i/2],

with vj primitive. Observe that if i > d, then the first few terms in this decomposition will

vanish simply because Pj = {0} for j > d. Again, the notation for the splitting above will be

used consistently in the sequence.

Proposition 6.3. Let i : (M2d, σ) ↪→ (X2n, ω) be a symplectic embedding with M and X

compact and 2d < n. Assume further that M satisfies the Lefschetz property. Then, for ε small

enough and i ≤ 2d,

dim(ker(ω̃n−i)) ≤ dim(ker(ωn−i)).

In particular, if X satisfies the Lefschetz property at level i so does X̃.

Proof. Firstly we observe that the cases of i odd and i even can be treated similarly, but

for simplicity we shall work out only the even case: 2i.

We want to take the limit ε → 0 in the map ω̃n−2i, but, as it stands, the resulting map

will clearly have a big kernel. So, what we shall do is to find linear maps Aε and Bε such that

limε→0Bεω̃
n−2iAε has kernel f∗(ker(ωn−2i)). From this we shall conclude that the dimension of

the kernel of ω̃n−2i is at most the dimension of the kernel of ωn−2i as long as ε is small enough.

We define Aε : H2i(X̃)→ H2i(X̃) by

Aε

f∗(v2i) +
i−1∑
j=0

ai−jv2j

 = f∗(v2i) +
i−1∑
j=0

1
εj
ai−jv2j .

And Bε : H2n−2i(X̃)→ H2n−2i(X̃) by

Bε

f∗(v2n−2i) +
i−1∑
j=0

an−d−i+jv2d−2j

 = f∗(v2n−2i) +
i−1∑
j=0

1
εn−d−2i+j

an−d−i+jv2d−2j

Now we move on to write the map limε→0Bεω̃
n−2iAε:

lim
ε→0

Bεω̃
n−2iAε = f∗(ωn−2iv2i) +

i−1∑
j=0

an−d−i+j
i−1∑
l=0

bd−j−lσ
d−j−lv2l,

where bj =

n− 2i

j

 are the binomial coefficients.
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We can further split the cohomology classes v2l into their primitive parts, according to

lemma 5.3, v2l = v0
2l + σv1

2l + · · ·+ σlvl
2l. With that, elements of H2i(X̃) will be in the kernel of

the map above only if the coefficients of ajσl vanish. The only terms that will give us information

about primitives of degree 2l are the coefficients of ak−i+lσd−2l, ak−i+l+1σd−2l−1, . . . , ak−1σd−l−i+1,

and the vanishing of these is equivalent to the following:

bd−2l bd−2l−1 · · · bd−l−i+2 bd−l−i+1

bd−2l−1 bd−2l−2 · · · bd−l−i+1 bd−l−i

...
. . .

...

bd−2l−i+2 bd−2l−i+1 · · · bd−2i+4 bd−2i+3

bd−2l−i+1 bd−2l−i · · · bd−2i+3 bd−2i+2





v0
2l

v1
2l+2
...

vi−2−l
2i−4,

vi−1−l
2i−2


= 0

in the case 2i < d, and a similar matrix for 2i > d. What is important here is that in both

cases the matrix will be constant along its anti-diagonals (it is a Toeplitz matrix) and the top

right entry is nonzero. Now, if we can prove that all the matrices above are invertible, we will

conclude that f∗(v2i) +
∑
ai−jv2j is in the kernel of limBεω̃

n−2iAε if and only if v2j = 0 for all

j < i and v2i ∈ ker{ωn−2i}. So the next lemma finishes the proposition.

Lemma 6.6. Let bnj =

n
j

 , n, j ∈ N. Then for any p ∈ N

∆n,p+1
k = det



bnk+p bnk+p−1 · · · bnk+1 bnk

bnk+p−1 bnk+p−2 · · · bnk bnk−1
...

. . .
...

bnk+1 bnk · · · bnk−p+2 bnk−p+1

bnk bnk−1 · · · bnk−p+1 bnk−p


6= 0

if bnk 6= 0.

Proof. Initially we observe that bnk 6= 0 if and only if n ≥ k ≥ 0 and for n = k the

matrix above has zeros above the anti-diagonal and ones on it, so the determinant is a power

of −1. Further, by adding to each column the one to its right and using the binomial identity
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bnk + bnk−1 = bn+1
k we get

∆n,p+1
k = det



bn+p
k+p bn+p−1

k+p−1 · · · bn+1
k+1 bnk

bn+p
k+p−1 bn+p−1

k+p−2 · · · bn+1
k bnk−1

...
. . .

...

bn+p
k+1 bn+p−1

k · · · bn+1
k−p+2 bnk−p+1

bn+p
k bn+p−1

k−1 · · · bn+1
k−p+1 bnk−p


Now it is easy to check that

∆n+1,p+1
k =

(n+ p+ 1)!(n− k)!
n!(n+ p− k + 1)!

∆n,p+1
k ,

showing that ∆n+1,p+1
k is nonzero if ∆n,p+1

k is nonzero and we obtain the result by induction. �

These three propositions give us the following

Theorem 6.3. Let i : (M2d, σ) ↪→ (X2n, ω) be a symplectic embedding with M and X

compact and both satisfying the Lefschetz property and 2d < n. Let (X̃, ω + εα) be the blow-up

of X along M with the symplectic form from theorem 6.1. Then, for ε small enough, X̃ also

satisfies the Lefschetz property.

3. Massey Products and the Blow-up

Having determined how the Lefschetz property behaves under blow-up, we turn our atten-

tion to formality. As remarked in Chapter 1, a very useful tool used to prove that manifolds

are not formal are the Massey products. The object this section is to prove that under mild

codimension conditions, these products are preserved in the blow-up. This will allow us to find

examples of nonformal symplectic manifolds in the next section.

Theorem 6.4. Let i : M2(n−k) ↪→ X2n be a symplectic embedding with M compact and let

X̃ be the blown-up manifold, then:

• if X has a nontrivial triple Massey product, so does X̃,

• (Babenko and Taimanov [3]) if M has a nontrivial triple Massey product and k > 3,

so does X̃.

Proof. We start with the first claim and assume the Massey product 〈v1, v2, v3〉 is nonzero

in X. This means that there is u representing such a product with [u] 6∈ I([v1], [v3]), the ideal
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generated by [v1] and [v3] in H∗(X). If we consider the product 〈f∗v1, f∗v2, f∗v3〉 we see that

f∗u is a representative for it. The question then is whether f∗[u] is in the ideal (f∗[v1], f∗[v3]).

Let us assume there was a relation of the kind

f∗[u] = f∗[v1](f∗ξ1 + aζ1
1 + · · · ak−1ζk−1

1 ) + f∗[v3](f∗ξ3 + aζ1
3 + · · · ak−1ζk−1

3 )

Then, using the product rules (6.2),

f∗[u] = f∗([v1]ξ1 + [v3]ξ3) + a(i∗[v1]ζ1
1 + i∗[v3]ζ1

3 ) + · · ·+ ak−1(i∗[v1]ζk−1
1 + i∗[v3]ζk−1

3 ).

Now, since the sum above is a direct one, all the coefficients of the powers of a must vanish and

the following must hold:

f∗[u] = f∗([v1]ξ1 + [v3]ξ3).

Since f∗ is an injection, we conclude that [u] ∈ ([v1], [v3]) which contradicts our initial assump-

tion.

Now we treat the second case. We start by assuming that v1, v2 and v3 ∈ Ω(M) are closed

forms satisfying

v1 ∧ v2 = dw1 and v2 ∧ v3 = dw2,

with [w1v3 − (−1)|v1|v1w2] 6∈ ([v1], [v3]). Letting ϕ : Ṽ → V be the map of diagram (6.1) and

π : V →M the projection of the disc bundle, we have the following relations in H∗(X̃)

αϕ∗π∗v1 ∧ αϕ∗π∗v2 = d(α2ϕ∗π∗w1) and αϕ∗π∗v2 ∧ αϕ∗π∗v3 = d(α2ϕ∗π∗w2)

The question then is again whether the cohomology class of the form

αϕ∗π∗v1α
2ϕ∗π∗w1 − (−1)|v1|αϕ∗π∗v1α

2ϕ∗π∗w2

is in the ideal generated by a[v1] and a[v3].

Suppose it was. Then there would be a relation of the type

a3[w1v3 − (−1)|v1|v1w2] = a[v1](f∗ξ1 + aζ1
1 + · · ·+ ak−1ζk−1

1 )+

+ a[v3](f∗ξ3 + aζ1
3 + · · ·+ ak−1ζk−1

3 )

= a([v1]i∗ξ1[v3]i∗ξ3) + a2([v1]ζ1
1 + [v3]ζ1

3 ) + · · ·+

+ ak−1([v1]ζk−2
1 + [v3]ζk−2

1 ) + ak([v1]ζk−1
1 + [v3]ζk−1

3 ).
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Expanding ak and using again that the result is a direct sum, we look at the coefficient of a3.

Comparing both sides we see that it equals [w1v3 − (−1)|v1|v1w2], so

[w1v3 − (−1)|v1|v1w2] = [v1]ζ2
1 + [v3]ζ2

3 − ck−3ζ
k−1
1 [v1] + ck−3ζ

k−1
3 [v3].

But this contradicts the fact that [w1v3 − (−1)|v1|v1w2] 6∈ ([v1], [v3]). �

4. Examples

We want to find a 6-dimensional symplectic manifold with nontrivial triple Massey product,

b1 even, not satisfying the Lefschetz property and then use the blow-up procedure to eliminate

the kernel of ωi. We have already encountered manifolds with these properties before, namely,

nilmanifolds.

It is a result of Benson and Gordon [5] that nontoroidal nilmanifolds never satisfy the

Lefschetz property. Also, Nomizu’s theorem 3.1 implies that the Lie algebra of the corresponding

Lie group with its differential (∧•g∗, d) furnishes a minimal model for the nilmanifold, therefore,

no nontoroidal nilmanifold is formal. Indeed, it is a result of Cordero et al [17] that they always

have nontrivial (maybe higher order) Massey products.

The simplest nilmanifold with the properties required is the one obtained from the product

of two copies of the Heisenberg group.

Example 6.1. If G is the 3 dimensional Heisenberg group then the Lie algebra has a basis

formed by the left invariant vector fields whose values at the identity are

∂1 =


0 1 0

0 0 0

0 0 0

 ; ∂2 =


0 0 0

0 0 1

0 0 0

 ; ∂3 =


0 0 −1

0 0 0

0 0 0


Then we check that [∂1, ∂2] = −∂3 and [∂1, ∂3] = [∂2, ∂3] = 0. Therefore, the quotient

manifold, H, of the 3–Heisenberg group by the lattice generated by exp ∂i will have Chevalley-

Eilenberg complex (∧•g∗, d) generated by the invariant 1-forms ei dual to the ∂i related by

de1 = de2 = 0; de3 = e1 ∧ e2.

So, this manifold is the nilmanifold H = (0, 0, 12).
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Hence H1(H) is generated by {e1, e2}, H2, by {e13, e23} and H3, by {e123}, where, as usual,

eij is the shorthand for ei ∧ ej . Therefore b1 = b2 = 2 and b0 = b3 = 1.

Massey products. With the relations above for e1, e2 and e3 we get that

e1 ∧ e2 = de3 and e2 ∧ e1 = d(−e3).

Therefore we can form the Massey product 〈e1, e2, e1〉 = e3 ∧ e1 + e1 ∧ (−e3) = −2e13 6= 0.

Observe that in this case, since e1∧e2 is exact, Massey products have no indeterminacy and the

above is a nontrivial one in H.

Example 6.2. Now consider the product H × H = (0, 0, 12, 0, 0, 45). The triple product

〈e1, e2, e1〉 is still nonzero. Further, the form

ω = e14 + e23 + e56

is closed and has top power 6e123456, which is everywhere nonvanishing. Hence ω is a symplectic

form in H×H.

It is easy to see that the kernel of ω : H2 → H4 is span{e25} and the kernel of ω2 in H1 is

span{e2, e5}.

In H, consider the path

α(t) = exp(t(∂1 + ∂2 + ∂3)) =


1 t t+

1
2
t2

0 1 t

0 0 1

 , t ∈ [0, 2],

then α′ = ∂1 + ∂2 + ∂3 and, besides this, α(2) ≈ α(0), hence this is a circle.

In H × H there are two copies of α (one in each factor) making a torus T 2. A basis for

the tangent space of this torus is given by {∂1 + ∂2 + ∂3, ∂4 + ∂5 + ∂6}. The symplectic form

evaluated on this basis equals 1 everywhere, hence this torus is a symplectic submanifold. On

the other hand, e25 evaluated on this basis also equals 1 everywhere.

Therefore, by Theorems 6.2 and 6.4, the blow-up M6 of H×H along this torus satisfies the

Lefschetz property (for ε small enough) and has a nontrivial triple product.

Example 6.3. Still let M be the manifold from the previous example. Using Fernández

and Muñoz’s result on formality of Donaldson submanifolds [28], the Poincaré dual N4 of the

symplectic class [ω] (after changing the symplectic form slightly and re-scaling to get integral



4. EXAMPLES 111

periods) will be a symplectic submanifold of M which still satisfies the Lefschetz property and

by Donaldson’s theorem [22] the inclusion N ↪→ M induces an isomorphism H1(M) ∼= H1(N)

and an injection H2(M) ↪→ H2(N). Now, the Massey product in M comes from three 1-forms

and therefore still exists in N and further, since we have an injection in H2, this product is

nonzero in N . So N is a nonformal symplectic 4-manifold satisfying the Lefschetz property.

Example 6.4. Let (N4, σ) be the manifold obtained in Example 6.3 that has a nontrivial

triple product and satisfies the Lefschetz property. By construction, σ is an integral cohomology

class, therefore, (N,σ) can be symplectically embedded in CP 6, by Gromov’s Embedding The-

orem [39, 80]. By Theorem 6.3, the blow-up of CP 6 along N will have the Lefschetz Property.

According to Theorem 6.4, it will have a nonvanishing triple product (and thus is not formal)

and from Theorem 6.1 it is simply connected.





CHAPTER 7

T-duality

T-duality in physics is a symmetry which relates IIA and IIB string theory and T-duality

transformations act on spaces in which at least one direction has the topology of a circle. In this

chapter, we consider a mathematical version of T-duality introduced by Bouwknegt, Evslin and

Mathai for principal circle bundles with nonzero twisting 3-form H (also called H-flux) [8, 7,

9]. Our main result is that any invariant twisted generalized complex structure (or generalized

Calabi–Yau or generalized Kähler or generalized metric Calabi-Yau, for that matter) can be

transported to the T-dual circle bundle with the appropriate twist. Hence it becomes probable

that generalized complex geometry is a natural place to study mirror symmetry. Moreover, most

of the structures derived from a generalized complex structure correspond to their counterparts

in the T-dual, for example, the invariant forms in Uk, the decomposition d = ∂ + ∂ and even

some submanifolds (invariant in some sense) can be transported.

These properties of T-duality are very interesting, as they match properties on a manifold

and its dual, therefore allowing one to prove difficult results on one side by studying them in the

probably simpler mirror. As an example of this idea, we prove that no 6-nilmanifold can have an

invariant generalized Kähler structure. T-duality also allows us to determine generalized Kähler

structures on semi-simple Lie groups different from those in Example 2.24.

Of course other geometric structures can be transported via T-duality. Notably, the results

in this chapter and in [14] inspired Witt to use T-duality to transport other generalized struc-

tures, such as generalized G2 and Spin(7) and their weaker versions [85], thereby obtaining new

examples of those structures. Also, in [14], we study how a generalized metric g+b (see Chapter

2, Section 1) transforms and obtain, in a geometrical way, the Buscher rules [11, 12].

This chapter is organized in the following way. In the first section we introduce T-duality for

principal circle bundles as presented in [8] and prove the main result in that paper stating that

T-dual manifolds have isomorphic twisted cohomologies. In Section 2 we prove that generalized

complex structures can be transported via T-duality (our main result) and from there we draw

a series of corollaries.

113
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The material of this chapter and further results on this subject will be present in a collabo-

rative paper with Gualtieri [14], who I thank for useful conversations about this topic and who

helped me to shape the results the way they appear in this chapter.

1. Topological T-duality

The construction of the T-dual we introduce in this section is due to Bouwknegt, Evslin and

Mathai and is the subject of a series of papers by these authors [8, 7, 9]. They set T-duality

in the context of principal torus bundles and then work with twisted cohomology. One further

requirement is that the twisting 3-form H (also called an NS-flux) is invariant under the circle

action. As a consequence of these restrictions, when we want to consider geometric structures

later on, we will be obliged to work only with invariant structures.

The starting point is a principal circle bundle with an integral closed 3-form H over a

manifold M : (E,H). We choose a connection θ on E, so that θ(∂/∂θ) = 1, where ∂/∂θ is the

vector field generated by a fixed element in the Lie algebra of S1. The curvature of this bundle

is dθ = F . As H is closed and invariant,

0 = L∂/∂θH =
∂

∂θ
bdH + d(

∂

∂θ
bH) = d(

∂

∂θ
bH).

So, if we write H = F̃ θ + h, with F̃ and h pull-backs from M , we see that F̃ is closed. Also,

as H is integral, and
∫
S1 θ = 2π, we get that 2πF̃ is integral. Hence we can construct a circle

bundle Ẽ over M and choose a connection form θ̃ whose curvature is F̃ . We associate the 3-form

H̃ = F θ̃ + h to Ẽ:

Definition. The T -dual to (E,H) is the space (Ẽ, H̃) defined as the circle bundle over M with

a connection θ̃ and curvature dθ̃ = F̃ with the 3-form H̃ = F θ̃ + h.

E

H = F̃ θ + h
dθ = F

M

Ẽ

H̃ = F θ̃ + h

dθ̃ = F̃

Remark. In the definition above, the T-dual circle bundle Ẽ is well defined by (E, [H]). However

the corresponding connection θ̃ is defined up to a closed form and the 3-form H̃ relies on the
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particular choice of connection. In the sequel we always assume such a choice was made when

talking about ‘the’ T-dual.

Definition. If (E,H) and (Ẽ, H̃) are T-dual to each other, the fiber product

E ×M Ẽ ↪→ E × Ẽ

is the correspondence space.

Using the correspondence space, we can define the following map between the complexes of

invariant differential forms:

(7.1) τ : Ω•
S1(E)→ Ω•

S1(Ẽ) τ(ρ) =
1
2π

∫
S1

e−θ∧θ̃ρ,

where the S1 where the integration takes place is the fiber of E ×M Ẽ → Ẽ, so the result is an

invariant form in Ẽ. This formalism is suggestive, but, more concretely, any invariant form ρ in

E can be written as ρ = θρ1 + ρ0. In this case it is easy to check that

(7.2) τ(θρ1 + ρ0) = ρ1 − θ̃ρ0.

Remark. Needless to say, τ does not preserve degrees. Nevertheless it is well behaved under the

Z2-grading of differential forms as τ reverses the parity of its argument:

τ(Ωev/od
S1 ) ⊂ Ωod/ev

S1 .

Also, it is clear from (7.2) and the setting that if we T-dualize twice and choose ˜̃
θ = θ,

we get (E,H) back and, on invariant forms, τ2 = −Id. But Ω•
S1(E) is naturally a Z2-graded

differential complex — without the Leibniz rule — with differential dH = d+H. Bouwknegt’s

main theorem [8] can be stated in the following way for forms:

Theorem 7.1. The map τ : (Ω•
S1(E), dH) → (Ω•

S1(Ẽ),−dH̃) is an isomorphism of differ-

ential complexes.

Proof. Given that τ has an inverse, obtained by T-dualizing again, we only have to check

that τ preserves the differentials, i.e., −dH̃ ◦ τ = τ ◦ dH . To obtain this relation we use equation
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(7.1):

−dH̃τ(ρ) =
1
2π

∫
S1

dH̃(e−θθ̃ρ)

=
1
2π

∫
S1

(H − H̃)e−θθ̃ρ+ e−θθ̃dρ+ H̃e−θθ̃ρ

=
1
2π

∫
S1

He−θθ̃ρ+ e−θθ̃dρ

= τ(dHρ)

�

Remark. If one considers τ as a map of the complexes of differential forms (no invariance

required), it will not be invertible. Nonetheless, every dH -cohomology class has an invariant

representative, hence τ is a quasi-isomorphism.

Example 7.1. The Hopf fibration makes the 3-sphere, S3, a principal S1 bundle over S2.

The curvature of this bundle is a volume form of S2, σ. So S3 with zero twist is T -dual to

(S2 × S1, σ ∧ θ). The closed nonexact form 1 ∈ ∧0S3 is mapped to θ, the volume form of S1 in

S2 × S1 via the T-duality map while the volume form of S3 is mapped into the volume form of

S2.

Example 7.2. Using the notation of Chapter 3, consider a nilmanifold E whose structure

is given by (0, 0, 0, c1), where c1 ∈ ∧2span{1, 2, 3}. E is naturally a principal circle bundle over

a 3-torus. If we take H = 0 we obtain that the T-dual, Ẽ, is just the 4-torus with a 3-form

H̃ = c1 ∧ 4.

If we had a 2-step nilmanifold E, i.e., nil(E) = 2, and H = 0, we could write the structure

of Ej+k as (0, · · · , 0, c1, · · · , ck), with ci ∈ ∧2span{1, · · · , j}, indeed, as this nilmanifold is a

principal k-torus bundle over a torus, we can even take ci to be the Chern classes of each circle

bundle involved. This choice of circle bundles gives us a preferred way to T-dualize along the k

circles making the torus bundle. After T-dualizing, we obtain a k+ j-torus with 3-form
∑
ci∧ i.

This shows that every 2-step nilmanifold with vanishing 3-form can be T-dualized to a torus

with nonvanishing 3-form.

Example 7.3. Let (G,H) be a semi-simple Lie group with 3-formH(X,Y, Z) = K([X,Y ], Z),

the Cartan form generating H3(G,Z), where K is the Killing form.
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With a choice of maximal torus T and a circle subgroup S1 < T , we can think of G as a

principal circle bundle. For X = ∂/∂θ ∈ g tangent to S1 < G and of length −1 according to the

Killing form, a natural connection on G is given by −K(X, ·). The curvature of this connection

is given by

d(−K(X, ·))(Y, Z) = K(X, [Y, Z]) = H(X,Y, Z),

hence the pull back of F to G is

F = H(X, ·, ·) = XbH = F̃ .

Which shows that semi-simple Lie groups with the Cartan 3-form are self T-dual. Of course,

one can repeat this with any other circle making up the maximal torus.

Remark. Using the idea of the previous two examples we can T-dualize principal torus bundles

by decomposing them into circle bundles and then T-dualizing each circle bundle in turn. One

can show that the T-dual does not depend on the particular decomposition of the torus into

circles, as different decompositions in the left side just induce different decompositions of the

T-dual tori, but keep the principal torus bundle unchanged.

However, it is not always possible to T-dualize principal torus bundles, as we have done.

To do so, some restrictions have to be placed on H. Namely, in order for a torus bundle (E,H)

to be T-dualizable, H(X,Y, ·) has to vanish for every pair of vertical vectors X and Y [8]. In

Example 7.2, this was trivially true, while in Example 7.3 we had H(X,Y, Z) = K([X,Y ], Z),

which vanishes for any X,Y in the Lie algebra of the torus.

2. T-duality and Generalized Complex Structures

We have seen that T-duality comes with a map of differential complexes τ which is an

isomorphism of the complexes of invariant differential forms. Now we prove that this map also

preserves invariant twisted generalized complex structures.

But first we introduce a map on T + T ∗. Let (E,H) and (Ẽ, H̃) be a T-dual pair. Any

invariant section of TE ⊕ TE∗ can be written as X + f∂/∂θ + ξ + gθ, where X is a horizontal

vector and ξ is a pull-back from M . We define ϕ : (TE ⊕ T ∗E)S1 → (TẼ ⊕ T ∗Ẽ)S1 by:

(7.3) ϕ(X + f
∂

∂θ
+ ξ + gθ) = −X − g ∂

∂θ̃
− ξ − fθ̃.

The core of our results is encoded in this theorem:
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Theorem 7.2. The following hold:

(1) the map ϕ is orthogonal with respect to the natural pairing on TE⊕T ∗E and TẼ⊕T ∗Ẽ,

hence it induces an isomorphism of Clifford algebras, Cl((TE ⊕ T ∗E)S1) ∼= Cl((TẼ ⊕

T ∗Ẽ)S1);

(2) for V ∈ C∞((TE ⊕ TE∗)S1) we have

τ(V · ρ) = ϕ(V ) · τ(ρ),

for any invariant form ρ. Therefore τ induces an isomorphism of Clifford modules

∧•T ∗S1E ∼= ∧•T ∗S1Ẽ;

(3) the map ϕ is an isomorphism of Courant algebroids, (C∞((TE ⊕ T ∗E)S1), [·, ·]H) ∼=

(C∞((TẼ ⊕ T ∗Ẽ)S1),−[·, ·]H̃), i.e., for Vi ∈ C∞((TE ⊕ T ∗E)S1)

ϕ([V1, V2]H) = −[ϕ(V1), ϕ(V2)]H̃ .

Proof. (1) It is obvious from equation (7.3) that ϕ is orthogonal with respect to the

natural pairing and hence the first claim holds.

(2) Splitting ρ = θρ1 + ρ0 and V = X + f∂/∂θ + ξ + gθ, equation (7.2) for τ gives the

result:

τ(V · ρ) = τ(θ(−Xbρ1 − ξρ1 + gρ0) +Xbρ0 + fρ1 + ξρ0)

= −Xbρ1 − ξρ1 + gρ0 + θ̃(−Xbρ0 − fρ1 − ξρ0).

While

ϕ(V )τ(ρ) = (−X − g∂/∂θ − ξ − fθ)(ρ1 − θ̃ρ0)

= −Xbρ1 − ξρ1 + gρ0 + θ̃(−Xbρ0 − ξρ0 − fρ1).

(3) Finally, we have established that under the isomorphisms ϕ of Clifford algebras and τ

of Clifford modules, dH corresponds to −dH̃ , hence the induced brackets (according to

equation (2.7)) are the same.

�

From this theorem and Theorem 7.1, we get that any structure defined on E in terms of

the natural pairing, Courant bracket and closed forms will correspond to one on Ẽ.
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Theorem 7.3. Any twisted invariant generalized complex structure, generalized Calabi–Yau

structure or generalized Kähler structure on E is transformed into a similar one via ϕ.

Proof. If L < (TE ⊕ T ∗E)⊗C is the +i-eigenspace of an invariant H-twisted generalized

complex structure on E, then, by Theorem 7.2 (3), ϕ(L) is closed under the H̃-twisted Courant

bracket on (TẼ ⊕ T ∗Ẽ) ⊗ C. As ϕ is orthogonal, ϕ(L) is still maximal isotropic, hence is a

generalized complex structure on Ẽ.

If E has an H-twisted generalized Calabi–Yau structure defined by a dH -closed form ρ,

with Clifford annihilator L, then the Clifford annihilator of τ(ρ) is ϕ(L), showing that τ(ρ) is

pure, i.e., its annihilator has maximal dimension. By Theorem 7.1, τ(ρ) is dH̃ -closed, hence it

induces an H̃-twisted generalized Calabi–Yau structure on Ẽ.

If L1, L2 are twisted structures furnishing a generalized Kähler structure on E, then for

v ∈ L1 ∩ L2\{0},

〈v, v〉 < 0,

and similarly for v ∈ L1 ∩ L2. As ϕ is orthogonal with respect to the natural pairing, the same

is true for ϕ(v) ∈ ϕ(L1) ∩ ϕ(L2)\{0}. Therefore ϕ(L1) and ϕ(L2) induce a twisted generalized

Kähler structure on Ẽ. �

As an application of this result we prove that no 2-step nilmanifold can be generalized

Kähler.

Theorem 7.4. No 2-step nilmanifold admits a left invariant generalized Kähler structure.

In particular, no 6-nilmanifold admits such structure.

Proof. Recall that according to Theorem 2.10 and the remark following it, any twisted

generalized Kähler manifold admits a SKT structure. If a 2-step nilmanifold admits a generalized

Kähler structure, according to Example 7.2, this nilmanifold can be T-dualized to a torus with

nonzero 3-form, therefore furnishing the torus with an invariant SKT structure. But every

invariant form in the torus is closed. In particular dcω = 0 for the Kähler form induced by the

metric and the complex structure, which can not happen in a SKT structure.

For the 6-dimensional case, we remark that Fino et al [31] have classified which 6-nilmanifolds

admit invariant SKT structures (which would be the case for any admitting generalized Kähler

structures) and those are all 2-step. �



120 7. T-DUALITY

As another easy application of Theorem 7.3 one can find further twisted generalized Kähler

structures on Lie groups, following Examples 2.24 and 7.3.

Generalized Calabi-Yau metrics are also preserved by T-duality, but to prove that we need

one extra lemma.

Lemma 7.1. Given two invariant forms α and β, define a form γ in the base manifold by

(α, β) = θ ∧ γ. Then (τ(α), τ(β)) = −θ̃ ∧ γ.

Proof. Write

α =
2n∑

k=0

αk
0 + uαk

1,

with deg(αk
i ) = k and similarly for β. Using equation (2.2) and expression (7.2) for τ a simple

computation gives the result. �

Remark. If one thinks of τ as the Clifford action of −θ + ∂/∂θ, and then relabeling θ to θ̃, this

lemma is just a consequence of the fact that

(v · α, v · β) = 〈v, v〉(α, β).

Theorem 7.5. If two twisted generalized complex manifolds (E,J 1) and (Ẽ,J 2) correspond

via T-duality, then τ(Uk
E) = Uk

Ẽ
. In particular,

τ(∂Eψ) = ∂Ẽτ(ψ) τ(∂Eψ) = ∂Ẽτ(ψ)

and E satisfies the dHd
J -lemma if and only if Ẽ does (with H̃ in place of H).

Proof. It is clear that τ(Un
E) = Un

Ẽ
and that ϕ(L) is the −i-eigenspace of the induced

generalized complex structure on Ẽ. The result follows from Theorem 7.2, item (2). �

Unfortunately this theorem is limited in its applications, at least as a way to generate new

manifolds satisfying the ddJ -lemma. For example, we have the following simple fact.

Theorem 7.6. The total space of a nonflat circle bundle over a compact manifold does not

admit any symplectic structure for which the Lefschetz property holds.

Proof. Although no invariance on the symplectic structure is required, we can always

average the symplectic form to obtain an invariant form ω = aθ+b cohomologous to the original

symplectic form, where a and b are pull-backs from the base and θ a connection form.
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Since ω is closed, we obtain that da = 0. If a is exact, say, a = df , then

ωn = (n− 1)aθbn−1 = (n− 1)d(fθbn−1),

as d(θbn−1) = 0. Therefore ωn represents the trivial class, which can not happen in a compact

symplectic manifold.

Hence it must be the case that a represents a nontrivial cohomology class on the base and

therefore its pull back is a nontrivial class on the total space and then we can consider the image

of [a] under the Lefschetz map ωn−1:

[ωn−1a] = [abn−1],

which is the pull-back of a top degree cohomology class from the base. As the circle bundle is

not flat, this cohomology class vanishes in the total space and the Lefschetz property does not

hold (at level 1). �

Example 7.4. One intriguing fact about T-duality in the present setting is that it does not

preserve B-field actions. If ρ = θρ1 + ρ0 is an invariant form and we let B = θ ∧ b1 + b2 act on

ρ we get

(7.4) τ(eBρ) = eb2τ(θ(ρ1 + b1 ∧ ρ0) + ρ0) = eb2((θ̃ − b1) ∧ ρ0 − ρ1),

which corresponds to the action of the not necessarily closed 2-form b2 and the automorphism

exp(b1∂/∂θ̃), as in Example 2.9.

Another way to account for the appearance of θ̃ − b1 instead of just θ̃ in (7.4) is by saying

that the action of a B-field forces a change in the connection in the T-dual from θ̃ to θ̃− b1, but

this however still does not explain satisfactorily the action of the nonclosed b2.

In [41], Chapter 8, Gualtieri proposes an alternative definition of T-duality using generalized

complex submanifolds (for more details see [14]). That version of T-duality is such that a B-

field action does not change structures on the T-dual, but it is not clear yet whether that

interpretation agrees with the physics behind this theory.

Example 7.5. As even and odd forms get swapped with T-duality, the type of a generalized

complex structure is not preserved. However, it can only change, at a point by ±1. Indeed,

if ρ = eB+iωΩ is an invariant form determining a generalized complex structure there are two
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possibilities: If Ω is a pull-back from the base, the type will increase by 1, otherwise will decrease

by 1.

One would-be application of this fact is related to type changes in generalized Calabi–Yau

manifolds. This is because even if we start with a generalized Calabi–Yau structure without

type change on a circle bundle, the T-dual will still be a generalized Calabi–Yau, but may have

type change depending on whether Ω is a pull back or not. For example, take R5 × S1 and

consider the generalized complex structure given by

ρ = eidx5∧dθ(dx1 + idx2)(dx3 + idx4 + (x1 + ix2)dθ).

The T-dual structure still in R5 × S1 is given by

τ(ρ) = −e
(dx3+idx4)(dθ̃+idx5)

x1+ix2 (x1 + ix2)(dx1 + idx2),

which has type change along x1 = x2 = 0.

We could have replaced the coefficient of dθ in the expression for ρ above by any function

f , but the generalized Calabi–Yau condition would only hold if f = f(x1, x2) was a holomorphic

function on x1 + ix2 and the type change in the T-dual would occur along the zeros of f . On

the one hand, this suggests on what kind of locus we can expect to have type change, on the

other hand this also suggests that this procedure won’t work in compact examples, as then any

holomorphic f is constant. Currently no example of compact generalized Calabi–Yau with type

change is known.



CHAPTER 8

Formality of k-connected manifolds of dimension 4k + 3 and

4k + 4

In this chapter we leave the realm of generalized geometry and focus on formality of 7- and

8-manifolds. A theorem of Miller [68] states that any compact orientable k-connected manifold

of dimension d ≤ (4k + 2) is formal. In particular, a compact simply-connected n-manifold is

formal if n ≤ 6. Recently, Fernández and Muñoz gave examples of simply-connected nonformal

7- and 8-manifolds [29] and Dranishnikov and Rudyak gave examples of k-connected nonformal

4k+ 3- and 4k+ 4-manifolds [24], therefore proving that Miller’s theorem can not be improved

without further hypotheses.

Here, we adopt the point of view that for a k-connected manifold, the smaller the k + 1th

Betti number, bk+1, is, the simpler the topology. Then we establish the biggest value of bk+1 for

which one can still assure formality of an n-manifold, n = 4k + 3, 4k + 4:

Theorem 8.1. A compact orientable k-connected manifold of dimension 4k + 3 or 4k + 4

with bk+1 = 1 is formal.

One motivation for the study of such manifolds comes from the existence of special geo-

metric structures in 7- and 8-manifolds, e.g., G2, Spin(7) and symplectic structures. A compact

irreducible Riemannian manifold with holonomy group G2 or Spin(7) has finite fundamental

group and hence its universal cover is compact, simply-connected and has special holonomy.

Other examples of manifolds with special holonomy are Kähler manifolds which are formal (see

Theorem 1.1), hence it is conceivable that there is a connexion between the existence of special

holonomy metrics and formality.

Another reason to study formality of 8-manifolds comes from symplectic geometry, as this is

the only dimension where the question of existence of compact 1-connected nonformal examples

is still open.

123
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One property shared by irreducible G2- and Spin(7)-manifolds is that they have a hard

Lefschetz-like property. If Mn is one such manifold, there is a closed (n− 4)-form ϕ for which:

(8.1) [ϕ]∪ : H2(M,R)
∼=→ Hn−2(M,R),

is an isomorphism [46]. Of course, this last property is also shared by 2-Lefschetz symplectic

8-manifolds, where, by definition, (8.1) holds with ϕ = ω2.

We are interested in how (8.1) can be used to improve on Theorem 8.1. We prove that if

Mn, n = 4k + 3, 4k + 4, is k-connected and there is ϕ ∈ Hn−2k−2(M) for which

(8.2) ϕ∪ : Hk+1(M,R)
∼=→ Hn−k−1(M,R)

is an isomorphism and bk+1(M) = 2, then, M is formal. If n = 4k + 3 and bk+1(M) = 3, then

all Massey products on M vanish uniformly. We construct examples showing that our bounds

are optimal.

This chapter is organized as follows. In Section 1, we prove Theorem 8.1 by explicitly

constructing a minimal model. In Section 2, we prove that the existence of the isomorphism

(8.2) has a ‘formalizing tendency’ in a k-connected orientable 4k + 3- or 4k + 4-manifold, as it

implies formality for b2 = 2 and, in the 4k + 3-dimensional case, vanishing of Massey products

for b2 = 3. In the last section we study examples from symplectic and Riemannian geometry

where our results can be applied.

1. Extending Miller’s bounds

In this section we prove Theorem 8.1. The way to prove formality in this case is by con-

structing the beginning of the minimal model for the manifold and then using the theorem of

Fernández and Muñoz (Theorem 1.4 above).

Proof of Theorem 8.1. We will only prove the theorem for 4k + 4-manifolds, as the other

case is analogous. The proof is accomplished by constructing the minimal model.

As M is k-connected, M2k is a free algebra generated by H i(M) in degree i ≤ 2k with

vanishing differential and ρ maps linearly each cohomology class to a representative form. The

first time we may have to use a nonzero differential (and hence introduce one of the Bj spaces)

is in degree 2k + 1. This will be the case only if the generator a ∈ Mk+1 satisfies a2 6= 0 and
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ρ(a2) is an exact form. Hence if either ρ(a2) is not exact or a2 = 0, all the spaces Bj are trivial

for j ≤ 2k + 1, showing that M is 2k + 1-formal and hence, by Theorem 1.4, formal.

So we only have to consider the case where the cohomology class α ∈ Hk+1(M) satisfies

α2 = 0 and k + 1 is even. In this case, the Hirsch extension in degree 2k + 1 is given by

V 2k+1 = H2k+1(M)⊕ span{b},

where d vanishes in H2k+1(M), db = a2 and ρ(b) is a form such that dρ(b) = ρ(a2). With this

splitting, I(⊕j≤2k+1(Bj)) <M2k+1 is just the ideal generated by b and to prove formality using

Theorem 1.4 we have to show that any closed form in this ideal is exact in M.

A closed form in this ideal, being the product of b and an element of degree at least k + 1,

will have degree at least 3k + 2. Since M is k-connected, Poincaré duality gives Hj(M) = {0}

for 3k + 3 < j < 4k + 4. If an element in I(b) of degree 3k + 2 or 3k + 3 is closed and nonexact

inM, Poincaré duality implies that its dual is in eitherMk+2
k+2
∼= Hk+2(M) (in the former case)

or inMk+1
k+1
∼= Hk+1(M) (in the latter). Either way, from there we can produce a degree 4k+ 4

closed nonexact element in I(b). So we only have to check that any 4k + 4 closed element in

I(b) is exact.

The only elements in I(b) in degree 4k+4 are of the form abv, with v ∈ Hk+2(M) ∼= V k+2,

which have derivative d(abv) = a3v and hence are not closed if v 6= 0. This shows that M is

(2k + 1)-formal and therefore formal. �

2. Formality of hard Lefschetz manifolds

In this section we study compact orientable k-connected n-manifolds, n = 4k + 3, 4k + 4,

for which there is a cohomology class ϕ ∈ Hn−2k−2(M) inducing an isomorphism

(8.2) ϕ∪ : Hk+1(M)
∼=→ Hn−k−1(M).

We prove that this property has a ‘formalizing tendency’ in the following sense.

Theorem 8.2. A compact orientable k-connected manifold Mn, n = 4k+3, 4k+4, satisfying

(8.2) with bk+1 = 2 is formal. If n = 4k + 3 and bk+1 = 3 all the Massey products vanish

uniformly.
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Proof. We start considering the case bk+1 = 2. The cases n = 4k + 3 and n = 4k + 4

are similar, so we only deal with the latter. Due to (8.2), the class ϕ induces a nondegenerate

bilinear form on Hk+1(M). If k is even, this bilinear form is skew, and if k is odd, it is symmetric.

For k odd, the signature of the bilinear form, i.e., the difference between the number of

positive and negative eigenvalues, is either 2, 0 or −2. By changing ϕ to −ϕ, the case of

signature −2 can be transformed into signature 2, hence there are two possibilities to consider.

As they are similar, we will only treat the signature 2 case.

Let a1, a2 (da1 = da2 = 0) be generators of Mk+1 = Sym•Hk+1(M), the first nontrivial

stage of the minimal model for M . We may further assume that the bilinear form induced by ϕ

is diagonal in the basis {a1, a2} and ∫
ϕa2

i = 1.

As with Theorem 8.1, M2k is just the free algebra generated by Hj(M) in degree j ≤ k with

vanishing differential and the first time we may have to introduce one of the Bj spaces is in

degree 2k + 1, where

B2k+1 ∼= kerSym2Hk+1(M) ∪→ H2k+2(M).

We know that both a2
1 and a2

2 are nonzero in H2k+2(M), since by (8.2) they pair nontrivially

with ϕ. So

dim B2k+1 = dim(kerSym2Hk+1(M) ∪→ H2k+2(M)) ≤ dim(Sym2Hk+1(M))− 1 = 2,

and hence there may be at most two generators in degree 2k + 1 in M2k+1 to kill cohomology

classes in M2k that are not present in H2k+2(M). The case when only one generator is added

has a proof very similar to the one of Theorem 8.1, so we move on to the case when there are

two generators b1 and b2 added to kill cohomology in degree 2k + 2.

Then

dbi = ki
11a

2
1 + ki

12a1a2 + ki
22a

2
2, i = 1, 2.

Multiplying by ϕ and integrating we get ki
11 = −ki

22. Hence, by re-scaling and taking linear

combinations we may assume that db1 = a2
1 − a2

2 and db2 = a1a2.

Now, if c ∈ I(b1, b2)≤2k+1 is a closed element (again, by Poincaré duality we may assume it

has degree n) we can write it as

c = (a1c11 + a2c12)b1 + (a1c21 + a2c22)b2 + (k1a1 + k2a2)b1b2,
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where cij are closed elements of degree k + 2 and ki ∈ R. The condition dc = 0 implies that

c = 0, thus every closed form in (b1, b2)≤2k+1 is exact and M is 2k + 1-formal and therefore

formal.

The case when k is even is easier. Indeed, the argument above can be used again, but with

Sym2Hk+1(M) replaced by ∧2Hk+1(M) and hence the nondegeneracy of the pairing implies

dim B2k+1 = dim(ker∧2Hk+1(M) ∪→ H2k+2(M)) ≤ dim(∧2Hk+1(M))− 1 = 0,

hence M is trivially 2k + 1-formal and therefore formal.

To finish the proof, we consider a 4k + 3-manifold with bk+1 = 3 and prove that all triple

Massey products vanish if (8.2) holds. Initially we remark that bk+1 = 3 and (8.2) can not

happen if k is even, as there is no nondegenerate skew bilinear form in an odd dimensional

vector space.

We also observe that the Massey product 〈a, b, c〉 has degree at least 3k + 2 and since

Hj(M) = {0}, for 3k + 2 < j < 4k + 3, this product will vanish, whenever defined, if its degree

is neither 3k+ 2 nor 4k+ 3. If 〈a, b, c〉 ∈ H4k+3(M), it lies in the ideal generated by ([a], [c]), so

the product also vanishes, therefore the only case left is when a, b and c have degree k + 1 and

the product lies in H3k+2(M).

This product vanishes trivially if c = λa, hence we can assume a and c linearly independent.

Since ϕab and ϕbc vanish, but ϕ induces a nondegenerate bilinear form, there is β ∈ Hk+1(M)

such that ϕbβ 6= 0 and we can express the Massey product in the basis {ϕ[a], ϕ[β], ϕ[c]}:

〈a, b, c〉 = −v1c+ av2 = k1ϕ[a] + k2ϕ[β] + k3ϕ[c].

where ab = dv1 and bc = dv2. Multiplying the equation above by −[b] and integrating over M

we get

−k2

∫
ϕbβ =

∫
−v1cb+ av2b =

∫
−v1dv2 + v2dv1 =

∫
d(v1v2) = 0.

Thus k2 = 0 and 〈a, b, c〉 = k1ϕ[a] + k3ϕ[c] ∈ ([a], [c]). So the Massey product vanishes.

Observe that if ac = dv3, it is still possible to choose vi, i = 1, 2, 3 in such a way that the

Massey products 〈a, b, c〉, 〈b, c, a〉 and 〈c, a, b〉 vanish simultaneously. Indeed, let us assume a, b

and c are linearly independent (the linearly dependent case is similar) and a set of choices of vi
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was made: 
〈a, b, c〉 = [v1c− av2] = k1ϕ[a] + k2ϕ[c],

〈b, c, a〉 = [v2a− bv3] = l1ϕ[b] + l2ϕ[a],

〈c, a, b〉 = [v3b− cv1] = m1ϕ[c] +m2ϕ[b].

Then we can set v1 = ṽ1 + k2ϕ, v2 = ṽ2 + l2ϕ and v3 = ṽ3 +m2ϕ. With these choices we get
〈a, b, c〉 = [ṽ1c− aṽ2] = k̃ϕ[a],

〈b, c, a〉 = [ṽ2a− bṽ3] = l̃ϕ[b],

〈c, a, b〉 = [ṽ3b− cṽ1] = m̃ϕ[c].

Adding them up, the left hand side vanishes, giving

0 = k̃ϕ[a] + l̃ϕ[b] + m̃ϕ[c].

Since ϕ[a], ϕ[b] and ϕ[c] are linearly independent, k̃, l̃ and m̃ vanish and, with these choices, all

the Massey products vanish simultaneously, hinting at formality. �

3. Examples

In this section give simple examples showing that the bounds established in Theorem 8.1

are sharp. We also apply our results to the blow-up of CP 8 along a symplectic submanifold and

to Kovalev’s examples of G2-manifolds. We finish with an example of a compact 1-connected 7-

manifold which satisfies all known topological restrictions imposed by a G2 structure, has b2 = 4

and nonvanishing Massey products. This last example shows that the results of Theorem 8.2

are sharp in 7 dimensions and that one can not answer the question of formality of G2-manifolds

using only the currently known topological properties of those.

Example 8.1. Now we construct k-connected (4k+3)-manifolds with bk+1 = 2 which have

nonvanishing Massey products and hence are not formal. This shows that the bounds obtained

in Theorem 8.1 are sharp in these dimensions.

Let V be a (2k+ 2)-vector bundle over Sk+1 × Sk+1 with nonzero Euler class χ. Then, the

total space, X, of the sphere bundle associated to V is a compact k-connected 4k+ 3-manifold.

Using the Gysin sequence for this sphere bundle

· · · χ∪→ Hj(Sk+1 × Sk+1) π∗→ Hj(X) π∗→ Hj−2k−1(Sk+1 × Sk+1)
χ∪→ Hj+1(Sk+1 × Sk+1)→ · · ·
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we see that Hk+1(X) = span{v1, v2} and H2k+2(X) = {0}, where vi are generators for the top

degree cohomology of each sphere. Therefore, v1 ∪ v2 = 0. If ωi are volume forms pulled back

from each Sk+1, then ω1 ∧ ω2 = dξ, where∫
S2k+1

ξ =
∫

Sk+1×Sk+1

χ.

Therefore we can compute the Massey product

〈v1, v2, v2〉 = −[ξ ∧ ω2].

This is not exact, as it pairs nontrivially with v1,∫
X
ξ ∧ ω1 ∧ ω2 =

∫
Sk+1×Sk+1

χ ·
∫

Sk+1×Sk+1

ω1 ∧ ω2 6= 0

and has no indeterminacy, hence X is not formal.

Example 8.2. Blowing up CPn along a suitable submanifold, Babenko and Taimanov

proved in [2] that there are compact 1-connected nonformal symplectic manifolds in any dimen-

sion 2k ≥ 10. Due to Miller’s theorem, such examples do not exist in dimensions 6 or less and

the question is still open for 8-manifolds.

Using the techniques of chapter 6, one can show that the blow-up, X, of CPn along any

submanifold is always 2-Lefschetz and, if the submanifold is connected, b2(X) = 2. Therefore,

our results imply the blow-up of CP 8 along a connected symplectic submanifold is always formal.

One can also try to blow up CPn and then take a sequence of Donaldson submanifolds until

the result is an 8-manifold, but the manifold obtained this way is also 2-Lefschetz [28] and has

b2 = 2 [22].

Example 8.3. In [54], Kovalev produces a series of examples of 1-connected compact G2-

manifolds from pairs of Fano 3-folds via twisted connected sums. If M7 is obtained from the

Fanos F1 and F2, he proves that b2(M) ≤ min{b2(F1), b2(F2)} − 1. Our results imply that if

either of the Fanos involved have b2(Fi) ≤ 3, M7 is formal, while if b2(F1) = 4 and b2(F2) ≥ 4,

the Massey products vanish. Hence the only possibility for one of his examples to have nontrivial

Massey products is if it is constructed from 2 Fanos with b2(Fi) ≥ 5.

According to the classification of Fano 3-folds [69], these have b2 ≤ 10 and if b2 ≥ 6, the

Fano is just the blow-up of CP 3 in an appropriate number of points. It is easy to follow Kovalev’s



130 8. FORMALITY OF k-CONNECTED MANIFOLDS OF DIMENSION 4k + 3 AND 4k + 4

construction to prove that if one of the summands is CP 3 with some points blown-up, M7 is

formal. The case where both the Fanos have b2 = 5 is more difficult, but one still has formality.

In [46], Joyce proves the following

Theorem 8.3. A compact Riemannian manifold with holonomy G2 has finite π1, nonvan-

ishing first Pontryagin class p1 and, if ϕ is the closed 3-form determining the structure,

(8.3)
∫
a2ϕ < 0 for a ∈ H2(M)\{0} and

∫
p1 ∧ [ϕ] < 0.

Example 8.4. The conditions in Theorem 8.3 are stronger than just (8.2). For example, let

M4 be a simply-connected 4-manifold and take ϕ to be the volume form of S3 in X7 = M4×S3.

Then the pairing induced by ϕ in H2(X) is just the nondegenerate intersection form in H2(M)

and hence (8.2) holds. However, no manifold obtained this way satisfies the conditions of

Theorem 8.3. Indeed, H3(S3 ×M4) = H3(S3). So the cohomology class of the 3-form ϕ is the

pull back of a multiple of the top degree class in S3 and as before the bilinear form induced

by ϕ is just the intersection form of the 4-manifold. Therefore if X satisfies the conditions of

Theorem 8.3, M has (negative) definite intersection form. But by Donaldson’s Theorem ([23],

Theorem 1.3.1) such an M can not be spin unless b2(M) = 0. If b2(M) = 0, the Hirzebruch

Signature Theorem in dimension 4 implies that p1(M) = 3τ(M) = 0, where τ is the signature

of M , and hence M (and S3 ×M) has vanishing first Pontryagin class.

Although the topological properties of G2 manifolds are stronger than (8.2), they bring

no extra information about formality of G2-manifolds. Indeed, using circle bundles we can

construct a nonformal manifold satisfying all the topological properties from Theorem 8.3. The

key is Wall’s classification of 1-connected spin 6-manifolds.

Theorem 8.4. (Wall [83]) Diffeomorphism classes of oriented 6-manifolds with torsion-

free homology and vanishing second Stiefel-Witney class correspond bijectively to isomorphism

classes of systems of invariants:

• Two finitely generated free abelian groups H2, H3, the latter of even rank;

• A symmetric trilinear map µ : H2 ×H2 ×H2 → Z;

• A homomorphism p1 : H2 → Z;
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• Subject to: for x, y ∈ H2,

µ(x, x, y) = µ(x, y, y) mod (2),

for x ∈ H2,

p1(x) = 4µ(x, x, x) mod (24).

With appropriate choices for the pairing µ and for the Chern class of the principal circle

bundle, we can obtain nonformal 7-manifolds satisfying (8.3). As the base manifold is spin, so

will be the total space of the circle bundle. We finish this paper with one example constructed

this way.

Example 8.5. We let H2 = 〈ω, α1, α2, α3, γ〉 and define the cup product on H2 so as to

have the following relations

ωγ = 0, ωαiαj = 2δij , ω2αi = 0, ω3 = 2, ωα1 = γα3,

α1α2 = 0, α2α3 = γα1 and α3ω = γα1.

One set of choices that gives the desired result is the following

ωαiαj = 2δij α1α
2
2 = 0 α2

1α2 = 0 α2α
2
3 = 2 α3γ

2 = 0

ωγαi = 0 α1α2α3 = 0 α2
1α3 = 0 α2α3γ = 0 α2

3γ = 0

ωγ2 = 0 α1α2γ = 0 α2
1γ = 0 α2γ

2 = 2 α3
3 = 0

ω2αi = 0 α1α
2
3 = 0 α3

1 = 0 α2
2α3 = 0 γ3 = 0

ω2γ = 0 α1α3γ = 2 α2
2γ = 2

ω3 = 2 α1γ
2 = 0 α3

2 = 0

With these choices, ωγ = 0 and this is the only 2-cohomology class that pairs trivially with γ.

Now we let M be a simply connected spin 6-manifold with H2(M) = H2, cup product as

described above, arbitrary H3 and first Pontryagin class p1 = 4ω2. Let w, ai, c1 be a set of

closed forms representing ω, αi, γ and let X be a circle bundle over M with connection form θ

and first Chern class γ with dθ = c1. Then X is spin, has first Pontryagin class p1 = 4ω2 and

has degree 2 and 3 cohomology H2(X) = 〈ω, α1, α2, α3〉, H3(X) = H3(M)⊕〈[θ⊗ω]〉. The term
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[θ⊗ω] is the one we are concerned about: As γω = 0, in the form level we have c1 ∧w = dξ, for

some 3-form ξ pulled back from M , hence θ ∧ w − ξ is a closed form. This form represents the

cohomology class [θ ⊗ ω].

Letting ϕ = −θ∧w+ ξ we see that ϕ induces a negative definite bilinear form on H2(X) as∫
X
ϕ ∧ ai ∧ aj =

∫
M
−w ∧ ai ∧ aj = −2δij ,

and similarly ∫
X
ϕ ∧ w ∧ aj = 0 and

∫
X
ϕ ∧ w ∧ w = −2.

Also, ∫
X
ϕp1 =

∫
X
−θw4w2 = −

∫
M

4w3 = −8.

Finally, since γ pulls back to zero in H2(X), we can define the Massey products 〈ω, α1, α2〉,

〈α1, α2, α3〉, 〈α2, α3, ω〉 and 〈α3, ω, α1〉. To prove that X is not formal we compute 〈α1, α2, α3〉:

a1a2 = da12, a2a3 = d(θa1 − a23),

where aij are pull-backs from the base. So∫
X
〈α1, α2, α3〉ω =

∫
X
a12a3w − a1(θa1 − a23)w = −

∫
X
θwa2

1 = −
∫

M
wa2

1 = −2.

Which means that, for these choices, the Massey product pairs nontrivially with the cohomology

class ω and therefore is a closed nonexact form. One can also check that different choices keep

the integral above unchanged so the Massey product does not vanish.

Remark. If we deal with the Spin(7) case in a similar fashion, i.e., stripping off the Riemann-

ian structure and working only with the implied topological properties, circle bundles will not

provide possible examples of nonformal Spin(7)-manifolds. This is because Spin(7)-manifolds

have Â-genus 1 and by a result of Atiyah and Hirzebruch [1] if a compact connected Lie group

acts differentiably and non-trivially on a compact orientable spin manifold X, then Â(X) = 0.
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[44] R. Ibáñez, Y. Rudyak, A. Tralle, and L. Ugarte. On certain geometric and homotopy properties of closed sym-

plectic manifolds. In Proceedings of the Pacific Institute for the Mathematical Sciences Workshop “Invariants

of Three-Manifolds” (Calgary, AB, 1999), volume 127, pages 33–45, 2003.
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