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1. Sheaves

1.1. Quasicoherent and coherent sheaves on algebraic varieties. The object we will
consider is a ringed space (X,OX) where X is an algebraic variety and OX is the sheaf of
regular functions on X.

Recall that OX-module is a sheaf F such that for any open subset U ⊆ X, F(U) is an
OX(U)-module and if U ⊆ V is an open subset, then

F(V )→ F(U)

is a morphism of OX(V )-modules, where the OX(V )-module structure on F(U) is given by
the restriction map OX(V )→ OX(U).

Fact 1.1.1. If X has a basis of open subsets U , closed under finite intersection, giving an
OX-module on X is equivalent to giving OX(U)-modules F(U) for any U ∈ U with restriction
maps between these which satisfy the sheaf axiom.

Example 1.1.2. If X is an affine variety and A = O(X), M is an A-module, then we obtain

an OX-module M̃ such that for any f ∈ A, Γ(DX(f), M̃) = Mf with the restriction maps
induced by localization. (The sheaf axiom was checked in Math 631.)

We get a functor

{A-modules} → {OX-modules}

M 7→ M̃.

Definition 1.1.3. Suppose X is affine. An OX-module F is quasicoherent (coherent) if

F ∼= M̃ for some (finitely-generated) A-module M .

Example 1.1.4. The sheaf of regular functions OX on X is a coherent sheaf with OX ∼= Ã.

If V ⊆ X is irreducible and closed with p = IX(V ),

M̃V = lim−→
U open
U∩V 6=∅

Γ(U, M̃) = lim−→
f 6∈p)

Mf = Mp.

Remarks 1.1.5.

(1) Given any OX-module M, we have a canonical morphism of OX-modules:

ΦM : ˜Γ(X,M)→M
given on DX(f) by the unique morphism of Af -modules

Γ(X,M)f → Γ(DX(f),M)

induced by the restriction map.
Then the following are equivalent:
• M is quasicoherent,
• ΦM is an isomorphism,
• for any f ∈ A, the canonical map

Γ(X,M)f → Γ(DX(f),M)

is an isomorphism.
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(2) IfM is quasicoherent (coherent) on X, thenM|DX(f) is quasicoherent (coherent) on
DX(f) for any f ∈ A.

The following proposition shows that for affine varieties all the operations on modules have
natural analogues in OX-modules.

Proposition 1.1.6.

(1) If M1, . . . ,Mn are A-modules, then

n⊕
i=1

M̃i
∼=

ñ⊕
i=1

Mi.

(2) The functor M 7→ M̃ is exact.

(3) Given a morphism ϕ : M̃ → Ñ of OX-modules and u = ϕX : M → N induced by ϕ
on global sections, we have that ϕ = ũ.

(4) If ϕ : M̃ → Ñ is a morphism of quasicoherent (coherent) sheaves, then ker(ϕ),
coker(ϕ), im(ϕ) are quasicoherent (coherent).

(5) The functor M 7→ M̃ gives an equivalence of categories between A-modules and qua-
sicoherent sheaves on X with the inverse given by Γ(X,−).

(6) If M,N are A-modules, then M̃ ⊗A N ∼= M̃ ⊗OX
Ñ .

(7) If M is an A-module, then

S̃p(M) ∼= Sp(M̃),

p̃∧
M ∼=

p∧
(M̃).

(8) If M,N are A-modules, then

˜HomA(M,N) ∼= HomOX
(M̃, Ñ)

if M is a finitely-generated A-module.
(9) Let f : X → Y be a morphism of affine varieties and

ϕ = f# : A = O(Y )→ B = O(X).

Then

f∗(BM̃) ∼= AM̃ if M is a B-module

and

f ∗(Ñ) ∼= B̃ ⊗A N if N is an A-module.

Proof. For (1), we have that

Γ

(
X,

n⊕
i=1

M̃i

)
=

n⊕
i=1

Γ(X, M̃i) =
n⊕
i=1

Mi.

It is hence enough to show that
n⊕
i=1

Mi is quasicoherent. We have that
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Γ

(
X,

n⊕
i=1

M̃i

)
f

Γ

(
DX(f),

n⊕
i=1

M̃i

)

(
n⊕
i=1

Mi

)
f

n⊕
i=1

(Mi)f =
n⊕
i=1

Γ(DX(f), M̃i)

∼=

= =

∼=

where the bottom arrow is an isomorphism since localization commutes with direct sums.

To prove (2), it is enough to show that if M ′ →M →M ′′ is an exact sequence, then

M̃ ′
x︸︷︷︸

=M ′mx

→ M̃x︸︷︷︸
=Mmx

→ M̃ ′′
x︸︷︷︸

M ′′mx

is exact for all x ∈ X, where mx is the maximal ideal corresponding to x. This is clear since
localization is an exact functor.

In (3), it is enough to check that the two maps agree on DX(f). By definition, we have a
commutative diagram

M N

Mf Nf

u=ϕX

ϕDX (f)

and ϕDX(f) is a morphism of Af -modules. Then ϕDX(f) is induced by u by passing to the
localization, which completes the proof.

For (4), we know by (3) that ϕ = ũ for some u : M → N , so (2) shows that

ker(ϕ) = k̃er(u).

Similarly for coker(ϕ) and im(ϕ). The assertion about coherence follows from a more general
fact: if M is coherent, then any quasicoherent subsheaf or quotient sheaf of M is coherent
(to show this, use the fact that A is Noetherian).

In (5), we already know that we have a functorial isomorphism Γ(X, M̃) ∼= M . Then

HomA(M,N)→ HomOX -mod(M̃, Ñ)

is injective, and we saw in (3) that it is surjective, so it is bijective. The result then follows.

We show (6). By definition of M̃ ⊗OX
Ñ , we have a canonical map

M ⊗N → Γ(X, M̃ ⊗OX
Ñ).

Therefore, we get maps

M̃ ⊗N −→ ˜
Γ(X, M̃ ⊗OX

Ñ)
Φ

M̃⊗Ñ−→ M̃ ⊗OX
Ñ
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where ΦM̃⊗Ñ is given by Remark 1.1.5 (1). It is now enough to show that it is an isomorphism
by checking it on stalks: if x ∈ X corresponds to m ⊆ A, then

(M̃ ⊗A N)x = (M ⊗A N)m = (M ⊗A N)⊗A Am,

(M̃ ⊗OX
Ñ)x = M̃x ⊗OX,x

Ñx = Mm ⊗Am Nm,

and we have that

M ⊗A N ⊗A Am
∼= M ⊗A Nm

∼= M ⊗A Am ⊗Am N
∼= Mm ⊗Am Nm.

Part (7) follows by a similar argument. Part (8) is given as a homework problem.

In part (9), note that

f ∗(Ñ) = f−1(Ñ)⊗f−1OY
OX

and proving the assertion about f ∗ is hence similar to ⊗ and left as an exercise. For f∗, if
a ∈ A, we have

Γ(DY (a), f∗(M̃)) = Γ(f−1(DY (a))︸ ︷︷ ︸
DX(ϕ(a))

, M̃) = Mϕ(a) = Ma.

This shows the isomorphism for f∗. �

So far, we have assumed that X is finite. The next goal is to globalize the definitions and
results to the general case. Thus, let now X be any algebraic variety.

Proposition 1.1.7. If F is an OX-module, the following are equivalent:

(1) for any affine open U ⊆ X, F|U is quasicoherent,
(2) for any affine open U ⊆ X and every f ∈ OX(U), the canonical map

F(U)f → F(DU(f))

is an isomorphism,
(3) there is an affine open cover X = U1 ∪ · · · ∪ Un such that F|Ui

is quasicoherent for
all i.

Moreover (1) is equivalent to (3) if we replace “quasicoherent” by “coherent”.

Proof. Note that (1) and (2) are clearly equivalent, and (1) trivially implies (3). We only
need to show that (3) implies (1). Choose an affine open subset U ⊆ X. We know that the
restriction of F to any principal affine open subset of some Ui is quasicoherent. We showed
in Math 631 that we can cover U by open subsets that are principal with respect to both U
and some Ui.

It is hence enough to show that if X is an affine variety, F is an OX-module, and

X =
r⋃
i=1

DX(fi),

where each F|DX(fi) is quasicoherent, then F is quasicoherent. Consider a ∈ A = O(X). We
have the commutative diagram with exact rows



8 MIRCEA MUSTAŢĂ

0 F(X)a
∏
i

F(DX(fi))a
∏
i,j

F(DX(fifj))a

0 F(DX(a))
∏
i

F(DX(afi))
∏
i,j

F(DX(afifj))

∼= ∼=

Since the rows are exact and the second and third vertical maps are isomorphism, the first
map is an isomorphism (we can add another two zeros on the left and apply the Five Lemma).

Finally, in the coherent case, it is enough to show that if X = DX(f1) ∪ · · · ∪ DX(fm) is
affine, M is an A-module for A = O(X), and Mfi is a finitely-generated Afi-module for all i,
then AM is finitely-generated. This was already proved in Math 631, so we leave it as an
exercise here. �

Definition 1.1.8. An OX-module F is quasicoherent (coherent) if it satisfies the equivalent
properties in Proposition 1.1.7 (for coherent: replace “quasicoherent” by “coherent” in (1)
and (3)).

The categories Qcoh(X), Coh(X) are closed under:

• finite direct sums,
• ker, coker, im (so they are abelian categories),
• tensor products, symmetric powers, exterior powers,
• if F , G are quasicoherent, F is coherent, then HomOX

(F ,G) is quasicoherent, and if G
is coherent then HomOX

(F ,G) is also coherent (this is a homework problem).

Proposition 1.1.9. For a morphism of algebraic varieties f : X → Y :

(1) if F is quasicoherent (coherent) on Y , then f ∗(F) is quasicoherent (coherent) on X,
(2) if G is quasicoherent on X, then f∗G is quasicoherent on Y (this is not true for

general coherent sheaves, but it is true when f is a finite morphism1).

Proof. For (1), choose for any x ∈ X, affine open neighborhood V of f(x), affine open
neighborhood U ⊆ f−1(V ) of x. We then have

X Y

U V

f

g

and hence

f ∗(F)|U ∼= g∗(F|V ).

Thus, we are done by the affine case.

Part (2) was discussed during the problem session and we include it here for completeness. �

1In fact, this even holds when f is proper. This will be proved later in the class.
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1.2. Locally free sheaves. Let X be an algebraic variety. Recall that an OX-module F is
locally free if there exists an open cover X =

⋃
i

Ui such that F|Ui
∼= O⊕riUi . If all ri are equal

to r, then F is locally free of rank r.

Note that:

• every such F is coherent,
• if X is connected, every locally free sheaf has well-defined rank.

Proposition 1.2.1. Suppose X is affine and O(X) = A. If AM if finitely-generated, then
the following conditions are equivalent:

(1) M̃ is locally free,
(2) for any prime ideal p, Mp is free over Ap,
(3) for any maximal ideal m, Mm is free over Am,
(4) M is projective.

Recall that M is projective if Hom(M,−) is exact.

Remark 1.2.2. If AM is finitely-generated. Then there exists a free finitely generated
module F with a surjective map F � M . Then M is projective if and only if there is a
splitting M → F , which is equivalent to saying that M is a direct summand of a free module.

Proof. We first show that AM is projective if and only if Mp is projective over Ap for all
prime (maximal) ideals p. Indeed, choose a free finitely generated module F with F � M .
Then M is projective if and only if Hom(M,F ) → Hom(M,M) is surjective. Since Hom
commutes with localization and a morphism is surjective if and only if it is surjective after
localizing at every prime (maximal) ideal.

We now show that if RM is finitely generated and projective and (R,m) is local, then RM
is free. Choose a minimal set u1, . . . , un of generators of M and consider the exact sequence

0 N Rn M 0

ei ui

This exact sequence is split since M is projective. Since the sequence is split, tensoring
with R/m gives an exact sequence (since tensor products commute with direct sums)

0 N/mN (R/m)n M/mM 0
∼=

Hence N/mN = 0. By Nakayama’s Lemma, this shows that N = 0, so M ∼= Rn.

Altogether, we have shown that (2), (3), and (4) are all equivalent. To see that (1) implies

(3), note that if M̃ is lcoally free, then for any x ∈ X corresponding to the maximal ideal m:

Mm = M̃x
∼= O⊕rX,x = A⊕rm

for some r.
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Let us now show that (3) implies (1). Fix x ∈ X corresponding to m ⊂ A. We know that
Mm is free of rank r, so we may choose a basis u1

1
, . . . , ur

1
. Then the map

ϕ : A⊕r →M

ei 7→ ui

becomes an isomorphism after localizing at m, i.e. (kerϕ)m = 0 = (cokerϕ)m. Since kerϕ
and cokerϕ are finitely generated over A, there exists f such that (kerϕ)f = 0 = (cokerϕ)f .
Therefore, ϕ⊗A Af is an isomorphism, and hence

M̃DX(f)
∼= O⊕rDX(f).

Since DX(f) is a neighborhood of x, this completes the proof. �

Definition 1.2.3. Given a coherent sheaf F , the fiber of F at x ∈ X is

F(x) := Fx/mxFx
where mx ⊆ OX,x is the maximal ideal.

Note that

(1) for i : {x} ↪→ X for x ∈ X, we have that

F(x)
∼= i∗F ,

since for a maximal ideal m ⊆ A, we have that

Mm/mMm
∼= M/mM,

(2) by Nakayama’s Lemma, we have that dimk F(x) is the minimal number of generators
of Fx.

Proposition 1.2.4. A coherent sheaf F is locally free of rank r if and only if dimk F(x) = r
for all x ∈ X.

Proof. The ‘only if’ implication is clear: if F is locally free of rank r, then Fx ∼= O⊕rX,x, and
hence

F(x)
∼= k⊕r.

By choosing an affine open neighborhood around each point, we may assume that X is affine,

A = O(X), and F = M̃ for a finitely-generated module M . Fix x ∈ X corresponding to the
maximal ideal m ⊆ A. Then Mm has the minimal number of generators equal to r. Choose
a morphism

ϕ : A⊕r →M

which becomes surjective after localizing at m. Replacing A by Af for some f 6∈ m (i.e.
replacing the affine neighborhood of x by a smaller one), we may assume that ϕ is surjective.
Consider the short exact sequence

0 N A⊕r M 0.
ϕ

For every maximal ideal n, the minimal number of generators Mn is still n. Then, localizing
the exact sequence at n, we get an exact sequence
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0 Nn A⊕rn Mn 0

and tensoring with An/nAn, we obtain

Nn/nNn (An/nAn)
⊕r Mn/nMn 0.

∼=

Therefore, Nn ⊆ n · A⊕rn , so N ⊆ n · A⊕r. Hence

N ⊆

 ⋂
n∈MaxSpec(A)

n

⊕r = 0,

showing that M ∼= A⊕r is free. �

Proposition 1.2.5. Given a short exact sequence

0 F ′ F F ′′ 0

with F ′′ locally free, for every OX-module G the sequence

0 F ′ ⊗OX
G F ⊗OX

G F ′′ ⊗OX
G 0

is exact. In particular, for any x ∈ X, we have an exact sequence

0 F ′(x) F(x) F ′′(x) 0

Proof. For the first assertion, take stalks and use the fact that

0 F ′x Fx F ′′x 0

is split exact (since F ′′x is free), and hence tensoring preserves exactness.

The second assertion follows by taking G = k(x) where

k(x)(U) =

{
U if x ∈ U,
0 otherwise.

Note that for i : {x} ↪→ X, k(x) = i∗O{x}. �

Corollary 1.2.6. If 0 F ′ F F ′′ 0 is exact with F ′′ locally free,
then F ′ is locally free if and only if F is locally free. If two of the above have well-defined
rank, then so does the third, and

rank(F) = rank(F ′) + rank(F ′′).

Proof. Work on the connected components of X and apply Propositions 1.2.4 and 1.2.5. �

The following operations preserve locally free sheaves:
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(1) ifM1, . . . ,Mn are locally free (with rank(Mi) = ri), thenM1⊕ · · · ⊕Mn is locally
free (with equal to r1 + · · ·+ rn),

(2) if E , F are locally free, then E ⊗ F is locally free,
(3) if E is locally free, then Sp(E) and

∧p(E) are locally free.

Definition 1.2.7. If E is a coherent sheaf, then the coherent sheaf

E∨ = HomOX
(E ,OX)

is the dual of E .

The assignment E → E∨ is a contravariant functor.

Proposition 1.2.8.

(1) For every coherent sheaves E ,F , there exists a morphism

E∨ ⊗F → HomOX
(E ,F)

and it is an isomorphism if one of E, F is locally free.
(2) If E and F are locally free coherent sheaves, then HomOX

(E ,F) is locally free.
(3) For every coherent sheaf E, there is a canonical morphism E → (Ev)v which is an

isomorphism if E is locally free.
(4) For every coherent sheaf E, there is a canonical morphism

OX → Hom(E , E)

which is an isomorphism if E is locally free of rank 1.

Proof. The proof of this proposition is left as an exercise. �

1.3. Vector bundles. We will use the terminology:

• vector bundle for a locally free sheaf,
• line bundle for a locally free sheaf of rank 1,
• trivial vector bundle of rank r for a sheaf isomorphic to O⊕rX .

Definition 1.3.1. The Picard group of X, denoted Pic(X) is the set of isomorphism classes
of line bundles on X with the operation

(L,M) 7→ L ⊗OX
M

(which is clearly associative and commutate) with identity given by OX and the inverse given
by L∨.

For now, we do not have the necessary tools to compute any nontrivial Picard groups, but
we will get to this later, when we discuss divisors.

Remark 1.3.2. If f : X → Y is a morphism and E is locally free on Y , then f ∗E is locally
free on X.

In particular, we get a morphism of abelian groups
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f ∗ : Pic(Y ) Pic(X)

L f ∗L

Our next goal will be to provide some geometric intuition for vector bundles. We first discuss
the description of locally free sheaves in terms of transition maps.

Let X be an algebraic variety and E a vector bundle of rank r. Then there is an open cover

X =
⋃
i∈I

Ui

such that we have trivialization maps

ϕi : E|Ui

∼=→ O⊕r
Ui
.

Given i, j, consider the transition maps

ϕi,j = ϕi ◦ ϕ−1
j : ϕi ◦ ϕ−1

j : O⊕r
Ui∩Uj

∼=→ O⊕rUi∩Uj

satisfying the cocycle condition:
ϕi,i = id for all i,

ϕi,j ◦ ϕj,k = ϕi,k on Ui ∩ Uj ∩ Uk for all i, j, k.

Note that an isomorphism
O⊕rUi∩Uj

→ O⊕rUi∩Uj

is given by an invertible matrix M ∈Mr(OX(Ui ∩ Uj)).

Exercise. Given an open cover

X =
⋃
i∈I

Ui

and invertible matrices (ai,j)i,j∈I , ai,j ∈ Mr(OX(Ui ∩ Uj)) satisfying the cocycle condition,
there is a locally free sheaf E , unique up to canonical isomorphism, that has this as the family
of transition maps.

One can say precisely when the vector bundles corresponding to two covers and transition
maps are isomorphic.

Example 1.3.3. Suppose r = 1. Consider the sheaf O∗X of abelian groups given by

O∗X(U) = OX(U)∗ = {invertible elements of OX(U)}.

A line bundle L on X is described by an open cover U = (Ui)i∈I and elements (ai,j ∈
O∗X(Ui ∩ Uj))i,j∈I that satisfy the cocycle condition.

Suppose L corresponds to the family (ai,j). Then L⊗m corresponds to (ami,j) and L∨ corre-

sponds to (a−1
i,j ).

If L is given with respect to U = (Ui)i∈I by transition maps (ai,j ∈ O∗X(Ui ∩ Uj)), then

Γ(X,L) ∼=

{
(fi)i∈I ∈

∏
i∈I

OX(Ui)

∣∣∣∣∣ fi = ai,jfj on Ui ∩ Uj for all i, j ∈ I

}
.
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Proving this is left as an exercise.

1.4. Geometric constructions via sheaves. The language of sheaves is used to deal with
global objects which are “locally nice” (for example, manifolds, affine varieties etc). In this
section, we will discuss how one can use sheaves for certain geometric constructions.

Definition 1.4.1. Let X be an algebraic variety. An OX-algebra is a sheaf of commutative
rings A on X with a morphism of sheaves of rings OX → A. A morphism of OX-algebras is
defined in the obvious way.

Note that every A-module becomes an OX-module. In particular, A is an OX-module.

We will be interested in cases when:

• A is quasicoherent,
• A is reduced: for any open affine U ⊆ X, A(U) is reduced,
• A is of finite type over OX : for any open affine U ⊆ X, A(U) is a finitely generated
OX(U)-algebra (or equivalently, A(U) is a finitely-generated k-algebra).

Example 1.4.2. Let F be a quasicoherent sheaf. Then set

S•(F) :=
⊕
m≥0

Sm(F).

Given an open subset X ⊇ U :

Si(F(U))otimesOX(U)S
j(F(U))→ Si+1(F(U))

and passing to the associated sheaves, we get a map

Si(F)⊗ Sj(F)→ Si+j(F)

making S•(F) and OX-algebra.

Note that:

(1) S•(F) is quasicoherent,
(2) if F is coherent, then S•(F) is a finite type OX-algebra.

The OX-algebra S•(F) has the following universal property: if A is any OX-algebra:

HomOX -alg(S•(F),A)
∼=→ HomOX -alg(F ,A).

Suppose f : Y → X is any morphism. Then OX → f∗OY makes f∗OY an OX-algebra. It is:

• quasicoherent,
• reduced,
• a finitely-generated OX-algebra if f is affine: for an affine open subset U ⊆ X, f−1(U)

is affine and
Γ(U, f∗OY ) ∼= Γ(f−1(U),OY )

is a finitely-generated k-algebra.

Suppose g : Z → X is another variety over X and we have a morphism h : Z → Y over X,
i.e. the diagram
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Z Y

X

h

g f

commutes. We then have the map
OY → h∗OZ ,

and hence a morphism of OX-algebras:

f∗OY → f∗h∗OZ = g∗OZ .

Altogether, this shows that there is a contravariant functor:

Φ:

{
varieties over X

affine over X

}
→
{

quasicoherent, reduced
finitely generated OX-algebras

}
(f : Y → X) 7→ f∗OY

The goal is to construct an inverse functor. Let A be a quasicoherent, finitely generated,
reduced OX-algebra. Given an affine open subset U ⊆ X, consider A(U). We then have
affine varieties over U :

YU = MaxSpec(A(U))
πU−→ U

with the map induced by OX(U)→ A(U). We claim that these can be glued together into a
variety. In particular, we will show that if V ⊆ U is an affine open subset, the commutative
diagram

YV YU

V U

πV πU

j

is Cartesian (where the top map is induced by A(U)→ A(V )), i.e.

α : YV → π−1
V (V )

is an isomorphism.

This is clear if V is a principal affine open subset in U , since for V = DU(ϕ), A(V ) = A(U)ϕ.
In the general case, write V = V1 ∪ · · · ∪ Vr for principal affine open subsets Vi ⊆ U . Then

YVi = α−1(π−1
U (Vi))→ π−1

U (Vi)

is an isomorphism, so α is an isomorphism.

Given any two affine open subsets U, V ⊆ X, we get an isomorphism

π−1
U (U ∩ V ) ∼= YU∩V ∼= π−1

V (U ∩ V ).

Therefore, we can glue YU = MaxSpec(A(U)) along these isomorphisms to get

MaxSpec(A).

Gluing the πU , we get a map
πX : MaxSpec(A)→ X



16 MIRCEA MUSTAŢĂ

such that for any open affine subset U ⊆ X, we have

π−1
X (U) ∼= MaxSpec(A(U)).

Then the map πX is affine and there is a canonical isomorphism (πX)∗OY ∼= A. Moreover,
this is functorial (which can be proved in similar fashion).

Exercise. The functor A 7→ MaxSpec(A) gives an inverse to the functor

Φ: (Y
π→ X) 7→ π∗OY .

We still need to check separatedness of the varietyMaxSpec(A). We first make a definition.

Definition 1.4.3. If f : X → Y is a morphism of prevarieties, f is separated if for

X X ×X

X ×Y X

∆

we have that ∆(X) is closed in X ×Y X.

Note that if Y is a point, this just means that X is separated.

Remark 1.4.4. If X is separated then any f : X → Y is separated.

Remark 1.4.5. If there is an open cover Y =
⋂
i

Vi such that each f−1(Vi)→ Vi is separated,

then f is separated. Indeed,

∆(X) ↪→
⋃
i∈I

f−1(Vi)×Vi f−1(Vi)

and the intersection of ∆(X) with f−1(Vi) ×Vi f−1(Vi) is ∆(f−1(Vi)), which is closed in
f−1(Vi)×Vi f−1(Vi).

In particular, if each f−1(Vi) is separated, then f is separated.

In our case, this implies that

π : MaxSpec(A)
πX→ X

is separated, since for each affine subset U ⊆ X, we have that π−1
X (U) is affine, hence

separeted.

Exercise. A composition of separated morphisms is separated.

As a consequence, MaxSpec(A) is a variety, since the map

MaxSpec(A)→ X → {∗}

is separated.

Exercise. Let π : MaxSpec(A) = Y → X. Given a map of varieties over X:
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Z Y

X

h

g π

we get a map A = π∗OY → g∗OZ . Show that the resulting morphism

HomVarX (Z,MaxSpec(A))→ HomOX
(A, g∗OZ)

is a bijection. Note that by the adjointness property:

HomOX
(A, g∗OZ) = HomOZ

(g∗A,OZ).

Remark 1.4.6. The map MaxSpec(A) → X is finite if and only if A is a coherent OX-
module.

1.5. Geometric vector bundles. Let X be a variety.

Definition 1.5.1. A geometric vector bundle on X is a morphism

π : E → X

such that for any x ∈ X, the fiber
E(x) = π−1(x)

has a k-vector space structure, which is locally trivial, i.e. there is an open cover X =
⋃
i

Ui

such that there is an isomorphism

π−1(Ui) Ui × kri

Ui

α

which is linear on each fiber.

If all ri are equal to r, we say that E has rank r.

Definition 1.5.2. The category Vect(X) of geometric vector bundles over X is a category
whose

• objects are geometric vector bundles,
• morphisms are morphisms of varieteis over X which are linear on the fibers.

Fix a geometric vector bundle π : E → X. Define a sheaf E of sets on X given by

E(U) = {morphisms s : U → E such that π ◦ s = idU}.
Defining:

(s1 + s2)(x) = s1(x) + s2(x),

fs(x) = f(x)s(x) for f ∈ OX ,
(both of these defined in π−1(x) which is a k-vector space) makes E into an OX-module.
Indeed, suppose X =

⋃
i

Ui, π
−1(Ui) ∼= Ui × kri . Then

E(U ∩ Ui) ∼= OX(U ∩ Ui)⊕ri
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is an isomorphism OX(Ui ∩ Ui)-modules. This shows that

• the operations are well-defined,
• E is an OX-module,
• E|Ui

∼= O⊕riUi
.

Therefore, E is a locally free sheaf.

This assignment is actually functorial. Given a morphism

E F

X

f

in Vect(X), if E , F correspond to E, F , we get a map E → F given by s : U → E goes to
f ◦ s. We hence have a functor

Φ:

{
geometric vector
bundles over X

}
→
{

full subcategory of
locally free sheaves on X

}
In the opposite direction, suppose E is a locally free sheaf on X, and define

V (E) =MaxSpec(S•(E))
π→ X.

If E|U ∼= O⊕rU , then
S•(E)(U) ∼= OU [t1, . . . , tr],

hence S•(E) is a reduced algebra. We then have an isomorphism

π−1(U) U × kr

U

∼=

which gives a vector space structure on the fibers of π (independent of the choice of E|U ∼=
O⊕rU ). Therefore, π is a geometric vector bundle on X.

Note that E 7→ V (E) is a contravariant functor.

We want to work out what the sheaf of sections F of V (E) is. Consider

V (E)

X U

π
s

Then
F(U) = HomVarX (U,MaxSpec(S•(E))) = HomOU -alg(S•(E)|U ,OU).

By the universal property of S•(E|U), this is isomorphic to

HomOU -mod(E|U ,OU) = E∨(U).

Altogether, we see that the sheaf of section of V (E) is isomorphic to E∨.
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It is now easy to see that the functor mapping E to the sheaf of sections is an equivalence
of categories with inverse E 7→ V (E∨).

We previously constructed MaxSpec(A) given a locally free sheaf A. Next, we construct
MaxProj(S) for a gradedOX-algebra S. Let X be an algebraic variety and S be an N-graded
OX-algebra: an OX-algebra together with a decomposition

S =
⊕
m≥0

Sm

such that Si · Sj ⊆ Si+1. We also assume that S is quasi-coherent, reduced, and locally
generated by S1, which is a coherent sheaf, i.e. for any open subset U ⊆ X, S(U) is generated
as an OX(U)-algebra by S1(U) which is a finitely-generated OX-module.

Note that this condition implies that the map

OX → S → S0

is surjective.

Given such an S, for every affine open subset U ⊆ X, consider

MaxProj(S(U))

MaxSpec(S(U))

U

πU

where MaxSpec(S0(U))→ U is the closed immersion induced by OX(U)� S0(U).

One checks that if V ⊆ U is an affine open subset, then the commutative diagram

MaxProj(S(V )) MaxProj(S(U))

V U

is Cartesian, so we can glue these together to get

π : MaxProj(S)→ X.

Note that if U ⊆ X is an affine open subset, then MaxProj(S(U)) is separated, and hence
π is a separated morphismand X is separated, so MaxProj(S) is separated.

Examples 1.5.3.

(1) The blow-up of X along a coherent ideal. If I ⊆ OX is a coherent dieal sheaf, we
define

R(I) =
⊕
m≥0

Imtm ⊆ OX [t].

The blow up of X along I is MaxProj(R(I))→ X.
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(2) Projective bundles. If E is a locally free sheaf on X, then consider

S =
⊕
m≥0

Sm(E)

and define the projective bundle associated to E to be

P(E) :=MaxProj(S)
π→ X.

Note that if E|U ∼= O⊕nU where U is affine, then

S|U ∼= OU [x1, . . . , xn],

so π−1(U) ∼= U × Pn−1.

Definition 1.5.4. A projective morphism f : Y → X is a morphism such that there exists
a commutative diagram

Y MaxProj(S)

X

∼=

It is clear that a projective morphism is proper.

1.6. The cotangent sheaf. We begin with the local case. Let R be a commutative ring
and A be a commutative R-algebra.

Definition 1.6.1. If M is an A-module, an R-derivation D : A→M is a map such that

(1) D is R-linear,
(2) (Leibniz rule): D(ab) = aD(b) + bD(a).

Remark 1.6.2. If D satisfies (2), then (1) is satisfies if and only if D is additive and D = 0
on im(R→ A).

We denote set of R-derivations A→M by

DerR(A,M) = {R-derivations A→M} ⊆ HomR(A,M).

We note that this is an A-submodule.

Given u ∈ HomA(M,N), we get a map

DerR(A,M)→ DerR(A,N),

D 7→ u ◦D,

so DerR(A,−) is a covariant functor from A-mod to itself.

Proposition 1.6.3. The functor DerR(A,−) is representable, i.e. there exists an A-module
ΩA/R and an R-derivation d = dA/R : A→ ΩA/R that induces a bijection

HomA(ΩA/R,M)→ DerR(A,M)

ϕ 7→ ϕ ◦ d.
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Proof. Take ΩA/R to be the quotient of the free A-module with basis {d(a) | ainA} by the
following elements:

(1) d(a1 + a2)− d(a1)− d(a2) for a1, a2 ∈ A,
(2) d(ar)− rd(a) for a ∈ A, r ∈ R,
(3) d(ab)− ad(b)− bd(a) for a, b ∈ A,

and define dA/R(a) to be the image of d(a) in the quotient. It is easy to check that this
satisfies the required universal property. �

Definition 1.6.4. The module ΩA/R defined above is called the module of Kähler differen-
tials.

Remark 1.6.5. The construction implies that {dA/R(a) | a ∈ A} generate ΩA/R. In fact, if
(ai)i∈I generate A as an R-algebra, then {dA/R(ai) | i ∈ I} generate ΩA/R. This is because
d(ai1 , . . . , air) lies in the linear span of d(ai1), . . . , d(air) by the Leibniz rule.

In particular, if A is a finitely-generated R-algebra, then ΩA/R is finitely-generated.

Examples 1.6.6.

(1) We have that ΩR/R = 0.
(2) We know that ΩR[x1,...,xn]/R is generated by dx1, . . . , dxn. We claim that these are

linearly independent. Indeed, consider

∂i : R[x1, . . . , xn]→ R[x1, . . . , xn]

f 7→ ∂f

∂xi
.

This maps xj 7→ 0 for j 6= i and xi 7→ 1, so the corresponding morphism

ΩR[x1,...,xn]/R → R[x1, . . . , xn]

is given by dxj 7→ 0 for j 6= i and dxi 7→ 1. This shows that dx1, . . . , dxn are linearly
independent.

Note that df =
n⊕
i=1

∂f

∂xi
dxi.

Proposition 1.6.7. If S ⊆ A is a multiplicative system, then we have a canonical isomor-
phism

ΩS−1A/R
∼= S−1ΩA/R.

Proof. If M is an S−1A-module, we have a map

DerA(S−1A,M)→ DerR(A,M)

induced by A → S−1A. We claim that this is an isomorphism, i.e. given an R-derivation

D : A→M , there is a unique extension D̃ : S−1A→M . This is given by the quotient rule:

D̃
(a
s

)
=

1

s
D(a)− a

s2
D(s).

It is easy to check this is well-defined and gives a derivation.
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This means that for any S−1A-module M ,

HomS−1A(ΩS−1A/R,M) ∼= HomR(ΩA/R,M) ∼= HomS−1A(S−1ΩA,M).

This is functorial in M , so it comes from an isomorphism ΩS−1A/R
∼= S−1ΩA/R. �

Proposition 1.6.8. Let A and B be finitely-generated B algebras. Then

ΩA⊗RB/R
∼= ΩA/R ⊗R B.

Proof. We have a series of functorial isomorphisms

HomA⊗RB(ΩA⊗RB/R,M) ∼= DerB(A⊗R B,M)
∼= DerR(A,M) (induced by restriction)
∼= HomA(ΩA/R,M)
∼= HomA⊗RB(ΩA/R ⊗A (A⊗R B),M)
∼= HomA⊗RB(ΩA/R ⊗R B,M)

where last isomorphism is given by ΩA/R ⊗R B ∼= ΩA/R ⊗A (A⊗R B). �

Consider ring homomorphisms R
ϕ→ A

ψ→ B.

Proposition 1.6.9. There exists an exact sequence

ΩA/R ⊗A B ΩB/R ΩB/A 0

dA/R(a)⊗ b b · dB/R(ψ(a))

dB/R(b) dB/A(b)

α β

Proof. The proof is given as a homework exercise. �

Proposition 1.6.10. Suppose ψ is a surjective map with kerψ = I (note that in this case,
ΩB/A = 0). Then the sequence

I/I2 ΩA/R ⊗A B ΩB/R 0

a dA/R(a)⊗ 1

δ α

is exact.

Proof. The proof is given as a homework exercise. �

Remark 1.6.11. SupposeB is a finitely-generatedR-algebra. Choose generators b1, . . . , bn ∈
B, and suppose

A = R[x1, . . . , xn]
ϕ
�B

xi 7→bi
has kerϕ = I. Then by Proposition 1.6.10, we have an exact sequence



MATH 632: ALGEBRAIC GEOMETRY II 23

I/I2 ΩA/R ⊗A B︸ ︷︷ ︸
n⊕

i=1
Bdxi

ΩB/R 0δ α

and hence ΩB/R is the quotient of the free module
n⊕
i=1

Bei by the relations:

f ∈ I  
n∑
i=1

∂f

∂xi
(b1, . . . , bn)ei.

Remark 1.6.12. If A→ S−1A→ B, then by Propositions 1.6.9 and 1.6.7

ΩS−1A/A︸ ︷︷ ︸
=S−1ΩA/A=0

⊗B ΩB/A ΩB/S−1A 0

which shows that ΩB/A
∼= ΩB/S−1A.

Next, we want to define similar invariants associated to morphisms of algebraic varieties
f : X → Y . Explicitly, we want to glue the modules of differentials to get a quasi-coherent
sheaf on X.

Lemma 1.6.13. Let X be an algebraic variety. Suppose we have a map α that assigns to
each affine open subset U ⊆ X, an OX-module α(U), together with restriction maps: for all
affine open subsets V ⊆ U , we have a restriction map α(U) → α(V ) which is a morphism
of OX(U)-modules, which satisfy the usual compatibility condition, and if V = DU(f), then

α(U)f → α(V )

is an isomorphism. Then there is a quasi-coherent sheaf F on X with isomorphisms for
U ⊆ X affine:

F|U ∼= α̃(U),

compatible with restrictions, and F is unique up to isomorphism.

Proof. If U ⊆ X is an affine open subset, consider FU := α̃(U). If U ⊇ V , we have
α(U)→ α(V ), which induces

α(U)⊗O(U) O(V )→ α(V )

corresponding to the morphism of sheaves ϕU,V : FU |V → F|V .

If U ⊇ V ⊇ W , then ϕV,W ◦ ϕU,V |W = ϕU,W .

The assumptions also imply that ϕU,V is an isomorphism if V = DU(f). In general, by
covering V by principal affine open subsets, then ϕU,V is an isomorphism for all V ⊆ U .

This implies that given any two affine open U1, U2, we have a canonical isomorphism

FU1|U1∩U2
∼= FU2|U1∩U2

since they are both isomorphic to F|U1∩U2 . We can glue the FU together to get F . �
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Remark 1.6.14. Given a morphism f : X → Y , we get a similar statement if instead of
using all affine open subsets of X, we only use those affine open subsets U ⊆ X such that
there is an affine open subset V ⊆ Y such that f(U) ⊆ V .

Corollary 1.6.15. In our geometric setting, let

X Y Z
f g

be morphisms of affine varieties where g is an open immersion, then

ΩO(X)/O(Y )
∼= ΩO(X)/O(Z).

Proof. We have maps O(Z) → O(Y ) → O(X) which given an exact sequence by Proposi-
tion 1.6.9

ΩO(Y )/O(Z) ⊗O(X) ΩO(X)/O(Z) ΩO(X)/O(Y ) 0

It is enough to show that ΩO(Y )/O(Z) = 0. For any maximal ideal m in O(Y ), we need to
show that

ΩO(Y )m/O(Z) = (ΩO(Y )/O(Z))m = 0

where the first equality follows from Proposition 1.6.7. By Remark 1.6.12,

ΩO(Y )m/O(Z)
∼= ΩO(Y )m/O(Z)m∩O(Z)

since O(Z)m∩O(Z) → O(Y )m is an isomorphism, since g is an open immersion. �

Suppose now f : X → Y is a morphism of algebraic varieties. For every affine open subsets
U ⊆ X, V ⊆ Y such that f(U) ⊆ V , consider ΩO(U)/O(V ). By Corollary 1.6.15, this is
independent of the choice of V .

If U ′ ⊆ U → V , we have a map

ΩO(U)/O(V ) ⊗O(U) O(U ′)→ ΩO(U ′)/O(U)

which is an isomorphism if U ′ is a principal affine open subset. By Lemma 1.6.13, there
exists a unique quasi-coherent sheaf ΩX/Y such that for U , V as above,

ΩX/Y |U ∼= ˜ΩO(U)/O(V ).

Then ΩX/Y is actually coherent.

Definition 1.6.16. For a morphism f : X → Y of algebraic varieties, ΩX/Y is the relative
cotangent sheaf. If Y is a point, we write ΩX for ΩX/Y and call it the cotangent sheaf of X.
We call TX = Ω∨X the tangent sheaf.

Remark 1.6.17. For any x ∈ X, we have that

(ΩX/Y )x ∼= ΩOX,x/OY,f(x)

by Remark 1.6.12 and Proposition 1.6.7.

The two Propositions 1.6.9 and 1.6.10 globalize as follows

• If X
f→ Y

g→ Z, we get an exact sequence of coherent sheaves on X:
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f ∗ΩY/Z ΩX/Z ΩX/Y 0

• If f is a closed immersion with ideal I, we get an exact sequence of coherent sheaves
on X

I/I2 f ∗ΩY/Z ΩX/Z 0

Definition 1.6.18. For a closed immersion f : X → Y , I/I2 is the conormal sheaf of X in
Y , and

(I/I2)∨ = HomOX
(I/I2,ΩX)

is the normal sheaf of X in Y , denoted NX/Y .

Proposition 1.6.19. For every x ∈ X,

(ΩX)(x)
∼= (TxX)∨.

Proof. Recall that TxX = Homk(m/m
2, k), where m ⊆ R = OX,x is the maximal ideal.

Recall also that
(ΩX)(x) = ΩX,x/m · ΩX,x,

so

(ΩX)∨(x) = Homk(ΩX,x/mΩX,x, k)

= HomR(ΩX,x, k) as k = R/m

= Derk(R, k),

since ΩX,x = ΩR/k. We note note that

Derk(R, k) = Derk(R/m
2, k)

by the Leibniz rule, since m · k = 0. Finally

R/m2 = k + m/m2

and it is easy to see that by restricting to m/m2 we get that

Derk(R/m
2, k) ∼= Homk(m/m

2, k) = TxX.

This completes the proof by dualizing. �

Proposition 1.6.20. A variety X is smooth if and only if ΩX is locally free. In this case,
ΩX has rank n on an irreducible component of dimension n.

Proof. We may assume that X is connected. If X is smooth, it is irreducible, and if n =
dimX, then dimk TxX = n, so by Proposition 1.6.19, dimk(ΩX)(x) = n for any x ∈ X, so
ΩX is locally free of rank n.

Suppose conversely that ΩX is locally free of rank n. Recall that Xsm ⊆ X is dense. Then
every irreducible component ofX has dimension n, because we can find an open subset of that
component which is smooth. Hence dim(OX,x) = n for any x ∈ X. Since dimk(ΩX)(x) = n
for all x ∈ X, this shows by Proposition 1.6.19 that X is smooth. �

Note that if X is smooth, then ΩX is locally free, and hence TX = Ω∨X is also locally free.

Definition 1.6.21. The sheaf of p-differentials on X is defined by Ωp
X =

∧p ΩX . When X
is smooth, this is locally free.
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Definition 1.6.22. If X is irreducible of dimension n, ωX = Ωn
X is the canonical line bundle

of X.

Conjecture (Lipman-Zariski). A variety X is smooth if and only if TX is locally free.

This is known in many cases (but not all of them).

Example 1.6.23. If X = Pn, we have a short exact sequence

0 ΩPn OPn(−1)⊕(n+1) OPn 0

This will be discussed during the problem session.

Proposition 1.6.24. If Y ⊆ X is a subvariety defined by I, with X and Y both smooth,
then I/I2 is locally free and we have a short exact sequence

0 TY TX/Y NY/X 0.

Proof. We may assume X and Y are both irreducible. Recall that for any x ∈ X, there is
an affine open neighborhood U of x, there exist f1, . . . , fr ∈ O(U) such that

IY ∩U/U = (f1, . . . , fr)

where r = codimX Y . In this case,

O(U)/(f1, . . . , fr)︸ ︷︷ ︸
O(U∩Y )

[t1, . . . , tr]→
⊕
m≥0

ImY ∩U/U

Im+1
Y ∩U/U

ti 7→ fi ∈ I/I2

is an isomorphism. In particular,

IY ∩U/I
2
Y ∩U/U

∼=
r⊕
i=1

O(U ∩ Y )ti,

which is free. This shows that I/I2 is locally free of rank equal to the codimension of Y in
X.

We have an exact sequence

I/I2 ΩX |Y ΩY → 0

ker(ϕ)

ϕ

with ΩY locally free of rank dimY and ΩX/Y locally free of rank dimX. Then ker(ϕ) is
locally free of rank r, and

I/I2 → ker(ϕ)

is a surjective morphism between locally free sheaves of the same rank, so it is an isomor-
phism. Therefore the above sequence is actually a short exact sequence. Dualizing it, we get
the result. �
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2. Normal varieties and divisors

In this section, we will discuss divisors on algebraic varieties, which allow to study morphisms
to projective spaces. We first start with a few sections on normal varieties.

2.1. Normal varieties. We want to extend our definition of a normal variety to the case
of varieties which may not be affine and possibly not irreducible.

Proposition 2.1.1. Suppose A is a domain with fraction field K and S ⊆ A is a multiplica-
tive system. If A′ ⊆ K is the integral closure of A in K, then the integral closure of S−1A
in K is S−1A′.

Proof. The proof is left as an exercise. �

Proposition 2.1.2. Given a variety X, the following are equivalent:

(1) for any affine open subset U ⊆ X and every connected component V of U , O(V ) is
a domain which is integrally closed (in its fraction field),

(2) there exists an affine open cover of X by U1, . . . , Un such that each Ui is irreducible
and O(Ui) is integrally closed.

(3) for any irreducible closed subset V ⊆ X, OX,V is an integrally closed domain,
(4) for any x ∈ X, OX,x is an integrally closed domain.

Definition 2.1.3. A variety X is normal if the equivalent conditions in Proposition 2.1.2
hold.

Note that if X is irreducible and affine, this agrees with the previous definition.

Proof of Proposition 2.1.2. We see immediately that (1) implies (2) and (3) implies (4).
Moreover, (2) implies (3) by Proposition 2.1.1.

It remains to show that (4) implies (1). Since OX,x is a domain, every point x lies on a unique
irreducible component, we may assume that X is irreducible. If A = O(U) is a domain with
integral closed A′, by assumption, we have that

Am = A′m for any maximal ideal m

so A = A′. �

Review of DVRs.

Definition 2.1.4. If K is a field, a discrete valuation of K is a surjective map

v : K → Z ∪ {∞}
such that

(1) v(a) =∞ if and only if a = 0,
(2) v(a+ b) ≥ min{v(a), v(b)} for all a, b,
(3) v(ab) = v(a) + v(b).

Example 2.1.5. For K = Q, we can let v(pna) = n when (a, p) = 1 for a fixed prime p.
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Proposition 2.1.6. Given a domain R with fraction field K, the following are equivalent:

(1) there exists a discrete valuation v on K such that R = {a | v(a) ≥ 0},
(2) R is a local PID, not a field,
(3) R is local with a principal maximal ideal, and Noetherian.

Definition 2.1.7. A domain R is a discrete valuation ring (DVR) if the equivalent conditions
in Proposition 2.1.6 hold.

Proof of Proposition 2.1.6. To show that (1) implies (2), m = {a | v(a) > 0} is an ideal in
R. If a ∈ R \m, then u−1 ∈ R, so m is the unique maximal ideal of R. If I 6= 0 is an ideal,
choose a ∈ I \ {0} such that v(a) is minimal. If b ∈ I, v(b) ≥ v(a), then b

a
∈ R, so I = (a).

Since (2) implies (3) is obvious, we only have to show that (3) implies (1). Suppose m = (π)
is the maximal ideal of R. If a ∈ R, by Krull’s Intersection Theorem, there exists a unique j
such that a ∈ mj \mj+1. Then set v(a) = j. It is clear that v(a + b) ≥ min{v(a), v(b)} and
v(a · b) = v(a) + v(b), where the second assertion follows from m = (π). This extends to K
by v(a/b) = v(a)− v(b), and one shows that R = {a | v(a) ≥ 0}. �

Note that if m = (π) is the maximal ideal in the local ring R, then every ideal in R is (0) or
(πm) for m ≥ 0. Therefore, R has two prime ideals, (0) and m, which shows that dimR = 1.

Suppose X is an algebraic variety and V ⊂ X irreducible, closed, of dimension 1. Then
OX,V is a DVR if and only if X is smooth at V and by Problem 1 from Problem Set 3 we
have that V ∩Xsm 6= ∅.

Lemma 2.1.8. If R is a Noetherian, integrally closed domain, a ∈ R\{0}, p ∈ AssR(R/(a)),
then Rp is a DVR (in particular, codim(p) = 1).

Proof. Replace R by Rp to assume that R is local and p = m is the unique maximal ideal.
By hypothesis, there exists b 6∈ (a) such that

m = {u ∈ R | ub ∈ (a)}.
For b

a
∈ Frac(R), we have that m · b

a
⊆ R.

If m · b
a
⊆ m, by the determinant trick, we get that b

a
is integral over R. Since R is integrally

closed, b
a
∈ R. Then m = R, which contradicts m being maximal.

Therefore, m · b
a

= R, which implies that a
b
∈ m. By the description of m above, for any

u ∈ m, u b
a
∈ R, so u ∈

(
a
b

)
. This shows that m =

(
a
b

)
. Therefore, R is a DVR. �

Lemma 2.1.9. Let R be a ring. Then the following are equivalent:

(1) R is a DVR,
(2) R is a local, Noetherian domain with dimR = 1, which is integrally closed.

Proof. Clearly, (1) implies (2) (note that since R is a PID, R is a UFD, so it is integrally
closed).

To show that (2) implies (1), choose a ∈ m \ {0}. Then

(0) 6∈ AssR(R/(a)) 6= ∅,
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so m ∈ AssR(R/(a)), since dimR = 1. The result then follows from Lemma 2.1.8. �

Proposition 2.1.10. Let A be a Noetherian domain. Then A is integrally closed if and only
if the following conditions hold:

(1) for any prime p of codimension 1, Ap is a DVR,
(2) A =

⋂
codim p=1

Ap.

Moreover, (2) can be replaced by

(2’) for any a ∈ A \ {0} and any prime p ∈ AssR(R/(a)), codim(p) = 1.

Proof. Suppose first that (1) and (2) hold. ThenAp is integrally closed for all p of codimension
1, and A =

⋂
codim p=1

implies that A is integrally closed.

If A is integrally closed, for any p of codimension 1, Ap is a DVR by Lemma 2.1.9, and (2’)
holds by Lemma 2.1.8.

The proof will be complete if we show that (2’) implies (2). The ‘⊆’ inclusion is immediate.
Suppose b

a
∈

⋂
codim p=1

Ap. Consider a minimal primary decomposition

a = q1 ∩ · · · ∩ qr.

Then each qi is primary and rad(qi) = pi is prime. Then

AssR(R/(a)) = {p1, . . . , pr}.

By (2’), codim(pi) = 1 for all i, so b
a
∈ Api . Then for any i, there exists si ∈ A \ pi such that

sib ∈ (a) ⊆ qi, so b ∈ qi since qi is pi-primary. Therefore, b ∈ (a) and hence b
a
∈ A. �

2.2. Geometric properties of normal varieties.

Definition 2.2.1. An algebraic variety X is smooth in codimension 1 if codimX(Xsing) ≥ 2.

If Z ⊆ X is closed with irreducible components Z1, . . . , Zr, codimX(Z) = mini{codimX(Zi)}.

Note that X is smooth in codimension 1 if and only if for any irreducible closed subset V ⊆ X
of codimension 1, we have that V ∩X 6= ∅. This is equivalent to OX,V being a regular ring.
In particular, if X is a normal variety, then X is smooth in codimension 1 (since this holds
for irreducible affine open subsets).

Proposition 2.2.2. Let X be a normal variety. Then if E is a locally free sheaf on X
and U ⊆ X is an open subset such that codimX(X \ U) ≥ 2, then the restriction map
Γ(X, E)→ Γ(U, E) is an isomorphism.

Proof. It is enough to prove this when X is affine and irreducible and E = OX . Indeed, choose
an open cover X = U1∪· · ·∪Un by affine irreducible subsets Ui such that E|Ui

∼= O⊕riUi
. Then

we have the diagram
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0 Γ(X, E)
n⊕
i=1

Γ(Ui, E)
n⊕

i,j=1

Γ(Ui ∩ Uj, E)

0 Γ(U, E)
n⊕
i=1

Γ(U ∩ Ui, E)
n⊕

i,j=1

Γ(U ∩ Ui ∩ Uj, E)

α β γ

with exact rows (by the sheaf axiom) and the vertical maps being restriction maps. The
special case implies that β, γ are isomorphisms, so α is an isomorphism by Five Lemma.

Suppose that X is affine and A = O(X). The map A = O(X) → O(U) is injective since
U ⊆ X is dense (otherwise, codimX(X \ U) = 0). If ϕ ∈ O(U), then for any p in A of
codimension 1, V (p) ∩ U 6= ∅, i.e. ϕ ∈ Ap, this completes the proof. �

Corollary 2.2.3. Suppose X is an irreducible normal variety and ϕ ∈ k(X) with domain U .
Then every irreducible component of X \ U has codimension 1.

Proof. The proof is left as an exercise. �

Notation. Suppose X is an irreducible variety, smooth in codimension 1. If V ⊆ X is irre-
ducible, closed, of codimension 1, then OX,V is a DVR. We write ordV for the corresponding
discrete valuation on k(X).

We say that ϕ ∈ k(X) has a pole along V if ordV (ϕ) < 0. This is equivalent to saying
that ϕ−1 is defined in an open subset U with U ∩ V 6= ∅ and ϕ−1|U∩V = 0.

We say that ϕ ∈ k(X) has a pole of order m > 0 if ordV (ϕ) = −m, and has a zero of order
m > 0 if ordV (ϕ) = m.

Note that if X is normal and ϕ ∈ k(X) with domain U , then

X \ U =
⋃
{V ⊆ X | V irreducible, codim(V ) = 1, ϕ has a pole along V }

.

Proposition 2.2.4. Suppose that X is an irreducible variety, smooth in codimension 1.

(1) If f : X 99K Y is a rational map and Y is complete, U = Dom(f), then

codimX(X \ U) ≥ 2.

(2) More generally, if f : X 99K Y is a rational map and g : Y → Z is proper such that
g ◦ f is a morphism, U = Dom(f), then codimX(X \ U) ≥ 2.

Proof. It is enough to show (2). We may assume that f is dominant by replacing Y with
a closed subvariety (hence Y is irreducible). By Chow’s Lemma, there is a birational map

h : Ỹ → Y with Ỹ irreducible such that g ◦ h factors as in the diagram, with i a closed
immersion, and p the projection:
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Ỹ Z × Pn

X Y

Z

h

i

p

f

g

It is enough to prove the conclusion for h−1 ◦ f . Moreover, it it enough to prove this for
i ◦ (h−1 ◦ f) = (g ◦ f, u) for some u : X 99K Pn.

It is enough to prove that u is defined on the complement of a codim ≥ 2 subset. Hence it
it enough to consider rational map X 99K Pn.

There is an open subset U ⊆ X and functions ϕ0, . . . , ϕn ∈ O(U) such that f is defined on
U , given by

x 7→ [ϕ0(x), . . . , ϕn(x)].

We want to show that for any V ⊆ X irreducible of codimension 1, Dom(f) ∩ V 6= ∅. Let j
be such that ordV (ϕj) = min{ordV (ϕi) | 0 ≤ i ≤ n}. Then ordV ϕi/ϕj ≥ 0 for all j. Then
there is U ⊆ X open such that U ∩ V 6= ∅ and ϕi

ϕj
∈ O(U). Then f can be defined on U by

[ϕ0/ϕj, . . . , ϕn/ϕj]. �

Theorem 2.2.5. Let A be a domain which is an algebra of finite type over a field k. If
K = Frac(A) and L/K is a finite field extension, the integral closure B of A in L is finite
over A.

Proof. Since A is Noetherian, it is enough to prove this when replacing L by a finite field
extension.

Step 1. Reduce to the case when A is normal and L/K is separable.

By Noether Normalization Theorem, there exists R ⊆ A such that R ∼= k[x1, . . . , xn] and
A/R is finite. After replacing A by R, we may assume that A = k[x1, . . . , xn]. By enlarging
L, we may assume that L/K is normal, G = Gal(L/K), and K ′ = LG ⊆ L. We then have
K ⊆ K ′ ⊆ L with L/K separable and K ′/K is purely inseparable. Let us show that the
integral closure A′ of A in K ′ is finite over A. If K ′ 6= K, p = char(K) > 0 and for all
f ∈ K ′, there exists e > 0 such that

fp
e ∈ K = k(x1, . . . , xn).

Then there exists a finite extension k′/k such that

K ′ ⊆ k′
(
x

1
pe

1 , . . . , x
1
pe

n

)
for some e. Then A′ is contained in the integral closure of k[x1, . . . , xn] in k′

(
x

1
pe

1 , . . . , x
1
pe

n

)
.

This integral closure is

k′
[
x

1
pe

1 , . . . , x
1
pe

n

]
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which is finite over k[x1, . . . , xn]. Therefore, A′ is finite over A, and we have reduced to the
case where A is normal and L/K is separable.

Step 2. Suppose A is normal and L/K is separable. By enlarging L, we may assume that
L/K is Galois with Gal(L/K) = G = {σ1, . . . , σd}. Choose a basis u1, . . . , ud for L/K. We
may assume that u1, . . . , ud ∈ B (multiply each ui by an element of L to make the polynomial
for ui monic).

Let

M = (σi(uj)) ∈Md(B), D = det(M).

(1) If D = 0, then there exist λ1, . . . , λd ∈ L, not all 0, such that(
d∑
i=1

λiσi

)
(uj) = 0 for all j.

Then we have that
d∑
i=1

λiσi = 0,

which is a contradiction. Indeed, after reordering, we have that

(1) λ1σ1 + · · ·+ λrσr = 0

with λi 6= 0 and r minimal with this property. It is clear that r ≥ 2. Then for
a, b ∈ L, (

r∑
i=1

λiσi

)
(ab) = 0,

and since this holds for any b

(2)
r∑
i=1

λiσi(a)︸ ︷︷ ︸
∈L

σi = 0.

If a is such that σ1(a) 6= σ2(a), then (2)−λi ·(1) gives another relation for σ2, . . . , σr−1,
contradicting the minimality of r.

(2) We may assume that D 6= 0. We then show that

B ⊆ 1

D2

d∑
i=1

A · ui.

Since the right hand side is finitely-generated over A, this will complete the proof.
Note that D ∈ B. Then σi(D) is the determinant obtained from M by permuting

the rows, so σi(D) = ±D, and this shows that

σi(D
2) = D2 for all i.

Hence D2 ∈ K.
Given any b ∈ B,

b =
d∑
j=1

αjuj, αi ∈ K.
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We want to show that D2αjinA. We then have that

B 3 σi(b) =
d∑
j=1

αjσi(uj)

and this shows that

M ·

α1
...
αd

 ∈ Bn.

Multiplying by the adjoint of M , we see that D ·αi ∈ B, so D2αi ∈ B∩K = A, since
A is normal.

This completes the proof. �

Suppose X is an irreducible algebraic variety. We want to find a normal variety that dom-
inates X. For an affine open subset U ⊆ X, let A(U) be the integral closure of OX(U) in
k(X). If U ⊆ V are affine, the inclusion OX(V ) ↪→ OX(U) gives an inclusion

A(V ) ↪→ A(U)

If U = DV (f), then
A(V )f ∼= A(U).

Then by Lemma 1.6.13, A can be extended to a quasicoherentOX-algebra. If U ⊆ X is affine,
A(U) is reduced and A(U) is finite over OX(U), so A is a reduced coherent OX-algebra.

The normalization of X is
Xnorm =MaxSpec(A)

π→ X.

It is clear that

(1) Xnorm is normal,
(2) π is finite,
(3) Xnorm is irreducible,
(4) π is birational.

Universal property of normalization. Given a normal, irreducible variety Z and a
dominant map f : Z → X, there is a unique g : Z → Xnorm such that π ◦ g = f , i.e. the
diagram

Z Xnorm

X
f

g

π

commutes.

Proving this is left as a homework exercise.

Remark 2.2.6. If X has irreducible components X1, . . . , Xr, the normalization of X is
r∐
i=1

Xnorm
i → X.
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Definition 2.2.7. A variety X is locally factorial if for any x ∈ X, the ring OX,x is a UFD.

Note that this implies that OX,V is a UFD for all irreducible closed V ⊆ X. It is actually
very rare that for an affine variety X, O(X) is a UFD, but it does happen quite often that
the local rings are UFDs.

Theorem 2.2.8. If X is a smooth variety, then X is locally factorial (in particular, X is
normal).

The proof uses completions of local rings. For any x ∈ X:

ÔX,x = lim←−
q≥1

OX,x/mq
X,x

This records, roughly, what happens in a very small neighborhood of a point. One way to
think about it is that OX,x/mq

X,x records the first q coefficients of the Taylor polynomial, so
the whole inverse limit is similar to a Taylor polynomials.

Example 2.2.9. We have that

̂k[x1, . . . , xn](x1,...,xn)
∼= kJx1, . . . , xnK.

Suppose that X is an affine variety, R = O(X) and Y ⊆ X is defined by I. Then we can set

R̂ = lim←−R/I
n.

This is an algebraic analogue of a tubular neighborhood of Y inside X.

Proposition 2.2.10. If x ∈ X is a smooth point, dim(OX,x) = d, then

ÔX,x ∼= kJt1, . . . , tdK.

Proof. We show that if m ⊆ OX,x is a maximal ideals, u1, . . . , ud ∈ m is a minimal system of
generators, then

S = k[t1, . . . , td]→
⊕
i≥0

mi/mi+1

ti 7→ ui ∈ m/m2

is an isomorphism. Let n = (t1, . . . , td) ⊆ S be the maximal ideal and let

S/ni
ϕi−→ R/mi

ti 7→ ui mod mi

We then have a commutative diagram

0 ni/ni+1 S/ni+1 S/ni 0

0 mi/mi+1 R/mi+1 R/mi 0

∼= ϕi+1 ϕi
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Then by induction on n and the Five Lemma, we can show that ϕi is an isomorphism for all
i. Then lim←−ϕi given an isomorphism

kJt1, . . . , tdK
∼=→ ÔX,x,

completing the proof. �

Lemma 2.2.11. Let R be a domain.

(1) If R is a UFD, then for any a, b ∈ R, the ideal

aR : bR = {h ∈ R | hb ∈ Ra}
is principal.

(2) The converse holds if R is Noetherian.

Proof. If

a = u ·
r∏
i=1

πmi
i

b = v ·
r∏
i=1

πni
i

for units u, v and irreducibles πi, then

aR : bR =

(
r∏
i=1

π
max{0,mi−ni}
i

)
.

Recall that a ring R is a UFD if and only if

(i) every nonzero non-invertible element is a product of irreducible elements,
(ii) uniqueness up to reordering and rescaling by invertible elements.

Note also that (i) always holds for Noetherian rings. Moreover, if (i) holds then (ii) holds if
and only if every irreducible element is prime.

Therefore, we just need to show that every irreducible element π of R is prime. If π|ab, then

b ∈ (π) : (a) = (h),

so π ∈ (h), and hence π = hh′. Therefore, either h is invertible, so π|a or h′ is invertible, so
b ∈ (π), and hence π|b. �

Lemma 2.2.12. If ÔX,x is a UFD, then OX,x is a UFD.

Proof. We have the map

ψ : OX,x → ÔX,x
a 7→ (a mod mn)n≥1

Note that ÔX,x is local ring with maximal ideal m · ÔX,x, and

OX,x/m ∼= ÔX,x/m · ÔX,x.
Then ψ is injective and flat.
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Write R = OX,x to simplify notation. By Lemma 2.2.11, it is enough to show that if a, b ∈ R,
J = aR : bR is principal.

We have the exact sequence

0 J R R/aR·b

and tensoring it with R̂, we obtain

0 JR̂ R̂ R̂/aR̂·b

by flatness. Note that JR̂ = aR̂ : bR̂ is principal since R is a UFD. We finally see that

dimk JR̂/JmR̂ = 1

and

Ĵ/mJ = J/mJ ∼= J/Jm⊗ R̂ ∼= JR̂/JmR̂.

By Nakayama Lemma, this shows that J is principal. �

Proof of Theorem 2.2.8. By Proposition 2.2.10

ÔX,x ∼= kJt1, . . . , tdK

We know that kJt1, . . . , tdK is a UFD (see for example Zariski–Samuel). Then the result
follows from Lemma 2.2.12. �

2.3. Divisors. We will next study the following picture

geometric subvarieties of codimension 1 line bundles

maps to projective spaces

now

later

2.4. Weil divisors.

Definition 2.4.1. Let X be an irreducible variety, smooth in codimension 1. A prime divisor
on X is an irreducible closed subset V ⊂ X of codimension 1. The group of (Weil) divisors
is

Div(X) = free abelian group on the set of prime divisors,

so a divisor D ∈ Div(X) can be written as

D =
r∑
i=1

niVi ni ∈ Z, Vi prime divisors.

A divisor D is effective if all the coefficients are nonnegative, ni ≥ 0. Write D ≤ E if E −D
is effective.



MATH 632: ALGEBRAIC GEOMETRY II 37

For ϕ ∈ k(X)∗, let

div(ϕ) =
∑

V prime divisor

ordV (ϕ)V ∈ Div(X).

This is well-defined: suppose ϕ is defined on U and ϕ is invertible on U ′ ⊆ U . Then
ordV (ϕ) 6= 0 implies that V ⊆ X \ U ′ and there are only finitely many such V of codimen-
sion 1.

Note that ordV (ϕψ) = ordV (ϕ) + ordV (ψ) for any ϕ, ψ 6= 0, so div : k(X)∗ → Div(X) is a
morphism of abelian groups.

Definition 2.4.2. A divisor D ∈ Div(X) is principal if D = div(ϕ) for some ϕ ∈ k(X)∗.
The principal divisors form a subgroup

PDiv(X) = {div(ϕ) | ϕ ∈ k(X)∗} ⊆ Div(X)

and the quotient

Cl(X) = Div(X)/PDiv(X)

is called the class group of X. We write [D] ∈ Cl(X) for the image of D ∈ Div(X) in the
class group of X.

Remark 2.4.3. Consider X normal and ϕ ∈ k(X)∗. Then div(ϕ) ≥ 0 if and only if
ϕ ∈ O(X) and div(ϕ) = 0 if and only if ϕ ∈ O(X)∗.

Proposition 2.4.4. Let X be an affine irreducible normal variety. Then Cl(X) = 0 if and
only if O(X) is a UFD.

Lemma 2.4.5. Let A be a Noetherian domain. Then A is a UFD if and only if any prime
p ⊆ A of codimension 1 is principal.

Proof. To show the ‘only if’ implication, choose a ∈ p \ {0}, and write

a = u1 . . . ur for ui irreducible

and since p is prime, ui ∈ p for some i. Then

(0) ( (ui) ⊆ p

and (ui) is prime since A is a UFD, so p = (ui) since p has codimension 1.

Conversely, note that since A is Noetherian, it is enough to show that if π is irreducible, then
(π) is prime. Let p be a minimal prime containing (π). Then the Principal Ideal Theorem
shows that codim(p) = 1. By hypothesis, p = (a) for some a, and (π) ⊆ (a) shows that
π = a · b. Since π is irreducible, b is invertible, and hence (π) = (a) = p. This shows that
(π) is prime. �

Proof of Proposition 2.4.4. By definition, Cl(X) = 0 if and only if for any prime ideal p of
codimension 1 in O(X), V (p) is principal, i.e. there exists ϕ ∈ k(X)∗ such that div(ϕ) =
V (p). This is equivalent to ϕ ∈ O(X) and ϕO(X)p = pO(X)p and ϕ 6∈ q for q 6= p of
codimension 1.

If O(X) is a UFD, given p, choose ϕ such that p = (ϕ) (by Lemma 2.4.5). Then the
conditions above are clearly satisfied.
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Conversely, suppose Cl(X) = 0 and let p ⊆ O(X) be prime of codimension 1. Choose ϕ such
that V (p) = div(ϕ), so ϕ ∈ p, ordV (p)(ϕ) = 1. If a ∈ p, div(a/ϕ) ≥ 0 by assumption on ϕ.
This means that a

ϕ
∈ O(X), and hence p = (ϕ). Hence O(X) is a UFD by Lemma 2.4.5. �

By this Proposition, we know that for affine, irreducible, normal varieties Cl(X) = 0 if and
only if O(X) is a UFD. In general, the class group measures how far O(X) is from being
a UFD. Note that this is essentially the same as the class group for number fields, which
measures how far the ring of integers is from being a UFD.

Example 2.4.6. If X = An, then Proposition 2.4.4 implies that Cl(X) = 0.

Example 2.4.7. Let X = Pn. Recall that if V ⊆ Pn is irreducible, closed, of codimension
1, the prime ideal corresponding to V is generated by 1 element F ∈ S = k[x0, . . . , xn],
homogeneous of degree d > 0. Then we say that deg(V ) = d. This lets us define a group
homomorphism:

deg : Div(Pn)→ Z
r∑
i=1

niVi 7→
r∑
i=1

ni deg(Vi)

Note that 1 is the degree of a hyperplane, so this map is surjective.

We claim that if ϕ ∈ k(Pn)∗, then deg(div(ϕ)) = 0. This will show that the degree map
factors through the class group of Pn.

We can write ϕ = F
G

for F,G ∈ S homogeneous, nonzero, of the same degree. Since S is a
UFD, write

F = cF ·
r∏
i=1

F ai
i

G = cG ·
s∏
j=1

G
bj
j

for ai, bj > 0 and Fi, Gj irreducible. Then

div(ϕ) =
r∑
i=1

aiV (Fi)−
s∑
j=1

bjV (Gj)

has degree ∑
ai deg(Fi)−

∑
bj deg(Gj) = degF − degG = 0.

Hence we get a surjective map
deg : Cl(Pn)→ Z.

We claim that this map is also injective, and hence an isomorphism. SupposeD =
r∑
i=1

niV (Fi)

has degree 0. Taking

ϕ =

∏
ni>0

F ni
i∏

ni<0

F−ni
i

∈ k(X)∗,
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we see that div(ϕ) = D, so D = 0 in Cl(Pn).

Definition 2.4.8. Two divisors D and E are linearly equivalent if D − E is principal. We
then write D ∼ E.

Let X be normal and irreducible. For a divisor D on X, we will define a sheaf associated to
it

OX(D) ⊆ k(X) = constant sheaf of rational functions.

If U ⊆ X is open,

Γ(U,OX(D)) = {0} ∪ {ϕ ∈ k(X)∗ | div(ϕ)|U +D|U ≥ 0}.
(Note that if U ⊆ X and E =

∑
niVi on X, E|U =

∑
Vi∩U 6=∅

ni(Vi ∩ U) is a divisor on U .)

It is clear that OX(D) ⊆ k(X) is a subsheaf, which is in fact a sub OX-module.

Note that:

(1) if D = 0, OX(D) = OX ,
(2) if D ≥ E, OX(E) ⊆ OX(D); in particular, if E ≤ 0, then OX(E) ⊆ OX .

Proposition 2.4.9. The sheaf OX(D) associated to a divisor D is coherent, and the stalk
at X is k(X).

Proof. We first show that it is quasicoherent. Suppose U ⊆ X is an affine open subset,
f ∈ OX(U). The map

Γ(U,OX(D))f → Γ(DU(f),OX(D))

is clearly injective, since OX(D) is a subsheaf of k(X) and k(X) is a domain. To show

surjectivity, take ϕ ∈ Γ(DU(f),OX(D)). Then

(div(ϕ) +D)|DU (f) ≥ 0.

We want to show that for some m ≥ 0 such that

(div(ϕ · fm) +D)|U ≥ 0.

Let D′ = (D + div(ϕ))|U . Let Z1, . . . , Zr be the prime divisors in U where D′ has negative
coefficient. Then Zi ⊆ V (f), so ordZi

(f) ≥ 1, and hence if m � 0, D′ + (div(fm))U ≥ 0.
Therefore,

fmϕ ∈ Γ(U,OX(D)).

This proves that OX(D) is quasicoherent. It remains to show that it is coherent. Let U ⊆ X
be affine. Let Y1, . . . , Yr be the prime divisors that appear in D with positive coefficients.
Choose

g ∈
r∏
i=1

IU(Yi).

If m� 0, div(gm)|U ≥ D|U . Then

Γ(U,OX(D)) ⊆ {ϕ | div(ϕ · gm) ≥ 0} ∪ {0} =
1

gm
OX(U)

which is clearly finitely generated over OX(U). This implies coherence.
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If D =
∑
niVi with ni 6= 0, set

U = X \
⋃
i

Vi.

Then D|U = 0. Hence OX(D)|U = OU . This implies the assertion about the stalk. �

Proposition 2.4.10. For divisors D,E ∈ Div(X), OX(D) ∼= OX(E) if and only if D ∼ E.

Proof. For the ‘if’ implication, suppose D = E + div(α) for some α. Then ϕ ∈ Γ(U,OX(D))
if and only if

(div(ϕ) + div(α) + E)|U ≥ 0,

which is equivalent to ϕα ∈ Γ(U,OX(E)). This gives an isomorphism OX(D) → OX(E)
given on each open subset by multiplication by α. The converse implication will be proved
in the problem session. �

Remark 2.4.11. There is a canonical isomorphism

OX(D)⊗OX
OX(E)→ OX(D + E)

induced by multiplication of rational functions.

Next, we describe the push-forward of Weil divisors.

Definition 2.4.12. If f : X → Y is a dominant of irreducible varieties with dimX = dimY ,
then k(Y ) ↪→ k(X) is finite, and we define the degree of f deg(f) as [k(X) : k(Y )], the degree
of this extension.

Definition 2.4.13. Suppose f : X → Y is a finite surjective morphism. We define the
push-forward as

f∗ : Div(X)→ Div(Y )
r∑
i=1

niVi 7→
r∑
i=1

ni · deg(Vi/f(Vi))f(Vi)

Proposition 2.4.14. Let f : X → Y be a finite surjective morphism of varieties which are
smooth in codimension 1. Then

f∗(div(ϕ)) = div(Nk(X)/k(Y )(ϕ)).

In particular, we get a map f∗ : Cl(X)→ Cl(Y ).

Proof. We need to show that for any prime divisor W ⊆ Y∑
V⊆X prime divisor
such that f(V )=W

ordV (ϕ)[k(V ) : k(W )] = ordW (Nk(X)/k(Y )(ϕ)).

Replace Y by U affine such that U ∩W 6= ∅ and X by f−1(U) to assume that X and Y are
affine and A = O(Y ), B = O(X). We then get a finite injective map

ϕA ↪→ B

and if p ⊆ A is the ideal corresponding to W , then

Ap ↪→ Bp
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is finite and injective. Note that Ap is a DVR. The maximal ideals q1, . . . , qs in Bp are the
localizations of the primes ocrresponding to the prime divisors V such that f(V ) = W , and
by assumption (Bp)qi is a DVR. We may assume ϕ ∈ B (by writing it as a quotient of two
functions in B). Then for Vi = V (pi)

ordVi(ϕ) = `((Bp)qi/(ϕ)).

Then result then follows from Problem 2 from Problem Session 4. �

2.5. Cartier divisors. First, we discuss Cartier divisors on normal varieties. Let X be a
normal variety and Div(X) be its group of divisors.

Definition 2.5.1. A divisor D is locally principal if there is an open cover

X =
⋃
i∈I

Ui

such that for any i, D|Ui
is a principal divisors, i.e. there exists ϕi ∈ k(X)∗ such that

D|Ui
= div(ϕi)|Ui

.

A Cartier divisor is a locally principal divisor, and we write

Cart(X) ⊆ Div(X)

for the subgroup of Cartier divisors.

Proposition 2.5.2. A divisor D on X is locally principal if and only if OX(D) is a line
bundle.

Proof. If for U ⊆ X, D|U is principal, then OX(D)|U = OU(D|U) ∼= OU , which shows that
‘only if’ implication. Conversely, if OX(D) is a line bundle, we can cover X by open Ui such
that

OUi
(D|Ui) = OX(D)|Ui

∼= OUi
.

Then by Proposition 2.4.10, D|Ui
is principal. �

Proposition 2.5.3. If D,E ∈ Cart(X), the map

OX(D)⊗OX
OX(E)→ OX(D + E)

is an isomorphism.

Proof. If U ⊆ X is an open subset and D|U = div(ϕ)|U , then for an open subset V ⊆ U

Γ(V,OX(D)) = {ψ | div(ψ)|V + div(ϕ)|V ≥ 0}.
Note that div(ψ)|V + div(ϕ)|V ≥ 0 if and only if ϕψ ∈ OX(V ). Therefore

OX(D)|U =
1

ϕ
OU ⊆ k(X).

If X =
⋃
i

Ui for affine open subsets Ui ⊆ X such that

D|Ui
= div(ϕi)|Ui

, E|Ui
= div(ψi)|Ui

,

then
(D + E)|Ui

= div(ϕiψi)|Ui
.
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Therefore, on Ui, the morphism above is the map

1

ϕi
OX(Ui)⊗OX(Ui)

1

ψi
OX(Ui)→

1

ϕiψi
OX(Ui),

which is clearly an isomorphism. �

Therefore, we have a group homomorphism

Cart(X)→ Pic(X)

D 7→ OX(D)

with kernel PDiv(X) ⊆ Cart(X), and hence we get an injective map

Cart(X)

PDiv(X)
↪→ Pic(X).

We will see later that this is an isomorphism.

Remark 2.5.4. Arguing like in the proof of Proposition 2.4.4, we see that

Div(X) = Cart(X) if and only if X is locally factorial.

In particular, this is the case for smooth varieties.

Example 2.5.5. This implies that Pic(Pn) ∼= Z.

Exercise. Show that if H ⊆ Pn is a hyperplane, then OPn(H) ∼= OPn(1).

We now generalize the notion of Cartier divisors to all irreducible varieties. Suppose X is
irreducible and let k(X) be the field of rational functions on X. We will write k(X)∗ for the
constant sheaf (previously denoted by k(X)∗).

We have the short exact sequence

0 O∗X k(X)∗ k(X)∗/O∗X 0.

Definition 2.5.6. The set of Cartier divisors is

Cart(X) = Γ(X, k(X)∗/O∗X).

Explicitly, a Cartier divisor is given by an open cover X =
⋃
i

Ui together with ϕi ∈ k(X)∗

such that for any i, j
ϕi
ϕj
∈ OX(Ui ∩ Uj)∗.

Two Cartier divisors D, E given by such data are equal if, refining the covers to assume they
are the same, when D is given by (ϕi)i∈I and E is given by (ψi)i∈I , we have that

ϕi
ψi
∈ OX(Ui)

∗.

Note that D + E is given by (ϕi · ψi)i∈I .

We finally define the group of principal Cartier divisors as

PCart(X) = im(k(X)∗ = Γ(X, k(X)∗)→ Γ(X, k(X)∗/O∗X)),

i.e. a divisor is principal if it comes from a global section.
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Given any Cartier divisor D describe with respect to X =
⋃
i

Ui by (ϕi)i∈I , consider for each

i, 1
ϕi
OUi
⊆ k(X).

Since for ϕi

ϕj
∈ OX(Ui ∩ Uj)∗ we have

1

ϕi
OUi∩Uj

=
1

ϕj
OUi∩Uj

,

there is a unique subsheaf OX(D) ⊆ k(X) such that

OX(D)|Ui
=

1

ϕi
OUi

.

Note that by definition OX(D) is a line bundle.

As in the normal case, we hence get a map

Cart(X)→ Pic(X)

D 7→ OX(D).

Exercise.

(1) This is a group homomorphism: OX(D)⊗OX(E) ∼= OX(D + E).
(2) OX(D) ∼= OX if and only if D ∈ PCart(X).

Therefore, we get a map
Cart(X)

PCart(X)
↪→ Pic(X).

Proposition 2.5.7. The map

Cart(X)

PCart(X)
↪→ Pic(X).

is an isomorphism.

Proof. We need to show that if L ∈ Pic(X), then there is a Cartier divisor D such that
OX(D) ∼= L.

Choose an open cover X =
⋃
i∈I
Ui and isomorphisms αi : L|Ui

→ OUi
with transition functions

αi|Ui∩Uj
◦ α−1

j |Ui∩Uj
: OUi∩Uj

∼=→ OUi∩Uj

given by multiplication with some αi,j ∈ OX(Ui ∩ Uj)∗ which satisfy:

(1) αi,i = 1,
(2) αi, jαj,k = αi,k in k(X) (since Ui ∩ Uj ∩ U0 is dense in X, as X is irreducible)

Define ϕi = αi,i0 ∈ (↪X)∗ for all i and some i0. Then
ϕi
ϕj

=
αi,i0
αj,j0

= αi,j ∈ OX(Ui ∩ Uj)∗.

Therefore, the ϕi define a divisorD. It is easy to see thatOX(D) ∼= L (the local isomorphisms
OX(D)|Ui

= 1
ϕi
OUi
∼= OUi

∼= LUi
glue together). �
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We finally compare the two definitions of Cartier divisors. Suppose X is smooth in codimen-
sion 1 and D is a Cartier divisor on X described by X =

⋃
i∈I
Ui and ϕi ∈ k(X)∗.

Consider div(ϕ)|Ui
. Since ϕi

ϕj
∈ O∗X(Ui ∩ Uj),

div(ϕi)|Ui∩Uj
= div(ϕj)|Ui∩Uj

.

Therefore, there is a unique Weil divisor α(D) such that

α(D)|Ui
= div(ϕi)|Ui

.

We get a group homomorphism

Cart(X)→ Div(X).

If X is normal, this map is injective, since div(ϕi/ψi) = 0 implies hat ϕi/ψi ∈ OX(Ui)
∗ by

normality.

Moreover, the image consists of the locally principal divisors on X.

Therefore, on normal varieties, we can identify Cartier divisors with locally principal Weil
divisors, as we did in Definition 2.5.1.

Next, we will define the pull-back of Cartier divisors. Let X → Y be a dominant morphism of
irreducible varieties and ν : k(Y )→ k(X) be the corresponding map. We define the pull-back
map

f ∗ : Cart(Y )→ Cart(X).

For D described by an open cover Y =
⋃
i

Ui with ϕ ∈ k(Ui)
∗, we define f ∗(D) with respect

to X =
⋃
i∈I
f−1(Ui) by (ν(ϕi))i∈I .

It is easy to see that

(1) this definition is independent of the presentation of D,
(2) f ∗ is a group homomorphism preserving PCart:

Cart(Y ) Cart(X)

PCart(Y ) PCart(X)

f∗

and hence induces a commutative square

Cart(Y )
PCart(Y )

Cart(X)
PCart(X)

Pic(Y ) Pic(X).

f∗

∼= ∼=

f∗

Fact 2.5.8. Suppose f : X → Y be a finite surjective map of irreducible varieties smooth in
codimension 1. For D ∈ Cart(Y ),

f∗(f
∗(D)) = deg(f) ·D

in Div(Y ).
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The proof of this will be a homework problem.

2.6. Effective Cartier divisors. We finally discuss effective Cartier divisors.

Definition 2.6.1. Let X be an irreducible variety and D be a Cartier divisor given with
respect to X =

⋃
i∈I
Ui by (ϕi)i∈I . Then D is effective if ϕi ∈ OX(Ui) for any i ∈ I (this is

independent of the presentation of D).

It is clear that if X is smooth in codimension and D is an effective divisor, then the corre-
sponding Weil divisor is effective. The converse holds if X is normal.

We give an equivalent description of effective Cartier divisors.

Definition 2.6.2. A coherent ideal I ⊆ OX is locally principal if for any x ∈ X, there exists
an open affine neighborhood U of x such that

Γ(U, I) ⊆ OX(U)

is generated by a non-zero element.

Proposition 2.6.3. There is a bijection between effective Cartier divisors on X and locally
principal ideals in OX given by

D 7→ OX(−D).

Proof. Suppose that D is described by X =
⋃
i

Ui and (ϕi)i∈I . Then

OX(−D)|Ui
= OX(Ui) · ϕi ⊆ OX(Ui).

Conversely, if I ⊆ OX is a locally principal ideal, then there is an affine open cover X =
⋃
i∈I
Ui

such that
Γ(Ui, I) = βiOX(Ui)

and βi
βj
∈ OX(Ui ∩ Uj)∗, so (βi)i∈I defines an effective Cartier divisor.

It is finally easy to see that the two maps are inverse to each other. �

Definition 2.6.4. If D is an effective Cartier divisor, we have an exact sequence

0 OX(−D) OX OX/OX(−D) 0

We define the structure sheaf of D as OD = OX/OX(−D).

We define the support of D as supp(D) = V (OX(−D)) ⊆ X, a closed subset of X.

Example 2.6.5. Suppose I is an ideal sheaf on X and π : Y = BlI X → X is the blow-up
of X along I. Since I · OY is locally principal, there exists an effective Cartier divisor E
such that IOY = OY (−E). We then call E the exceptional divisor.

Exercise. If X is normal and D is an effective Cartier divisor, then OX(−D) is a radical
ideal if and only if all coefficients of D are 1.

In general, if D is an effective Cartier divisor, then we define supp(D) = V (OX(−D)).
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Effective Cartier divisors as zero-loci of sections of line bundles. Let X be an irreducible
variety, L be line bundle, s ∈ Γ(X,L) and s 6= 0. By tensoring the map

OX → L
1 7→ s

with L−1, we get a map α : L−1 → OX whose image is a coherent ideal I in OX .

We claim that this is an injective morphism and I is locally principal.

Suppose U ⊆ X is an open affine subset such that L|U ∼= OU and s is sent to f ∈ O(U) via
this isomorphism. This induces an isomorphism L−1|U ∼= OU and α|U gets identified with

OU
·f→ OU which is clearly injective, and I|U is generated by f .

Therefore, there is a Cartier divisor Z(s) such that I = O(−Z(s)), called the zero locus of s.

Note that x ∈ X lies in Z(s) if and only if s(x) ∈ L(x) is 0.

Proposition 2.6.6.

(1) By construction, O(−Z(s)) ∼= L−1, i.e. O(Z(s)) ∼= L.
(2) If s′ ∈ Γ(X,L) \ {0}, then Z(s) = Z(s′) if and only if s = gs′ for some g ∈ O(X)∗.
(3) If D is an effective divisor such that O(D) ∼= L, then there is a section s ∈ Γ(X,L) \
{0} such that Z(s) = D.

Proof. Parts (1) and (2) are immediate, so we just need to show (3). Suppose X =
⋃
i∈I
Ui is

an open cover such that D is described by (ϕi)i∈I for ϕi ∈ OX(Ui). Then

O(D)|Ui
=

1

ϕi
OUi
⊆ k(X),

so 1 ∈ Γ(X,OX(D))). Checking that the zero-locus of 1 is D is left as an exercise. Then we
map this section to Γ(X,L) via the isomorphism. �

Remark 2.6.7. Suppose X is complete. We will see later that Γ(X,L) is a finite-dimensional
vector space over k. Therefore,{

D effective Cartier
divisor such that O(D) ∼= L

}
∼=
{

projective space parametrizing
lines in Γ(X,L)

}
.

This is called the linear system corresponding to L and denoted |L|.

3. Cohomology

3.1. Derived functors. Fix the category C to beOX-modules for some ringed space (X,OX).
In general, we could let C be any abelian category but we will stick to C = OX-mod to simplify
the exposition, since this is the only case we will be interested in.

Definition 3.1.1. A complex of objects in C

A• : · · · → Am
dm→ Am+1 → · · ·

is a collection (Am)m∈Z+ with maps dm : Am → Am+1 such that dm ◦ dm−1 = 0.
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A morphism of complexes u : A• → B• is a sequence of maps um : Am → Bm for all m ∈ Z+

such that d ◦ um = um+1 ◦ d for all m ∈ Z+.

Since the morphisms can be composed component-wise, complexes in C form a category.
This category has kernels and cokernels, described componentwise, which make it into an
abelian category.

Definition 3.1.2. If A• is a complex, define for i ∈ Z the ith cohomology functor by letting

Hi(A•) =
ker(Ai → Ai+1)

im(Ai−1 → Ai)
∈ C

and for u : A• → B•, Hi(u) to be the natural map

Hi(A•)→ Hi(B•).

Proposition 3.1.3 (Long exact sequence in cohomology). Given an exact sequence of com-
plexes

0 A• B• C• 0u v

there is a connecting map δ that makes the sequence

· · · Hi(A•) Hi(B•) Hi(C•) Hi+1(A•) · · ·Hi(u) Hi(v) δ

exact. Moreover, this is functorial with respect to morphisms of exact sequences of complexes.

Sketch of proof. We first define δ. Given s ∈ Γ(U,Hi(C•)) for an open neighborhood U of
x ∈ X, we can find a lift s′(x) ∈ Γ(Ux, ker(Ci → Ci+1)) of s|U(x) where Ux is an open
neighborhood of x. After passing to the smaller Ux, we may assume that s′(x) = v(s′′(x))
for some s′′(x) ∈ Γ(Ux,Bi), there exists t(x) ∈ Γ(Ux, A

i+1) such that u(t(x)) = d(s′′(x)). It
is easy to see that

t(x) ∈ Γ(Ux, ker(Ai+1 → Ai+2)).

The images t(x) ∈ Γ(U(x),Hi+1(A•)) glue together, giving δ(s).

To check exactness, pass to stalks and just deal with modules over a ring. This is left as an
exercise. �

Definition 3.1.4. Two morphisms of complexes u, v : A• → B• are homotopic (u ≈ v), if
there are map θi : Ai → Bi−1

Ai−1 Ai Ai+1

Bi−1 Bi Bi+1

d d

θi θi+1

d d

such that ui − vi = d ◦ θi + θi+1 ◦ d for all i.

Note that if u ≈ v then Hi(u) = Hi(v) for all i.

Definition 3.1.5. Let A be an abelian category. Then Q ∈ ObA is injective if HomA(−, Q)
is exact.
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Exercise. If Qi are injective objects, then
∏
i∈I
Qi is injective.

Definition 3.1.6. We say that A has enough injectives if for any A ∈ Ob(A) there is an
injective map

A→ Q

with Q injective.

Remark 3.1.7. Review Sheet 4 proves that the category of R-modules has enough injectives.
We use this to show that the category of OX-modules also has enough injectives.

Proposition 3.1.8. The category OX-mod has enough injectives.

Proof. Suppose x ∈ X and A is an OX,x-module. Define an OX-module A(x) by

Γ(U,A(x)) =

{
A if x ∈ U,
0 otherwise

(with O(U) acting via O(U)→ OX,x for x ∈ U). If F is an OX-mod,

HomOX
(F , A(x)) ∼= HomOX,x

(Fx, A).

(proving this is left as an exercise). Therefore, if A is an injective OX,x-module, A(x) is an
injective OX-module.

Given an OX-module M, consider for each x ∈ X, and injective morphism

Mx ↪→ I(x)

where I(x) is an injective OX,x-module. Then consider

M
∏
x∈X

(Mx)(x)
∏
x∈X

(I(x))(x).

This gives an embedding of M in an injective OX-module. �

Definition 3.1.9. 3.1.8 A resolution of M ∈ Ob(C) is a complex A• with Ai = 0 for
i < 0 and with a morphism of complexesM→A• inducing an isomorphism in cohomology.
Equivalently, A• is a resolution if

0 M A0 A1 · · ·

is exact.

An injective resolution of M is a resolution A• with all Ai injective.

Proposition 3.1.10.

(1) Given any M∈ Ob(C), M has an injective resolution.
(2) Suppose we have

0 M A0 A1 · · ·

0 N B0 B1 · · ·

α
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such that the top row is a resolution of M and the bottom row is a complex with all
Bi injective, there is a morphism u : A• → B• such that

M A•

N B•

α

commutes.
(3) If v : A• → B• is another such morphism, then u ≈ v.

Proof. For (1), by Proposition 3.1.8, there is an embeddingM ↪→ I0 with I0 injective. Then
apply Proposition 3.1.8 again to get and embedding

I0/M ↪→ I1 with I1 injective.

This gives an exact sequence
0→M→ I0 → I1.

Repeating this, we obtain an injective resolution of M.

For (2), we first get u0:

0 M A0 A1 · · ·

0 N B0 B1 · · ·

α u0

since the map M ↪→ A0 in injective and B0 is an injective object. Then we have

A0/M A1

coker(N → B0) B1

u0 u1

where we get u1 since B1 is an injective object. Continuing this way, we get the chain map u.

For (3), suppose we have

0 M A0 A1 · · ·

0 N B0 B1 · · ·

α u0v0 u1v1

The map u0 − v0 induces a map

A0/M A1

B0

θ1
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and since B0 is injective we get a map θ1 as in the diagram above such that θ1 ◦ d = u0− v0.
Then u1 − v1 − d ◦ θ1 vanishes on im(A0 → A1) construction. Hence, it induces a map

coker(A0 → A1) A2

B1

θ2

such that θ2 ◦ d = u1 − v1. Continuing this way, we get the desired homotopy showing
u ≈ v. �

Proposition 3.1.11 (Horseshoe Lemma). Given an exact sequence

0 F ′ F F ′′ 0

and an injective resolution (I ′)•, (I ′′)• for I ′, I ′′ respectively, there is a commutative diagram
of complexes

0 F ′ F F ′′ 0

0 (I ′)• (I ′)• ⊕ (I ′′)• (I ′′)• 0.

In particular,

F → (I ′)• ⊕ (I ′′)•

is an injective resolution of F .

Sketch of proof. We will construct the first maps β = (β1, β2):

0 F ′ F F ′′ 0

0 (I ′)0 (I ′)0 ⊕ (I ′′)0 (I ′′)0 0.

α β γ

where β2 is the composition F → F ′′ → (F ′′)0 and β is the unique map making the diagram

F F

(I ′)0

β1

commutative, which exists by injectivity of (I ′)0. The injectivity of β follows.

By the Snake Lemma, we then get an exact sequence

0 cokerα coker β coker γ 0.
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Repeat the above arugment to show the result. �

Right derived Functors. Let F : C → D be a left exact functor for two additive categories.
We will usually consider C and D to be categories of OX-modules and OY -modules.

Examples 3.1.12.

(1) Let C be the category of OX-modules, where OX is a sheaf of R-algebras. Then

F = Γ(X,−) : C → R-mod

is a left exact functor.
(2) Let f : (X,OX)→ (Y,OY ) be a morphism of ringed spaces. Then

f∗ : OX-mod→ OY -mod

is a left exact functor.
For example, if Y is a point, OY = R, so we recover example 1.

(3) Consider (X,OX) where OX is a sheaf of R-algebras and let F be an OX-module.
Then

HomOX
(F ,−) : OX-mod→ R−mod

is a left exact functor.
(4) Consider (X,OX) and let F be an OX-module. Then

HomOX
(F ,−) : OX-mod→ OX-mod

is a left exact functor.

The idea is that in general F is not exact, and we want to measure the failure of right
exactness.

Definition 3.1.13. A δ-functor is given by a sequence of functors (F i)i≥0 and for any short
exact sequence

0 M′ M M′′ 0

a connecting homomorphism

F i(M′′)
δ→ F i+1(M′)

which is functorial with respect to morphisms of short exact sequences, and for every short
exact sequence as above, we have a long exact sequence:

0 F0(M′) F0(M) F0(M′′)

F ′(M′) F ′(M) · · ·
δ

A morphism of δ-functors (F i)i≥0 → (Gi)i≥0 is a collection of functorial transformations
F i → Gi for all i such that any short exact sequence

0 M′ M M′′ 0

the diagram
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F i(M′′) F i+1(M′)

Gi(M′′) Gi+1(M′)

δ

δ

commutes. (This implies that we get a morphism between the long exact sequences.)

Theorem 3.1.14. Given a left exact functor F : C → D, there exists a δ-functor (RiF)i≥0

such that

(1) R0F ∼= F ,
(2) RiF(I) = 0 for all injective objects I of C, i ≥ 1.

Moreover, such a δ-functor is unique up to canonical isomorphism of δ-functors. In fact,

given any δ-functor (Gi)i≥0 and a natural transformation F T→ G0, there is a unique mor-
phism of δ-functors (RiF)i≥0 → (Gi)i≥0 which extends T for i = 0.

Proof. We begin by showing existence. Choose for each object M an injective resolution
M→ I• and define

RiF(M) := Hi(F (I•)).
Given u : M1 →M2, by Proposition 3.1.10, choose ũ : I•1 → I•2 that makes the diagram

M1 M2

I•1 I•2
ũ

commute and define
(RiF)(u) = Hi(F(ũ)).

If ũ′ is another such map then ũ ≈ ũ′, so RiF(u) = RiF(u′).

It is easy to see that this is functorial (using independence of the choice of ũ).

This also implies that if (I ′)• is another injective resolution of M, we have an isomorphism

RiF(M) ∼= Hi(F((I i)•)).

In particular, if M is injective, we can choose an injective resolution 0 →M→M→ 0 of
M, and hence

RiF(M) = 0 for i ≥ 1.

If

0 M I0 I1 · · ·

is an injective resolution of M and F is left exact, then

0 F(M) F(I0) F(I1) · · ·
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is exact, so we get a functorial isomorphism R0F ∼= F .

We claim that we can define a connecting homomorphism in a functorial way. Given a short
exact sequence

0 M′ M M′′ 0

and choosing resolutions M′ → (I ′)•, M → (I)•, M′′ → (I ′′)•, Proposition 3.1.11 gives a
commutative diagram

0 F ′ F F ′′ 0

0 (I ′)• (I ′)• ⊕ (I ′′)• (I ′′)• 0.

Since F is additive we have a short exact sequence of complexes:

0 F((I ′)•) F((I ′)• ⊕ (I ′′)•)→ F((I ′′)•) 0.

By Proposition 3.1.3, we get a long exact sequence

RiF(M′) Hi(F((I ′)• ⊕ (I ′′)•))︸ ︷︷ ︸
RiF(M)

RiF(M′′) Ri+1F(M′).δ

This proves the existence.

To finish, it suffices to show that a δ-functor satisfying properties (1) and (2) satisfies the
universal property.

Given any object M in C, consider the injective resolution

0 M I0 I1 · · ·

and truncate it to get a short exact sequence

0 M I0 N 0

where N = I0/M. We then get a diagram with exact rows

0 FM F(I0) F(N ) R1F(M) R1F(I0) = 0

0 G0M G0(I0) G0(N ) G1(M)
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where we have a unique map R1F(M) → G1(M) such that the diagram commutes. It is
easy to see this is a natural transformation.

For i ≥ 1, we proceed by induction on i. Having constructed RiF(N ) → Gi(N ), we have
the diagram

RiF(N ) Ri+1F(M)

Gi(N ) Gi+1(M)

∼=

and hence there is a unique map Ri+1F(M) → Gi+1(M) making this diagram commute.
One can then check that this is a morphism of δ-functors, completing the proof. �

Definition 3.1.15. The functor RiF given by Theorem 3.1.14 is called the ith derived
functor of F .

In practice, it is better to compute RiF using a resolution by F -acyclic objects, rather than
injective objects.

Definition 3.1.16. An object A of C is F -acyclic if RiF(A) = 0 for i ≥ 1.

For example, injective objects are F -acyclic.

Proposition 3.1.17. If M is an object of C and we have a resolution M → A• with the
objects Ap being F-acyclic for all p, there is a canonical isomorphism

RiF(M) ∼= Hi(F (A•)).

Proof. The isomorphism for i = 0 follows by left-exactness of F . We have an exact sequence

0 M A0 N = coker(M→A0) 0,

which gives

F(A0) F(N ) R1F(M) R1F(A0) = 0.

Thus

R1F(M) = coker(F(A0)→ F(N )) ∼= H1(F(A•)).
because we have

0 N A1 A2

A0

d0
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so we get
F(A0)→ F(N ) ↪→ F(A1)

and
H1(F(A•)) = F(N )/ im(F(A0)→ F(N )) = coker(F(A0)→ F(N)).

Also, RiF(N ) ∼= Ri+1F (M) for all i ≥ 1, since N has an F -acyclic resolution

0→ N → A1 → A2 → · · · .
Hence, if we know the assertion for i and N , we get it for i+ 1 and M. This completes the
proof by induction. �

3.2. Cohomology of sheaves. Let (X,OX) be a ringed space and OX be a sheaf of R-
algebras. The right derived functors of F = Γ(X,−) are the sheaf cohomology, written

H i(X,−) = RiΓ(X,−).

We have that

• H0(X,F) ∼= Γ(X,F),
• for any short exact sequence 0→ F ′ → F → F ′′ → 0, we have a long exact sequence

in cohomology

· · · H i(F ′) H i(F) H i(F ′′) H i+1(F ′) · · ·

Definition 3.2.1. An OX-module F on X is flasque (or flabby) if for any U ⊆ X open, the
restriction map

Γ(X,F)→ Γ(U,F)

is surjective.

Remark 3.2.2. Every OX-module has a canonical flasque resolution. ForM, define E0(M)
by U 7→

∏
x∈U
Mx with restriction maps given by projection onto the corresponding compo-

nent. Clearly, E is flasque and we have an injective morphism M→ E0 given by

Γ(U,M) 3 s 7→ (sx)x∈U .

Then we define recursively for i ≥ 2

E i(M) = E0(coker(E i−2(M)→ E i(M)))

with E0(M) =M.

Proposition 3.2.3. If we have a short exact sequence

0 F ′ F F ′′ 0

with F ′ flasque, then

0 F ′(X) F(X) F ′′(X) 0

is exact.

Proof. The proof is left as a homework exercise. �

Remark 3.2.4. If F is flasque, then F|U is flasque for all U ⊆ X open.
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Corollary 3.2.5. If we have a short exact sequence

0 F ′ F F ′′ 0

with F ′ flasque, then F is flasque if and only if F ′′ is flasque.

Proof. Proposition 3.2.3 and Remark 3.2.4 show that we have a commutative diagram with
exact arrows

0 F ′(X) F(X) F ′′(X) 0

0 F ′(U) F(U) F ′′(U) 0

β γ

so by the Snake Lemma coker β ∼= coker γ. �

Proposition 3.2.6. If I is an injective OX-module, then I is flasque.

Proof. The proof is left as a homework exercise. �

Proposition 3.2.7. Every flasque OX-module is Γ-acyclic. In particular, if M→ A• is a
flasque resolution, then

H i(X,M) ∼= Hi(Γ(X,A•)).

Proof. If A is flasque, consider

0 A I B 0

for an injective object I. By Proposition 3.2.3, we have a short exact sequence

0 Γ(X,A) Γ(X, I) Γ(X,B) 0

Hence H1(X,A•) = 0. For i ≥ 2, the long exact sequence in cohomology shows that

H i(X,A) ∼= H i−1(X,B).

Since I is injective, it is flasque by Proposition 3.2.6, and A is flasque, so by Corollary 3.2.5
B is flasque. This completes the proof by induction. �

We summarize what we have done so far and make a few comments. Suppose (X,OX)
is a ringed space where OX is a sheaf of R-algebras. We then have a left exact functor
Γ(X,−) : OX-mod→ R-mod and its right derived functors are the sheaf cohomology groups
H i(X,−).

Note that if R is an S-algebra with ϕ : R→ S, then we have a diagram
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OX-mod R-mod

S-mod

F=Γ(X,−)

G=Γ(X,−)

and RiG = ϕ ◦RiF by construction.

What if we change OX-modules to abelian groups? We have a diagram

OX-mod sheaves of abelian groups

Ab

ψ

F=Γ(X,−)
G=Γ(X,−)

Then RiG ◦ ψ = RiF , which follows from computing RiF , RiG by the canonical flasque
resolution (Proposition 3.2.7).

Suppose U ⊆ X is open and i ↪→ X is the inclusion map. If F is an OX-module, we can
consider

H i(U,F) := H i(U,F|U).

Then the functors {H i(U,−)}i≥0 and the derived functors of F → Γ(U,F).

Note that if I is an injective OX-module, then I is flasque (Proposition 3.2.6), so F|U is
flasque, and hence

H i(U,F|U) = 0.

The natural transformation Γ(X,−)→ Γ(U,−) extends to a morphism of δ-functors

(H i(X,−)→ H i(U,−))i≥0.

This describe this explicitly, note that if A → I• is an injective resolution, then we have a
commuting square

Hi(Γ(X, I•)) H i(X,F)

Hi(Γ(U, I•)) H i(U,F)

∼=

∼=

which is functorial with respect to inclusion of open subsets.

3.3. Higher direct images. Let f : (X,OX) → (Y,OY ) be a morphism of ringed spaces.
Then the functor

f∗ : OX-mod→ OY -mod

is left exact. Its derived functors are the higher direct image functors, Rif∗. Then

• R0f∗ ∼= f∗,
• if 0→ F ′ → F → F ′′ → 0 is a short exact sequence of OX-modules, then we have a

long exact sequence
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· · · Rif∗(F ′) Rif∗(F) Rif∗(F ′′)

Ri+1f∗(F ′) · · ·

in cohomology.

Definition 3.3.1. If f is as above, U ⊆ Y is open and F is and OX-module, take

H i(f−1(U),F).

If V ⊆ U , we have natural maps

H i(f−1(U),F)→ H i(f−1(V ),F)

which satisfy the usual compatibility condition. Note that H i(f−1(U),F) is an OX(f−1(U))-
module, so it is an OY (U)-module via OY (U) → OX(f−1(U)). We therefore get a presheaf
of OY -modules denoted

R̃if∗(F).

Proposition 3.3.2. We have a functorial isomorphism

R̃if∗(F)+ ∼= Rif∗(F).

Proof. We show that (R̃if∗(F)+)i≥0 satisfy the universal property, so we actually have an
isomorphism of δ-functors.

When i = 0, we have R̃0f∗(−)+ = f∗(−).

If I is an injective OX-module, then I is flasque (Proposition 3.2.6), so

H i(f−1(U), I) = 0 for all U open, i ≥ 1,

and hence

R̃if∗(I)+ = 0 for i ≥ 1.

Finally, if 0 → F ′ → F → F ′′ → 0 is a short exact sequence, for any open set U , we get a
long exact sequence

· · · H i(f−1(U),F ′) H i(f−1(U),F) · · ·

which by definition gives

(∗) · · · R̃if∗(F ′) R̃if∗(F) · · ·

and taking the sheafification gives a sequence

· · · R̃if∗(F ′)+ R̃if∗(F)+ · · ·
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By passing to stalks and using exactness of sequence (∗), we get that this sequence is exact.

Altogether
{
R̃if∗(−)+

}
i≥0

satisfies the universal property of {Rif∗(−)}i≥0, so there is an

isomorphism of δ-functors between them. �

Corollary 3.3.3. If f is as above and M is a flasque OX-module, Rif∗(M) = 0 for i ≥ 1.
Therefore, for any OX-module A, if A →M• is a flasque resolution, then

Rif∗(A) ∼= Hi(f∗(M•)).

Proof. If U ⊆ Y is open, M|f−1(U) is flasque, so H i(f−1(U),M) = 0 for all i ≥ 1, so

R̃if∗(M) = 0 for all i ≥ 1, and hence by Proposition 3.3.2, Rif∗(M) = 0 for all i ≥ 1. �

Proposition 3.3.4. If f : X → Y is a morphism of algebraic varieties and M is a quasico-
herent sheaf on X, then

Rif∗(M) is quasicoherent for all i ≥ 1.

Moreover, if U ⊆ Y is an affine open subset, then

Γ(U,Rif∗(F)) ∼= H i(f−1(U),F).

Before we prove this result, we need another proposition.

Proposition 3.3.5. If X is an affine algebraic variety and I is an injective O(X)-module,

then Ĩ is flasque.

We will assume this result for now an delay the proof until later.

Corollary 3.3.6. If X is an algebraic variety, then for any quasicoherent sheaf F on X,
there is a quasicoherent flasque sheaf E with an injective map F ↪→ E.

Proof. Let X =
r⋃
i=1

Ui be an affine open cover. Note that F|Ui
is still quasicoherent. Let Qi

be an injective O(Ui)-module such that there is an inclusion

F(Ui) ↪→ Qi.

Then F|Ui
↪→ Q̃i and Q̃i is flasque on Ui by Proposition 3.3.5. We then have

F ↪→
r⊕
i=1

(αi)∗(F|Ui
) ↪→

r⊕
i=1

(αi)∗(Q̃i)

and the last sheaf is quasicoherent and flasque. �

We can finally prove Proposition 3.3.4.

Proof of Proposition 3.3.4. By Proposition 3.3.5, there is a resolution

M→Q•

with all Qi quasicoherent and flasque. Then

Rif∗(M) ∼= Hi(f∗(Q•))
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and since f∗(Q•) is quasicoherent (as a pushforward of a quasicoherent sheaf), this shows
Rif∗(M) is quasicoherent.

If U ⊆ Y is open an affine, then we have

Γ(U,Rif∗(F)) ∼= Γ(U,Hi(f∗(Qi)))
∼= Hi(Γ(U, f∗(Q•))) since Γ(U,−) exact on quasicoherent

sheaves on affine varieties

∼= Hi(Γ(U, f∗(Q•)))
∼= Hi(Γ(f−1(U),Q•))
∼= H i(f−1(U),M).

This completes the proof. �

3.4. Cohomology of quasicoherent sheaves on affine varieties.

Theorem 3.4.1 (Serre). If X is an algebraic variety, the following are equivalent

(1) X is affine,
(2) H i(X,F) = 0 for any F quasicoherent and i ≥ 1,
(3) H1(X, I) = 0 for all coherent ideals sheaves I ⊆ OX .

Proof. We first show that (1) implies (2). If F is quasicoherent, there is a flasque resolution
F → Q• such that Qi is quasicoherent for all i by Corollary 3.3.6. Then

H i(X,F) ∼= Hi(Γ(X,Q•)) = 0,

since Γ(X,−) is exact in the category of quasicoherent sheaves on affine varieties.

Note that (2) implies (3) is immediate, so it remains to show that (3) implies (1). For any
x ∈ X, choose an affine open neighborhood U of x. Let Z = {x} ∪ (X \ U), which is closed
in X, and let IZ be the corresponding radical ideal sheaf. We then have an exact sequence

0 IZ OX OZ 0

and the long exact sequence in cohomology gives

Γ(X,OX) Γ(Z,OZ) H1(X, IZ) = 0.

Therefore, there exists f ∈ OX(X) such that f(x) 6= 0 and f |X\U = 0. Then x ∈ DX(f) ⊆ U ,
so DX(f) = DU(f |U), which is affine since U is affine.

Since X is quasicompact, there exist f1, . . . , fr ∈ OX(X) such that X =
⋃r
i=1 DX(fi) and

each DX(fi) is affine.

If we show that OX(X) = (f1, . . . , fr), then (by a result from a homework on Math 631) X
is affine. To show this, consider the map

O⊕rX
ϕ→ OX

ei 7→ fi.
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This is surjective, since on DX(fi), fi generates ODX(fi). Let F be the kernel of ϕ. We have
a short exact sequence

0 F O⊕rX OX 0.

It is enough to show that H1(X,F) = 0. Indeed, this implies that

Γ(X,OX)⊕r → Γ(X,OX)

is surjective, so Γ(X,OX) = (f1, . . . , fr).

Let Ei ⊆ O⊕rX be generated by e1, . . . , ei. Then Ei+1/EI ∼= OX . Consider

0 ⊆ F ∩ E1 ⊆ F ∩ E2 ⊆ · · · ⊆ F ∩ Er = F ,
which gives a short exact sequence

0 F ∩ Ei F ∩ Ei+1
F∩Ei+1

F∩Ei 0.

Note that
F ∩ Ei+1

F ∩ Ei
↪→ Ei+1/Ei ∼= OX

is a coherent ideal, so

H1

(
X,
F ∩ Ei+1

F ∩ Ei

)
= 0

by assumption. The long exact sequence in cohomology shows that

H1(F ∩ Ei) = 0 implies H i(F ∩ Ei+1) = 0.

Since F ∩ E0 = 0, by induction on i, we have that

H1(X,F ∩ Ei) = 0 for all i.

Taking i = r, this completes the proof. �

We finally give a sketch of the proof of Proposition 3.3.5.

Sketch of proof of Proposition 3.3.5. Let A = O(X) and Q be an injective A-module. We

want to show that Q̃ is flasque.

Step 1. Show that if U = DX(f) then

Γ(X, Q̃)︸ ︷︷ ︸
Q

→⊆ Γ(U, Q̃))︸ ︷︷ ︸
Qf

is surjective.

Consider Ann(f) ⊆ Ann(f 2) ⊆ · · · . As A is Noetherian, there is an r such that Ann(f r) =
Ann(f r+1) = · · · . Consider u ∈ Qf , u = a

fs
. Define a morphism

(f r+s)
ϕ→ Q

f r+sb 7→ f rba.

This is well-defined since f r+sb = f r+sb′ implies that f rb = f rb′.
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Since Q is injective, this can be extended to a map ψ : A → Q and let v = ψ(1). Then
f r+sv = f ra, and hence a

fs
= v

1
in Qf .

For the other steps, see the official notes. �

3.5. Soft sheaves on paracompact spaces.

Definition 3.5.1. A topological space X is paracompact if the following conditions hold:

• Hausdorff,
• every open cover has a locally finite refinement.

It is easy to see that a closed subset of a paracompact space is paracompact.

Examples 3.5.2.

(1) Topological manifolds (which are assumed to be Hausdorff and have a countable basis
of open subsets)

(2) Simplicial complexes
(3) CW complexes

The following result is always useful: if X =
⋃
i

Ui is a locally finite open cover, then there is

an open cover X =
⋃
i

Vi such that Vi ⊆ Ui.

A special case shows that if F ⊆ U where F is an open subset and U is a closed subset (so
V ∪X \ F is an open cover), then there is an open set W such that F ⊆ W ⊆ W ⊆ V . In
other words, a paracompact space is normal.

Definition 3.5.3. Let X be a topological space. A sheaf F is soft if for any closed subset
Z ⊆ X, Γ(X,F)→ Γ(Z,F) is surjective.

We recall a result from the problem session. If X is paracompact and Z ⊆ X is closed,
then for any s ∈ F(Z), there is an open subset U containing Z and sU ∈ F(U) such that
sU |Z = s. In particular, if F is flasque, then it is soft.

Lemma 3.5.4. Suppose X is paracompact. If

0 F ′ F F ′′ 0

is a short exact sequence with F ′ soft, then we have an exact sequence

0 F ′(X) F(X) F ′′(X) 0

Proof. We omit the proof here since this is similar to Problem 1 on Homework 6, but it can
be found in the official notes. �

Corollary 3.5.5. If X is paracompact and

0 F ′ F F ′′ 0
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is a short exact sequence with F ′ soft, then F is soft if and only if F ′′ is soft.

Proof. If Z ⊆ X is closed, we have a commutative diagram

0 F ′(X) F(X) F ′′(X) 0

0 F ′(Z) F(Z) F ′′(Z) 0

α β β

with exact rows by Lemma 3.5.4 (note that F ′|Z is also soft and Z is also paracompact
so the lemma applies). As α is surjective by hypothesis, the Snake Lemma shows that
coker β ∼= coker γ. �

Proposition 3.5.6. If X is paracompact and F is soft, then H i(X,F) = 0 for i ≥ 1. In
particular, if M is any OX-module and M→ F• is a resolution by soft OX-modules, then

H i(X,M) ∼= Hi(Γ(X,F•)).

Proof. Consider an embedding F ↪→ A into a flasque sheaf A, and let

0 F A B 0

be the corresponding short exact sequence. Then the long exact sequence in cohomology
gives the exact sequences

0 Γ(X,F) Γ(X,A) Γ(X,B)

H1(X,F) H1(X,A) = 0︸ ︷︷ ︸
as A is flasque

,

0 = H i(X,A) H i(X,B) H i+1(X,F) H i+1(X,A) = 0.

This shows that H i(X,B) ∼= H i+1(X,F) for i ≥ 1. Since Γ(X,A) → Γ(X,B) is surjective
by Lemma 3.5.4, H1(X,F) = 0.

By Corollary 3.5.5, since F is soft and A is soft (since flasque), B is also soft. By induction,
we see that H i(X,B) = 0, so H i+1(X,F) = 0, which completes the proof. �

3.6. De Rham cohomology and sheaf cohomology. Let X be a smooth manifold (in
particular, since it is Hausdorff and has a countable basis, it is paracompact). Let

C∞X = sheaf of smooth functions form X to R,
EpX = sheaf of smooth p-differential forms on X.

Note that E0
X = C∞X .

Let d : EpX → E
p+1
X be the exterior differential.
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Recall that if U ⊆ X is open with coordinates x1, . . . , xn, any ω ∈ Γ(U, EpX) can be written
as

ω =
∑
|I|=p

fIdxI

where I is an ordered p-tuple i1 < · · · < ip and we write dxI = di1 ∧ · · · ∧ dxip . Then

dω =
∑
|I|=p

(
n∑
i=1

∂fI
∂xi

dxi

)
∧ dxI .

Note that d ◦ d, and hence we get the de Rham complex:

0 E0
X(X) E1

X(X) · · · EnX(X) 0

where n = dim(X). The de Rham cohomology groups are then defined as

Hp
dR(X) = Hp(E•X(X)),

which are R-vector spaces.

Theorem 3.6.1. We have a canonical isomorphism

Hp
dR(X) ∼= Hp(X,R),

where R is the constant sheaf.

Lemma 3.6.2. Every C∞X -module F (for example, EpX) is soft.

Proof. Let Z ⊆ X be closed and let s ∈ F(Z). We know that there is an open subset U ⊇ Z
and sU ∈ F(U) such that sU |Z = s.

Choose open subset V1, V2 such that

Z ⊆ V1 ⊆ V1 ⊆ V2 ⊆ V2 ⊆ U.

By the smooth version of Urysohn’s Lemma, there is a function f ∈ C∞X (X) such that

f =

{
1 on V1,
0 on X \ V2.

Consider fsU on U and 0 on X \ V2. They agree on U \ V2, so there exists t ∈ F(X) such
that

t|U = fsU .

Then t|V1 = sU |V1 , and hence t|Z = s. �

Consider the complex

0 R E0
X(X) E1

X(X) · · · EnX(X) 0.

The following lemma shows that this complex gives a resolution for R when X = Rn.

Lemma 3.6.3 (Poincaré Lemma). For every n ≥ 0, the complex

E•Rn(Rn) : 0 R E0
Rn(Rn) E1

Rn(Rn) · · · EnX(Rn) 0.
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is exact.

Proof. We use induction on n ≥ 0. The n = 0 case is trivial. For n ≥ 0, consider the maps

Rn−1 Rn Rn−1

(x1, . . . , xn) (x2, . . . , xn)

(x2, . . . , xn) (0, x2, . . . , xn)

i π

This gives maps

E•Rn−1(Rn−1) E•Rn(Rn) E•Rn−1(Rn−1)π∗ i∗

whose composition is the identity. To complete the proof by induction, it suffices to show
that π∗ ◦ i∗ ≈ 1E•Rn (Rn). To define a differential

Ep(Rn) Ep+1(Rn)

Ep−1(Rn)

θp

d

we use integration:

fdxI 7→


0 if 1 6∈ I, x1∫

0

f(t, x2, . . . , xn)dt

 dxI′ if I = {1} ∪ I ′.

The fact that this gives a homotopy as above is left as an exercise. For example, if 1 6∈ I,
then

(θp+1 ◦ d+ d ◦ θp)(fdxI) = θp+1

(
n∑
i=1

∂f

∂xi
dxi ∧ dxI

)

=

 x1∫
0

∂f

∂x1

(t, x2, . . . , xn)dt

 dxI

= (f(x1, . . . , xn)− f(0, x2, . . . , xn))dxI by the FTC

= (id− π∗ ◦ i∗)(fdxI)
The other case is a similar computation. �

Proof of Theorem 3.6.1. We have the following complex of sheaves

0 R E0
X · · · EnX 0.
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We know that if we take sections on U diffeomorphic to Rn, then by Poincaré Lemma 3.6.3,
we get an exact complex. Since every point has a basis of neighborhoods diffeomoprhic to Rn,
the above complex of sheaves is exact. By Lemma 3.6.2, R → E•X is a soft resolution of R,
and the result follows from Proposition 3.5.6. �

We now move on to general topological spaces instead.

Theorem 3.6.4. If X is a locally contractible topological space, which is paracompact, then
for every commutative ring R and R-module A, we have an isomorphism

Hp(X,A) ∼= Hp
sing(X,A)︸ ︷︷ ︸

singular cohomology
with coefficients in A

.

Recall that X is a locally contractible space if every point in X has a basis of open neigh-
borhoods which are contractible.

Remark 3.6.5. By a recent result, one can drop the paracompactness hypothesis.

Proof of Theorem 3.6.4. For every p, let ∆p be the standard p-dimension simplex. Then a
p-simplex in X is a continuous map ∆p → X, and we set

Cp(X) = free abelian group generated by p-simplices in X

and we have the standard map ∂ : Cp(X)→ Cp−1(X) such that ∂2 = 0. We let

Cp(X,A) = HomZ(Cp(X), A).

Then

Hp
sing(X,A) = Hp(C•(X,A)).

Note that any map f : X → Y gives a chain map C•(Y,A)→ C•(X,A).

For every p, let CpX be the presheaf that assigns to X ⊇ U , Cp(U,A), and for V ⊆ U , the
natural map Cp(U,A)→ Cp(V,A) gives the restriction maps.

We get a complex

0 A C0
X C1

X · · · CnX 0.

Note that CpX is not a sheaf: functions that agree on intersections can be glued, but far from
uniquely. Hence let SpX = (CpX)+.

Since X is locally contractible, each point has a basis of neighborhoods U such that the
corresponding complex of sections of C•X on U is exact. We then get an exact sequence

0 A S0
X S1

X · · · SnX 0.

If every open subset of X is paracompact (for example, if X is a topological manifold), all SpX
are flasque, since all maps CpX(U)→ SpX(U) are surjective (this is by Problem 2 on Problem
Set 6). In general, SpX are just soft, and this case is dealt with in the notes.
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This shows that
Hp(X,A) ∼= Hp(S•X(X)).

Consider

0 V •(X) C•X(X) S•X(X) 0.

It is enough to show that Hp(V •(X)) = 0 for all p. Recall that

V •(X) = lim−→V •U (X)

where

V •U (X) =

{
σ ∈ Cp(X,A) | σ vanishes on p-simplices in X

whose image is contained in some element of U

}
.

It is enough to show that Hp(V •U (X)) = 0 for each U .

A known fact from singular cohomology is that if CU• is the free abelian group generated by
the p-simplices in X whose image is contained in some element of U , then

CU• (X) ↪→ C•(X)

is a homotopy equivalence. (This is proved using baricentric subdivision.)

This is still a homotopy equivalence after applying HomZ(−, A). Then the exact sequence

0 V •U (X) C•(X,A) Hom(CU• (X), A) 0

shows that Hp(V •U (X)) = 0 for all p. �

3.7. Introduction to spectral sequences. Let K• be a complex in a category C (for
example, the category of OX-modules for a ringed space (X,OX)). Consider a decreasing
filtration F•K

• = (FpK
•)p∈Z, i.e. a chain of subcomplexes:

K• ⊇ · · · ⊇ FpK
• ⊇ Fp+1K

• ⊇ .

This gives a filtration on the cohomology of K• given by

FpHn(K•) = im(Hn(FpK
•)→ Hn(K•)).

We want a description of the quotients

grpHn(K•) =
FpHn(K•)

Fp+1Hn(K•)

in terms of some data coming from the successive quotients of K•.

This data is encoded by the spectral sequence. For r ≥ 0, we denote by (Ep,q
r )p,q∈Z the rth

page of the spectral sequence, where p is related to the filtration level and p+ q records the
place in the complex. To define it, for r ∈ Z let

Zp,q
r = {u ∈ FpKp+q | d(u) ∈ Fp+rKp+q+1}

and set

Ep,q
r =

Zp,q
r

Zp+1,q−1
r−1 + d(Zp−r+1,q+r−2

r−1 )
.
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Note that Zp,q
(−1) = Zp,q

0 = FpK
p+q. Also,

Ep,q
0 =

FpK
p+q

Fp+1Kp+q

and there is a map
Ep,q

0 → Ep,q+1
0

induced by d. Similarly,

Ep,q
1 =

{u ∈ FpKp+q | du ∈ Fp+1K
p+q+1}

Fp+1Kp+q + d(Fp(Kp+q−1))
= H(Ep−1,q

0 → Ep,q
0 → Ep,q+1

0 ).

In general, d induces a map dr : Ep,q
r → Ep+r,q−r+1

r .

Proposition 3.7.1. For each r ≥ 0, there is a canonical isomorphism

Ep,q
r+1 = H(Ep−r,q+r−1

r → Ep,q
r → Ep+r,q−r+1

r ).

Proof. The proof is left as an exercise. �

Definition 3.7.2. A filtration F•K
• on K• is pointwise finite if for any n we have

FpK
n = 0 for p� 0,

FpK
n = Kn for p� 0.

Proposition 3.7.3. If the filtration on K• is pointwise finite, then for any p, q ∈ Z, Ep,q
r is

eventually constant. We denote this value by Ep,q
∞ . Moreover, for all p, q we have that

Ep,q
∞
∼= grpHp+q(K•).

Proof. Fix p, q. We have that

Zp,q
r = FpK

p+q ∩ ker(d).

Consider the sequence
Ep−r,q+r−1
r → Ep,q

r → Ep+r,q−r+1
r

whose cohomology gives Ep,q
r+1 by Proposition 3.7.1. For r � 0, Zp+r,q−r+1

r = 0, since FpK
n =

0 for p � 0. Similarly, Ep−r,q+r−1
r for r � 0, since Zp−r,q+r−1

r = Zp−r+1,q+r−2
r−1 . Therefore,

taking the cohomology of the above sequence gives simply

Ep,q
r+1 = Ep,q

r for r � 0.

Moreover,
dZp−r+1,q+r−2

r−1 = d(Kp+q−1 ∩ d(FpK
p+q)) = FpK

p+q ∩ im(d).

It is easy to check that

grpHp+q(K•) ∼=
FpK

p+q ∩ ker(d)

Fp+1Kp+q ∩ ker(d) + (FpKp+q ∩ im(d))
,

which completes the proof. �

Definition 3.7.4. If the conclusion of Proposition 3.7.3, we write

Ep,q
r ⇒p Hp+q(K•)

and say that the spectral sequence converges with respect to p to the cohomology of K•.
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Definition 3.7.5. The spectral sequence collapses at level r0 if dr = 0 for r ≥ r0. In this
case, E∞ = Er0 .

Suppose there is an a such that Ep,q
r0

= 0 unless p = a and r0 ≥ 1. Then Ep,q
∞ = 0 if p 6= a

and Ep,q
∞ = Ep,q

r0
for all p, q. This shows that

Hn(K•) ∼= Ea,n−a
r0

for all n.

This way, we recover the cohomology of the complex from a spectral sequence.

Similarly, if there is a b such that Ep,q
r0

= 0 unless q = b, then Ep,q
∞ = 0 unless q = b, and

Ep,b
∞ =

{
Ep,b
r0

if r0 ≥ 2,

Ep,b
2 if r0 = 1.

In this case,

Hn(K•) ∼= En−b,b
r0

.

We now describe the spectral sequence of a double complex.

Definition 3.7.6. A double complex A•,• is a collection (Ap,q)p,q∈Z of objects together with
morphisms

d1 : Ap,q → Ap+1,q

d2 : Ap,q → Ap,q+1

such that 0 = d1 ◦ d1 = d2 ◦ d2 and d1 ◦ d2 = d2 ◦ d1.

In particular, both Ap,• and A•,q are complexes all fixed p and q.

Definition 3.7.7. The total complex of A•,• is K• = Tot(A•,•) is defined by Kn =
⊕
i+j=n

Ai,j

together with maps

d : Kn → Kn+1

such that d|Ai,j = d1 + (−1)id2.

It is easy to see that d ◦ d = 0 so the total complex is indeed a complex.

We consider two filtration on K•:

F ′pK
n =

⊕
i+j=n
i≥p

Ai+j,

F ′′pK
n =

⊕
i+j=n
j≥p

Ai+j.

We will always assume that for any n, there are only finitely many p such that Ap,n−p 6= 0.
Hence both filtrations are pointwise finite. This happens, for example, when Ap,q = 0 unless
p, q ≥ 0, i.e. for a first quadrant double complex.

In this case, Proposition 3.7.3 shows that the two spectral sequences associated to these two
filtrations converge to Hn(K•).
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Let us first consider the spectral sequence ′Ep,q
r with respect to the F ′ filtration. We have

that ′Ep,q
0 = Ap,q and the induced map d0 : Ep,q

0︸︷︷︸
Ap,q

→ Ep,q+1
0︸ ︷︷ ︸

Ap,q+1

is given by (−1)id2. This gives

′Ep,q
1 = Hq(Ap,•).

The map induced by taking Hq of Ap,• → Ap+1,• gives
′Ep,q

1︸︷︷︸
Hq(Ap,•)

→ ′Ep+1,q
1︸ ︷︷ ︸

Hq(Ap+1,•)

.

We then define
′Ep,q

2 = Hp
d1
Hq
d2

(A•,•) = H(Hq(Ap−1,•)→ Hq(Ap,•)→ Hq(Ap+1,•)).

Similarly, for the F ′′ filtration we get
′′Ep,q

0 = Aq,p,
′′Ep,q

1 = Hq(A•,p),
′′Ep,q

2 = Hp
d2
Hq
d1

(A•,•).

3.8. The Grothendieck spectral sequence. Consider two left exact functors

C1 C2 C3.
G F

Theorem 3.8.1. Suppose for any injective object I of C1, G(I) is F-acyclic. Then for any
object A of C1, there is a spectral sequence Ep,q

2 = RpF(RqG(A)) and

Ep,q
2 ⇒p R

p+q(G ◦ F)(A).

Example 3.8.2 (Leray Spectral Sequence). A composition of morphisms of algebraic vari-
eties

X Y Z
g f

induces

OX-mod OY -mod OZ-mod
g∗ f∗

If I ∈ OX-mod is injective, it is flasque, and hence g∗I is flasque, i.e. f∗-acyclic. Then by
Theorem 3.8.1, we get a spectral sequence

Ep,q
2 = Rpf∗(R

qg∗(G))⇒p R
p+q((f ◦ g)∗F).

In particular, if Z is a point, we see that for a morphism g : X → Y and and OX-module F
, we gave a spectral sequence

Ep,q
2 = Hp(Y,Rqg∗(F))⇒ Hp+q(X,F).

Example 3.8.3. Suppose g is affine (for example, if it is finite or a closed immersion). If F
is quasicoherent on X, then Rqf∗F = 0 for q ≥ 1. If U ⊆ Y is affine, then

Γ(U,Rqf∗F) ∼= Hq(f−1(U)︸ ︷︷ ︸
affine

,F) = 0 for q ≥ 1.
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The Leray Spectral Sequence shows that

Hn(X,F) = Hn(Y, g∗(F))

for any quasicoherent sheaf F if g is affine.

Definition 3.8.4. Given a complex C• bounded from below (Cp = 0 if p � 0), a Cartan–
Eilenberg resolution of C• is a double complex A•,• together with a morphism of complex
C• → A•,• such that

(1) there is a p0 such that Ap,q = 0 if p ≤ p0 for any q; Ap,q=0 if q < 0 for any p,
(2) for any p, Cp → Ap,0 is an injective resolution,
(3) for any p, ker(dp)→ ker(dp,•1 ) in an injective resolution,
(4) for any p, im(dp)→ im(dp,•1 ) is an injective resolution,
(5) for any p, Hp(C•)→ Hp(A•,0)→ Hp(A•,1)→ · · · is an injective resolution.

Lemma 3.8.5. In any category with enough injectives, any complex bounded from below has
a Cartan-Eilenberg resolution.

Proof. Fix p0 such that Cp = 0 for p ≤ p0. For any p, we have two short exact sequences

(1) 0 im(dp−1) ker(dp) Hp(C•) 0

(2) 0 ker(dp) Cp im(dp) 0

For any p, choose injective resolutions

Hp(C•)→ Up,•

im(dp−1)→ V p,•

such that Up,• = V p,• = 0 if p ≤ p0. By Horseshoe Lemma 3.1.11 applied to the exact
sequence (1), we get an injective resolution ker(dp)→ W p,• such that the diagram

0 im(dp−1) ker(dp) Hp(C•) 0

0 V p,• W p,• Up,• 0

commutes. By Horseshoes Lemma 3.1.11 applied to the exact sequence (2), we get an
injective resolution Cp → Ap,• such that the diagram

0 ker(dp) Cp im(dp) 0

0 W p,• Ap,• V p+1,• 0

commutes. Putting these two together, we get morphisms of complexes

Ap,• � V p+1,• ↪→ W p1,• ↪→ Ap1,•,

making A•,• a double complex. �
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Suppose now that we have a complex C• bounded from below of objects in a category C and
C• → A•,• is a Cartan–Eilenberg resolution. Let G : C → C ′ be a left exact functor. The goal
is to describe the spectral sequence associated to the double complex G(A•,•).

The first spectral sequence associated to this double complex is

′Ep,q
1 = Hq(G(Ap,•)) = RqG(Cp)

with
′Ep,q

1 → ′Ep+1,q
1

induced by the map Cp → Cp+1. This gives

Ep,q
2 = Hp(RqG(C•))

and
′Ep,q

1 ⇒p Hp+q(Tot(G(A•,•))).

We show that the second exact sequence associate to the double complex G(A•,•) is

′′Ep,q
1 = Hq(G(A•,p)).

Recall that for every p we have the two exact sequences

0 ker(di,p1 ) Ai,p im(di,p1 ) 0

0 im(di−1,p
1 ) ker(di,p1 ) Hq(A•,q) 0

which splits since ker(di,p1 ), im(di−1,p
1 ) are injective. Hence the sequences stay exact after

applying G, and hence
′′Ep,q

1 = G(Hq(A•,p)).

Since we know Hq(C•)→ Hq(A•,•) is an injective resolution, we conclude that

′′Ep,q
2 = RpG(Hq(C•))⇒p Hp,q(Tot(G(A•,•))).

Suppose that, in addition, all Cp are G-acyclic. Then ′Ep,q
2 = Hq(RqG(C•)) shows that

′Ep,q
2 = 0 if q 6= 0, and

Hn(Tot(G(A•,•))) ∼= Hn(G(C•)).

Therefore, we have a spectral sequence

Ep,q
2 = RpG(Hq(C•))⇒p Hn(G(C•)).

Suppose now we are in the setting of Grothendieck spectral sequence 3.8.1:

C1
F→ C2

G→ C3

with F and G left exact, and F mapping injective objects to G-acyclic objects. For A ∈
Ob(C1), let A → I• be an injective resolution.

Consider the complex F(I•). By assumption, all the terms are G-acyclic, and hence the
above discussion shows that the Grothendieck spectral sequence 3.8.1 becomes:

Ep,q
2 = RpG(Hq(F(I•))) = RpG(RqF(A))⇒p Hp+q(G(F(I•))) = Rp+q(G ◦ F)(A).
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3.9. C̆ech cohomology. Let (X,OX) be a ringed space and U = (Ui)i∈I be a finite open
cover. Moreover, let F be an OX-module (or just a sheaf of abelian groups).

For J ⊆ I, write UJ =
⋂
i∈J Ui, and by convention U∅ = X. Choose an order on I. For

p ≥ 0, let

Cp(U ,F) =
⊕
J⊆I
|J |=p+1

F(UJ).

For example,

C0(U,F) =
⊕
i

F(Ui),

C1(U,F) =
⊕
i<j

F(Ui ∩ Uj).

Define the map

Cp(U ,F)
d→ Cp+1(U ,F)

(sJ)J 7→ (sJ ′)J ′

where for J ′ = {j0 < · · · < jp+1} we set

sJ ′ =

p+1∑
q=0

(−1)qsJ ′\{jq}|UJ′
.

Exercise. Show that d ◦ d = 0.

Definition 3.9.1. The C̆ech complex associated to F and the cover U is C•(U ,F). The

C̆ech cohomology is the cohomology of this complex

Ȟp(U ,F) = Hp(C•(U ,F)).

Note that by the sheaf axiom, Ȟ0(U ,F) = F(X).

Theorem 3.9.2. If X is an algebraic variety, U is a finite affine open cover, and F is a
quasicoherent OX-module, then there is a functorial isomorphism

Ȟp(U ,F) ∼= Hp(X,F).

Before we prove this theorem, we prove two lemmas. Let us first sheafify the above construc-
tion. For J ⊆ I, let αJ : UJ ↪→ X. Then set FJ = F|UJ

and

Cp = Cp(U ,F) =
⊕
|J |=p+1

(αJ)∗FJ for p ≥ −1

with C−1 = F by convention. Then

Γ(U, C•) =
⊕
|J |=p+1

F(U ∩ UJ)

and we have maps dp : Cp → Cp+1 defined by the same formulas as above. We then get a
complex
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0 C−1 = F C0 C1 · · ·

and applying Γ(X,−) recoves the previous complex C•(U ,F):

0 F(X) C•(U ,F) · · ·

Lemma 3.9.3. The complex

0 C−1 C0 C1 · · ·

is an exact complex of sheaves.

Proof. We show that for any x ∈ X, the corresponding sequence of stalks at x is exact. By
choosing i0 ∈ I such that x ∈ Ui0 , it is enough to show that for all open subsets U ⊆ Ui0 ,
the sequence

0 C−1(U) C0(U) C1(U) · · ·

is exact. In other words, we need to show that the identity map and the zero map on this
complex are homotopic, id ≈ 0. Define

θp : Cp(U) =
⊕
|J |=p+1

F(U ∩ UJ)→ Cp−1(U)

(sJ)J 7→ (sJ ′)J ′

where

sJ ′ =

{
0 if i0 6∈ J ′
(−1)ssJ ′\{i0} if i0 ∈ J ′ and J ′ contains exactly s elements j′ with j′ < i0.

Note that U ∩ UJ\{i0} = U ∩ UJ .

Exercise. The maps (θp)p≥0 give a homotopy between id and 0. �

Lemma 3.9.4. If U is an open affine subset of X, j : U ↪→ X is the inclusion map, and F
is a quasicoherent sheaf on U , then Hp(X, j∗(F)) = 0 for p ≥ 1.

Proof. Since j is an affine map, this is a consequence of the Leray Spectral Sequence (Ex-
ample 3.8.2):

Hp(X, j∗(F)) ∼= Hp(U,F) = 0

for p ≥ 1 by vanishing of cohomology of quasicoherent sheaves on affine varieties (Theo-
rem 3.4.1). �

Proof of Theorem 3.9.2. By Lemma 3.9.3 we have a resolution of F given by F → C•. By
Lemma 3.9.4, for any ∅ 6= J ⊆ I, writing αJ : UJ → X for the inclusion map, (αJ)∗FJ is
Γ(X,−)-acyclic. Therefore,

Hp(X,F) = Hp(Γ(X, C•)) by definition of sheaf cohomology

= Ȟp(U ,F) by definition of C̆ech cohomology

completing the proof. �
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Corollary 3.9.5. (1) If any algebraic variety X, there is a d such that H i(X,F) = 0
for all i ≥ d and any quasicoherent sheaf F on X.

(2) Suppose X = MaxProj(S) and n = dimX.
• If F is quasicoherent on X, then H i(X,F) = 0 for i > n.
• If F is cohreent on X, dim(supp(F)) = r, then H i(X,F) = 0 for i > r.

Proof. For (1), take d such that there is a cover of X by d affine open subsets and use C̆ech
cohomology 3.9.2.

For (2), if Z ⊆ X is a closed subvariety of dimension r, there are affine open subsets

U1, . . . , Ur+1 in X such that Z ⊆
r⋃
i=1

Ui. In fact, we can take Ui = D+
X(hi), hi ∈ S1. For

Y = MaxSpec(S0), we have

PN

X PN × Y

Y

i

f q

p

If dim(f(Z)) ≤ r, then f(Z) ∩
r+1⋂
i=1

V (hi) = ∅ for suitable

hi ∈ k[x0, . . . , xn]1 ⊆ (S0[x0, . . . , xn])1 → S1.

This shows that H i(X,F) = 0 for i > r using C̆ech cohomology to compute the sheaf
cohomology (Theorem 3.9.2). �

Remark 3.9.6 (Grothendieck). If X is an algebraic variety of dimension n, then for any
sheaf of abelian groups F on X, H i(X,F) = 0 for i > n.

3.10. Coherent sheaves on projective varieties. Let X = MaxProj(S) where S =
⊕
i≥0

Si

is an N-graded reduced k-algebra such that S0 is finitely-generated over k and S is generated
by S1 as an S0-algebra and S1 is a finitely-generated S0-module. In other words, there is a
surjective map

S0[x0, . . . , xn]� S

and hence we have a diagram

Y = MaxSpec(S0)

X Y × Pn = PnY

Unsurprisingly, to define coherent sheaves on projective varieties, we need to introduce a
grading.
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Definition 3.10.1. A graded S-module is an S-module M with a decomposition

M =
⊕
i∈Z

Mi

such that Si ·Mj ⊆Mi+j for any i, j. Elements of Mi are called homogeneous of degree i.

A morphism of graded modules f : M → N is a morphism of modules such that f(Mi) ⊆ Ni

for any i.

Since we can compose these morphisms, this gives a category of graded S-modules.

If M is a graded S-module, a graded submodule N ⊆ M is a submodule generated by ho-
mogeneous elements. Equivalently, the decomposition M =

⊕
i

Mi induces a decomposition

N =
⊕
i

(N ∩Mi), so N is a graded module such that N ↪→ M is a graded module. Then

the quotient

M/N =
⊕
i∈Z

(Mi/N ∩Mi)

is a graded module such that M �M/N is a graded morphism.

It is clear that if f : M → N is a morphism of graded modules, then ker(f) ⊆ M and
im(f) ⊆ N are graded submodules. Using quotients, we construct coker(f).

Altogether, this shows that the category of graded S-modules is an abelian category.

Recall that on X we have a basis for the topology given by

D+
X(f) with f homogeneous , deg(f) > 0.

Each of these is affine and
Γ(D+

X(f),OX) = S(f).

Recall that, by definition, S(f) = (Sf )0, the 0-graded piece of Sf . We will similarly write
M(f) for the 0-graded piece of Mf .

Suppose now M is a graded S-module. Given D+
X(f), consider (Mf )0. Note that if D+

X(g) ⊆
D+
X(f), we get canonical map (Mf )0 → (Mg)0. Indeed, V (g) ⊆ V (f), so g ⊆

√
(f), so by

universal property of localization, we get a map

M

Mf Mg

which is graded, and hence gives a map (Mf )0 → (Mg)0.

Lemma 3.10.2. Given f and f1, . . . , fr ∈ S homogeneous of positive degree such that

D+
X(f) =

r⋃
i=1

D+
X(fi), then the following sequence

0 M(f)

r⊕
i=1

M(fi)

⊕
i<j

M(fifj)
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Proof. This is similar to the corresponding assertion for affine varieties, so it is left as an
exercise. (See the official notes for a solution.) �

We conclude that there is an OX-module M̃ such that

Γ(D+
X(f), M̃) = M(f).

(It remains to check the compatibility of the restriction maps but this is clear.)

Examples 3.10.3.

(1) Trivially, S̃ = OX .
(2) Given m ∈ Z and a graded module M , let M(m) be M as an S-module, but M(m)i =

Mm+i. Then M(m) is a graded module. Set

S̃(m) = OX(m).

We claim that this is a line bundle. Since S is generated as an S0-algebra by S1, we
can cover X by open subsets of the form D+

X(f) for DX(f) = 1. Now, note that

Γ(D+(X),OX(m)) = (Sf )m
∼=→ (Sf )0,

u 7→ f−mu.

(3) If X = Pn, we recover the old OPn(m). Indeed, the above isomorphism for Ui =
D+

Pn(xi) becomes

ϕi : OPn(m)|Ui
→ OPn|Ui

given by multiplication by 1
xmi

. Then the transition functions are given by ϕi ◦ϕ−1
j =(

xj
xi

)m
OPn(m)|Ui∩Uj

OPn|Ui∩Uj

OPn|Ui∩Uj

ϕi|Ui∩Uj

ϕj |Ui∩Uj

This agrees with the previously computed transition functions.

Notation. If F is an OX-module, let

F(m) = F ⊗OX
OX(m).

We claim that M̃(m) = M̃(m). Indeed, for deg(f) = 1, we clearly have an isomorphism

Γ(D+
X(f), M̃(m)) = (Mf )0 ⊗(Sf )0 (Sf )m ∼= (Mf )m = Γ(D+

X(f), M̃(m)),
u

f r
⊗ a

f s
7→ au

f r+s
.

For example, if M = S(n), we have that

OX(m)⊗OX
OX(n) ∼= OX(m+ n).
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Finally, the assignment M 7→ M̃ is functorial. If ϕ : M → N is a morphism of graded
modules, we get (Mf )0 → (Nf )0 for every homogeneous f of positive degree. These induce

morphisms of OX-modules M̃ → Ñ .

Properties.

(1) This is an exact functor (since localization is exact).
(2) It commutes with arbitrary direct limits.

Proposition 3.10.4. The OX-module M̃ is quasicoherent. If M is finitely generated, M̃ is
coherent.

Proof. Choose generators (ui)i∈I homogeneous of deg ui = ai (finite ifM is finitely-generated).
Consider the map ⊕

i∈I

S(−ai)
ϕ
�M,

ei 7→ ui.

Repeat this for ker(ϕ) to get an exact sequence⊕
j∈J

S(−bj)
⊕
i∈I
S(−ai) M 0.

Applying ,̃ we get an exact sequence

⊕
j∈J
OX(−bj)

⊕
i∈I
OX(−ai) M̃ 0.

Then M̃ is quasicoherent (or coherent if M is finitely-generated) as a cokernel of a morphisms
of quasicoherent (coherent) sheaves. �

Question. When is M̃ = 0?

It is enough to see when (Mf )0 for f ∈ S1 (since M̃ is quasicoherent). Since (Mf )0
∼= (Mf )m

for any m ∈ Z by mapping u 7→ fmu, we see that this is equivalent to Mf = 0 for all f ∈ S1.

Since S is generated over S0 by S1, we have S+ =
⊕
i>0

Si = (S1).

Answer. This shows that M̃ = 0 if and only if for any u ∈M , (S+)N · u = 0 for some N .

If M is finitely-generated, this is equivalent to (SN+ ) ·M = 0 for some N .

Exercise. This is equivalent to Mi = 0 for i� 0.

We now define a functor in the opposite direction. For a quasicoherent sheaf F on X, let

Γ∗(F) =
⊕
m∈Z

Γ(X,F(m))

as a graded abelian group.
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Remarks 3.10.5.

(1) For any M , we have a morphism

M
ΦM→ Γ(X, M̃) =

⊕
i∈Z

Γ(X, M̃(i)).

Indeed, take u ∈Mi. For f homogeneous of positive degree, consider
u

1
∈ (Mf )i = Γ(D+

X(f), M̃(i)).

These glue to give ΦM(u) ∈ Γ(X, M̃(i)).
For M = S, this gives a map

ΦS : S →
⊕
i∈Z

Γ(X,OX(i)).

(2) For any quasicoherent sheaf F on X, there is a map

Γ(X,OX(i))⊗ Γ(X,F(j))→ Γ(X,F(i+ j))

given by tensor product of sections. For F = OX , this makes Γ∗(OX) a graded ring
such that ΦS is a graded homomorphism.

For any F , this makes Γ∗(F) a graded module over Γ∗(OX), and hence a graded
module over S via ΦS.

(3) We get a functor
Qcoh(X)→ graded S-modules.

Indeed, for a map F → G, we get maps F(m) → G(m) for all m,which give a map
Γ∗(F)→ Γ∗(G).

Proposition 3.10.6. For every F , we have a canonical isomorphism

ψF : Γ̃∗(F)→ F .

Note that if f ∈ S+, D+
X(f) = X \V (f). If f ∈ Sm, we get a section in OX(m), locally given

by f
1
. Then V (f) is the zero locus of this section.

The following lemma is a generalization of this.

Lemma 3.10.7. Suppose X is an algebraic variety, F ∈ Qcoh(X), s ∈ Γ(X,L), and U =
X \ V (s).

(1) If t ∈ Γ(X,F) is a section such that such that t|U = 0, then there is an N such that
sN · t ∈ Γ(X,F ⊗ LN) is 0.

(2) For any t ∈ Γ(U,F), there is a q such that sq|U · t is the restriction of a section in
Γ(X,F ⊗ Lq).

Proof. Exercise. (Cover X by affine open subsets Ui such that L|Ui
∼= OUi

. In this case, we
know both assertion for Ui ⊆ U ∩ Ui, so we just need to glue these.) �

Proof of Proposition 3.10.6. We need compatible maps for each f ∈ S, homogeneous of
degree d > 0,

(Γ∗(F)f )0 → Γ(D+
X(f),F).
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An element of (Γ∗(F)f )0 can be written as

s

fm

for s ∈ Γ(X,F(md)), since 1
fm
∈ Γ(D+

X(f),OX(−md)). We define

(Γ∗(F)f )0 → Γ(D+
X(f),F),

s

fm
7→ 1

fm
s|D+

X(f).

These glue to give ψF . Let us show that ψF is an isomorphism. It is enough to show it is an
isomorphism on each D+

X(f).

For injectivity, suppose s
fm
7→ 0, so s|D+

X(f) = 0, since 1
fm
6= 0 on D+

X(f). Now, D+
X(f) = X \

V (f) and Lemma 3.10.7 shows that there is an N such that fN ·s = 0 in Γ(X,F(md+Nd)).
Then

s

fm
=

fNs

fm+N
= 0

in Γ∗(F).

For surjectivity, given t ∈ Γ(D+
X(f),F), Lemma 3.10.7 shows that there is a q such that

f |q
D+

X(f)
· t extends to t′ ∈ Γ(X,F(qd)). Then t = ψ(t′/f q), showing surjectivity. �

Corollary 3.10.8. If F ∈ Coh(X), there exists a finitely-generated S-module M such that

M̃ = F .

Proof. By Proposition 3.10.6, there is an S-module N such that F ∼= Ñ . Choose a finite

cover X =
r⋃
i=1

D+
X(fi) such that

(Nfi)0 = Γ(D+
X(fi),F) is finitely-generated over (Sfi)0.

Choose generators for each of these and let M ⊆ N be the graded S-module generated by
the numerators of these generators. Then

(Nfi)0 ⊆ Γ(D+
X(fi), M̃) ⊆ Γ(D+

X(fi), Ñ)

for all i, and hence M̃ = Ñ . �

Remark 3.10.9. Given any M , we have ΦM : M → Γ∗(M̃). This gives a morphism

Φ̃M : M̃ → Γ̃∗(M̃)

and by Proposition 3.10.6, we have an isomorphism

ΨM̃ : Γ̃∗(M̃)
∼=→ M̃.

It is easy to check that ψM̃ ◦ Φ̃M = 1, and hence Φ̃M is an isomorphism.

Exercise. Suppose S � T is a surjective graded homomorphism, inducing

i : MaxProj(T ) = X ↪→ MaxProj(S) = Y.
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If N is a graded S-module, then M = N ⊗S T = N/IN where I = ker(S → T ) is a graded
T -module. Then

i∗Ñ ∼= M̃.

In particular, i∗OY (m) ∼= OX(m).

Remark 3.10.10. The construction of O(1) globalizes. Suppose T is any variety and S =⊕
m≥0

Sm is a graded, reduced, quasicoherent OT -algebra such that S0 and S1 are coherent and

S is generated by S1 over S0. Then we get a map π such that for any affine open U the
diagram

X =MaxProj(S) MaxProj(S(U))

T U

π

commutes. For each U , we have Oπ−1(U)(1) and these glue to give OX(1).

We get a canonical morphism
Si → π∗OX(i).

Example 3.10.11. Suppose T is irreducible and I is a coherent ideal on T . The blow-up
along I was defined as

T̃ =MaxProj

(⊕
m≥
Im
)

T

π

Then I · OT̃ = OT̃ (−E) for an effective Cartier divisor E.

Exercise. Check that OT̃ (1) = OT̃ (−E).

To do this, write this down explicitly locally.

Let X be any variety and F be a quasicoherent sheaf. There is a canonical morphism
Γ(X,F)⊗k OX → F given on an open subset U by

Γ(X,F)⊗k OX(U)→ F(U)
r∑
i=1

si ⊗ fi 7→ fi · si|U

where fi ∈ OX(U).

Definition 3.10.12. The quasicoherent sheaf F is globally generated if this map is surjective,
i.e. for x ∈ X, Fx is generated over OX,x by

{sx | s ∈ Γ(X,F)}.

Definition 3.10.13. A line bundle L ∈ Pic(X) is ample if for any F ∈ Coh(X), F ⊗Lm is
globally generated for m� 0.
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For example, if X is affine, every quasicoherent sheaf is globally generated. In particular,
every line bundle is ample.

Proposition 3.10.14. If X = MaxProj(S), OX(1) is ample.

Proof. Let F ∈ Coh(X). Then there is a finitely-generated S-module M such that F ∼= M̃ .
Let u1, . . . , un ∈M be homogeneous generators with di = deg(ui).

We show that if d ≥ max di, then F ⊗O(d) is globally generated.

Let S+ =
⊕
i>0

Si. Let T ⊆ M be the submodule generated by Sd−di+ · ui for 1 ≤ i ≤ n. Then

T is finitely-generated over S and it is generated by elements of degree d. Therefore, there
is a surjective map

S(−d)⊕q � T,

which gives a map OX(−d)⊕q � T̃ . Twisting by OX(d), we get

O⊕qX � T̃ (d).

Hence T̃ (d) is globally generated. For any i, Sd−di+ · ui ⊆ T , so there is an N such that

SN+ · (M/T ) = 0. Therefore, T̃ = M̃ . �

3.11. Cohomology of coherent sheaves on projective varieties. LetX = MaxProj(S).

Theorem 3.11.1 (Serre). If F ∈ Coh(X),

(1) H i(X,F) is a finitely-generated S0-module for all i,
(2) there exists m0(F) such that H i(X,F(m)) = 0 for m ≥ m0(F), i ≥ 1.

Assume for now that this results holds if S = S0[x0, . . . , xn] (i.e. X is the product of an affine
variety with Pn) and F = O(j) for some j. We will deal with this case later.

Proof. Choose a graded surjection

S0[x0, . . . , xn]� S

inducing
j : X ↪→ Y = Z × Pn for Z = MaxSpec(S0).

If F ∈ Coh(X), H i(X,F ⊗OX(m)) ∼= H i(Y, j∗(F ⊗ j∗OY (m))), since we have noted before
that OX(m) = j∗OY (m). By the projection formula,

jast(F ⊗ j∗OY (m)) = j∗(F)⊗OY (m).

Hence, we may assume that S = S0[x0, . . . , xn].

For F ∈ Coh(X), since OX(1) is ample by Proposition 3.10.14, there is a surjective map

OqX � F ⊗O(m)

(exercise: check why this is true). Suppose F ∼= M̃ for a finitely-generated M . There is a
surjection

r⊕
i=1

S(−qi)�M.
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We then have a short exact sequence

0 G
r⊕
i=1

OX(−qi) F = M̃ 0.

After tensoring with OX(m) (which preserves exactness since OX(m) is locally free) and
taking the long exact sequence in cohomology, we get the exact sequence

(∗)
r⊕
j=1

H i(X,OX(m− qj)) H i(X,F(m)) H i+1(X,G(m)).

We argue by decreasing induction. We know both assertions for H i if i > dim, since all
cohomology groups vanish. For the inductive step, suppose we know H i+1(X,M) is finitely
generated over S0 and H i+1(X,M(m)) = 0 for m� 0 ifM is coherent. The exact sequence
(∗) for m = 0 together with the inductive hypothesis and what we assume about O(j), we
conclude that H i(X,F) is finitely-generated over S0.

Finally, for m� 0, the left term is 0 for i ≥ 1 by what we assume about O(j), and the right
term is 0 by the inductive hypothesis, and hence H i(X,F(m)) = 0 for all m� 0. �

We still have to deal with the case when S = S0[x0, . . . , xn] and F = O(j) for some j. We
prove a stronger result that allows to compute the cohomology explicitly in this case.

Theorem 3.11.2. Let X = MaxProj(S) where S = A[x0, . . . , xn]. Then

(1) the canonical map S →
⊕
m∈Z

Γ(X,O(m)) is an isomorphism,

(2) H i(X,O(m)) = 0 for all 1 ≤ i ≤ n− 1 and all m,
(3) Hn(X,O(−n − 1)) ∼= A and we have for every m a canonical perfect pairing of

finitely-generated free A-modules

Γ(X,O(m))×Hn(X,O(−m− n− 1))→ Hn(X,OX(−n− 1)) ∼= A

for all m ∈ Z.

Note that this simplies that every O(j) on X satisfies the conclusion of Serre’s Theo-
rem 3.11.1.

Proof. We want to compute the cohomology groups using Cech cohomology (Theorem 3.9.2)
with respect to the cover by D+

X(xi) for 0 ≤ i ≤ n. For J ⊆ {0, . . . , n}, write xJ =
∏
i∈J

xi and

UJ =
⋂
i∈J

Ui = D+
X(xJ). We have that

Cp =
⊕

J⊆{0,...,n}
|J |=p+1

Γ(UJ ,O(j))

and the C̆ech complex is
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C0 C1 · · · Cn 0.

Note that Γ(UJ ,O(j)) = (SxJ )j and, up to signs, the maps are given by inclusion. Let
C−1 = Sj → Γ(X,O(j))→ C0. Altogether, we get a complex

C• : 0 C−1 C0 C1 · · · Cn 0.

The first two assertions (1), (2) are then equivalent to Hi(C•) = 0 for all i ≤ n−1. However,
it is easier to start by dealing with assertion (3). Note that

Hn(X,O(j)) = coker

(
n⊕
i=0

(Sx0...x̂i...xn)j → (Sx0...xn)j

)
.

This is a free finitely generated A-module with basis xu = xu00 . . . xunn , ui ≤ −1 and u0 + · · ·+
un = j.

It is clear that for j ≥ −n, Hn(X,O(j)) = 0 and for j = −n − 1, Hn(X,O(−n − 1)) ∼= A
with generator (x0 . . . xn)−1.

Note that if s ∈ Γ(X,O(j)), this induces a map

O(−n− 1− j)→ O(−n− 1)

given by tensoring with s. Hence we get a map

Hn(X,OX(−n− 1− j))→ Hn(X,O(−n− 1)) ∼= A.

Hence we get a bilinear map

H0(X,O(j))×Hn(X,O(−n− j − 1)) Hn(X,O(−n− 1)) ∼= A

Sj ×Hn(X,O(−n− j − 1))

where the diagonal map sends (xu, xv) to xu+v if ui + vi = −1 for all i and (xu, xv) 7→ 0
otherwise. It is easy to show that this is a perfect pairing.

Hence it is enough to show that Hi(C•) = 0 for i ≤ n− 1. Recall that

Cp =
⊕

J⊆{0,...,n}
|J |=p+1

(SxJ )j =
⊕

u∈Zn+1

u0+···+un=j

⊕
Ju⊆J
|J |=p+1

AxueJ .

where Ju = {i | ui < 0} and eJ ∈ Cp is the unit in SxJ . We get a decomposition

C• =
⊕

u∈Zn+1

u0+···+un=j

C•u.

What if Ju = {0, . . . , n}? Then Ci
u = 0 for i 6= n. We now show that if Ju 6= {0, . . . , n} then

C•u is exact.

Note that up to a shift, this is the complex that computes the reduced simplicial cohomology
with coefficients A for the full simplicial complex on {0, . . . , n} \ Ju.)
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We will write down a homotopy between id and 0 on C•u. Fix i0 ∈ {0, . . . , n} \ Ju. For
0 ≤ p ≤ n, define

θp : Cp
u → Cp−1

u

xueJ 7→
{

(−1)`−1xueJ\{i0} if J : j1 < · · · < j` = i0 < · · · ,
0 if i0 6∈ J.

Ju ⊆ J

|J | = p+ 1

Exercise. Check that the θp give a homotopy between idC•u and 0. �

Recall that this also completes the proof of Serre’s Theorem 3.11.1.

Corollary 3.11.3. Suppose X = MaxProj(S). If M is a finitely-generated graded S-module,

ΦM : M → Γ∗(M̃) =
⊕
j∈Z

Γ(X, M̃(j)),

then (ΦM)j is an isomorphism for j � 0.

Proof. We may assume S = A[x0, . . . , xn] by writing S as a quotient of a polynomial algebra.
If M = S(m), then ΦM is an isomorphism by Theorem 3.11.2.

By choosing homogeneous generators for M , we get a short exact sequence

0 Q P =
r⊕
i=1

S(−mi) M 0.

Then we get

0 Q P M 0

0 Γ∗(Q̃) Γ∗(P̃ ) Γ∗(M̃) 0

ΦQ ΦP ΦM

α

By the above, we know that ΦP is an isomorphism, and by Theorem 3.11.1, we see that

H1(X, Q̃(j)) = 0 for j � 0, so αj is surjective for j � 0, and hence (ΦM)j is surjective for
j � 0. Finally, Snake Lemma applied to the above diagram gives the exact sequence

0 = Φp ker ΦM coker ΦQ︸ ︷︷ ︸
=0 in degree j�0

by the above

,

so (ker ΦM)j = 0 for j � 0. �
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Exercise. If F is a coherent sheaf on X = MaxProj(S), then for any m0, Γ∗(F)m0 =⊕
j≥m0

Γ(X,F ⊗O(j)) is a finitely-generated S-module.

Indeed, by Corollary 3.11.3, it is eventually isomorphic to F , and the finitely many small
degrees left are finitely-generated over degree 0.

Theorem 3.11.4. If f : X → Y is a proper morphism and F ∈ Coh(X), then

Rpf∗(F) ∈ Coh(Y ) for all p.

Corollary 3.11.5. If X is a complete variety and F ∈ Coh(X), then dimkH
i(X,F) <∞.

Proof. Apply Theorem 3.11.4 when Y is a point. �

The idea of the proof is known as Grothendieck’s dÃl’vissage. We know the result for
projective and we use Chow’s Lemma to generalize it from that case.

Proof of Theorem 3.11.4. We know that Rpf∗(F) is quasicoherent for all p. Hence it is
enough to show that for any affine open subset U ⊆ Y , Hp(f−1(U),F) is a finitely-generated
OY (U)-module.

If f factors as

X Y × Pn

Y

i

proj

where i is a closed immersion, and U ⊆ Y is affine, then

Hp(f−1(U),F) = Hp(U × Pn, i∗(F))

is finitely-generated over O(U) by Serre’s Theorem 3.11.1.

We will reduce to this case using Chow’s Lemma.

Preparations.

(1) By Noetherian induction, we may assume that the theorem is true for every closed
subvariety X ′ ( X and the map f |X′ : X ′ → Y , i.e. FRp(f |X′)∗(G) is coherent for
any G coherent on X ′.

(2) If there is an X ′ as above such that the ideal sheaf IX′ of X ′ in X satisfies IX′ ·F = 0,
then writing j : X ′ ↪→ X, F = j∗(F ′) for some F ′ ∈ Coh(X ′). Then

Rpf∗(F) ∼= Rp(f |X′)∗(F ′)
is coherent.

(3) More generally, if suppF 6= X, we are done: take X ′ = supp(F) and choose r such
that IrX′F = 0. Consider the filtration 0 ⊆ Ir−1

X′ F ⊆ · · · ⊆ IX′F ⊆ F . We have a
short exact sequence

0 Ij+1
X′ · F IjX′ · F IjX′F/I

j+1
X′︸ ︷︷ ︸

annihilated by IX′

·F 0.
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Arguing by descending induction on j, the long exact sequence for higher direct
images shows that Rpf∗(IjX′F) is coherent for all p. For j = 0, this shows that
Rpf∗(F) is coherent.

(4) If F1
φ→ F2 is such that supp(kerφ) 6= X, supp(cokerφ) 6= X, then Rpf∗(F1) is

coherent if and only if Rpf∗(F2) is coherent.
Indeed, consider the show exact sequences

0 kerφ F1 imφ 0,

0 imφ F2 cokerφ 0.

By (3), using the long exact sequences for higher direct images, we see that Rpf∗(F1)
is coherent if and only if Rpf∗(im(φ)) is coherent if and only if Rpf∗(F2) is coherent.

We can finally proceed with the proof. In the general case, by Chow’s lemma, we have

W X Y
g f

such that

• there are open dense subsets U ⊆ X, V ⊆ W such that g|V : V → U is an isomor-
phism,
• f ◦ g factors as

W Y × Pn

Y
f◦g

(in particular, the theorem holds for f ◦ g).

Exercise. Morphisms that admit such factorizations include closed immersions, are closed
under base change, and are closed under composition, and hence g also has such a factoriza-
tion, and hence satisfies the theorem.

Note that we may assume in Chow’s Lemma that V = g−1(U): simply replace U by U \
g(W \ V ).

Consider F → g∗g
∗F , which is an isomorphism over U . By (4), it is enough to show that

Rpf∗(g∗G) is coherent for any p, where G = g∗(F). (Since F is coherent, G = g∗F is coherent,
so g∗G is coherent on X, because g satisfies the theorem.)

Finally, we use the Leray spectral sequence:

Ep,q
2 = Rpf∗(R

qg∗(G))⇒p R
p+q(f ◦ g)∗(G).

We want to show that Ep,0
2 is coherent on Y .

We know that for q 6= 0, Ep,q
2 is coherent, since Rqg∗(G) is coherent and supported on Y \U

for q 6= 0. This shows that Ep,q
r is coherent for all r and q 6= 1 as a subquotient of Ep,q

2 .
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Moreover, Ep,q
∞ is a subquotient of Rp+q(g ◦ f)∗(G) which is coherent, and hence Ep,q

∞ is
coherent.

For r � 0, Ep,0
∞ = Ep,0

r is coherent. To complete the proof, it is enough to show that if Ep,0
r+1

is coherent then Ep,0
r is coherent for r ≥ 2. For r ≥ 2, we have maps

Ep−r,r−1
r Ep,0

r Ep+r,−r+1
r = 0

dr dr

and Ep−r,r−1
r is coherent since r − 1 ≥ 1. Then the exact sequence

Ep−r,r−1
r︸ ︷︷ ︸

coherent

Ep,0
r Ep,0

r+1︸︷︷︸
coherent

0

so Ep,0
r is coherent. �

We have hence shown (Corollary 3.11.5) that if X is complete variety and F ∈ Coh(X), then

hi(X,F) = dimkH
i(X,F) <∞.

Definition 3.11.6. The Euler-Poincaré characteristic of F is

χ(F) =
∑
i≥0

(−1)ihi(X, FF ).

Note that if 0→ F ′ → F → F ′′ → 0 is a short exact sequence, then the long exact sequence
in cohomology shows that χ(F) = χ(F ′) + χ(F ′′). Hence the Euler-Poincaré characteristic
is additive in short exact sequences.

We can use this to define new invariants.

Examples 3.11.7.

(1) Let X be a complete variety of dimension n. The arithmetic genus is

pa(X) = (−1)n(χ(OX)− 1).

For example, if X is a connected projective curve, then pa(X) = h1(OX).
(2) Let X be a smooth connected complete variety. The Hodge numbers are:

hp,q(X) = hq(X,Ωp
X).

The geometric genus is

pg(X) = hn,0 = h0(X,ωX).

The plurigenera are pm(x) = h0(X,ω⊗mX ).

Recall that we showed in Problem Session 9 that pg is a birational invariant. In fact, more
is true.

Theorem 3.11.8. The geometric genus pg, and more generally pm and hi,0 are birational
invariants for smooth, connected, complete varieties.
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The proof of this can be found in the official notes.

Definition 3.11.9. An irreducible algebraic variety is rational if it is birational to some Pn.

It is usually easy to see that a variety is rational, but hard to prove that it is not rational. One
way to prove a variety is not rational is to define birational invariants (as above), compute
them for the projective space and the variety and see that they are not equal.

An example of this was given in Problem Session 9.

Example 3.11.10. We have that pg(Pn−1) = 0. If Y ⊆ Pn is a smooth hypersurface of
degree d ≥ n+ 1, then pg(Y ) 6= 0, so Y is not rational.

4. Morphisms to Pn

Problem 1. Given a variety X, describe morphisms X → Pn.

Let S = k[x0, . . . , xn], V = S1
∼= Γ(Pn,OPn(1)︸ ︷︷ ︸

S̃(1)

). Then

φ : V ⊗k OPn → OPn(1)

is surjective, since
n⋂
i=0

V (xi) = ∅.

Suppose we have a map f : Y → Pn. Then L = f ∗OPn(1) is a line bundle on Y , and

V ⊗k OY Lf∗(φ)

is surjective.

Consider pairs (L, α) on Y where L is a line bundle and

α : V ⊗k OY � L.
(Giving such an α is equivalent to giving V → Γ(Y,L), i.e. giving s0, . . . , sn ∈ Γ(Y,L) with

si = α(xi). Surjectivity is equivalent to
n⋂
i=0

V (si) = ∅.)

Set (L, α) ∼ (L′, α′) if there is a u : L
∼=→ L′ such that u ◦ α = α′.

Proposition 4.0.1. We have a natural bijection

{morphisms Y → Pn} → {equivalence classes of pairs (L, α) as above}.

Proof. We have defined the map

(f : Y → Pn) 7→ (f ∗OPn(1), f ∗(φ)).

To define a map in the opposite direction, suppose we have (L, α) and α : V ⊗k OY � L is
given by α(xi ⊗ 1) = si ∈ Γ(Y,L). We want to define the map f : Y → Pn by

y 7→ [s0(y) : · · · : sn(y)]
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and we do this locally.

Let Vi = Y \ V (si) ⊆ Y , which is an open subset. Since α is surjective, Y =
n⋃
i=0

Vi. On Vi,

si 6= 0, so it gives an isomorphism

OVi → L|Vi ,
1 7→ si|Vi .

Hence for all j, there exists a unique aij ∈ OY (Vi) such that sj|Vi = ai,jsi|Vi . Define fi : Vi →
Pn by

y : [ai,0(y) : · · · : ai,n(y)] ∈ D+
Pn(xi).

By uniqueness of the ai,j, on Vi1 ∩ Vi2 , we have that

ai,jai2,i1 = ai2,j

and ai2,i1 ∈ O(Vi1 ∩ Vi2)∗. Therefore

fi1 |Vi1∩Vi2 = fi2 |Vi1∩Vi2 ,

so we get a map f : Y → Pn such that f |Vi = fi.

Exercise. Show that:

(1) f only depends on the isomorphism class of (L, α),
(2) the two maps we defined are mutual inverses.

This completes the proof. �

Remark 4.0.2. Given a variety Y , let Pn(Y ) = {(L, α) as above}. This is a contravariant
functor: if g : Z → Y , and α : V ⊗k OY � L, then

Pn(g)((L, α)) = (g∗L, g∗(α)).

We defined a natural transformation,

HomVar /k(−,Pn)→ Pn.

Proposition 4.0.1 shows that this is an isomorphism of functors, i.e. Pn represents the func-
tor Pn.

Remark 4.0.3. Let V be a finite-dimensional vector space over k and consider

S = Sym•(V ).

Then V ∼= S1. Note that after choosing a basis for V , this becomes the set up above.

Let X = MaxProj(S). Then V ∼= Γ(X,OX(1)).

In this setting, Proposition 4.0.1 then says that the map

{morphisms Y → X} →
{

(L, α)

∣∣∣∣ L line bundle
α : V ⊗k OX � L

}/
∼

is an isomorphism.



MATH 632: ALGEBRAIC GEOMETRY II 91

In particular, if Y is a point,

(the set underlying X) = {morphisms Y → X} ∼= ({surjective maps V → k}/∼) = {hyperplanes in V }.
We can hence define

P(V ) = MaxProj(Sym•(V )).

Note. If Y is a variety, L is a line bundle on Y and α : V ⊗kOX � L, then Proposition 4.0.1
gives a map

f : Y → P(V ),

y 7→ ker(V → L(y)).

Examples 4.0.4.

(1) Let h : V � W be a surjective k-linear map with dimk V < ∞. On P(W ), we have
W ⊗k OP(W ) � OP(W )(1) and the map V → W gives a surjective map

V ⊗k OP(W ) � W ⊗k OP(W ).

The composition

V ⊗k OP(W ) � W ⊗k OP(W ) � OP(W )(1)

is surjective, and hence by Proposition 4.0.1, we get a map

P(W )→ P(V )

mapping q : W � k to q ◦ h.
(2) For P(V ), we have a map

V ⊗k OP(V ) � OP(V )(1).

If d ≥ 1, we get SdV ⊗k OP(V ) � OP(V )(d), which given

P(V )
f→ P(SdV )

such that f ∗O(1) ∼= O(d). This is the Veronese embedding.
(3) Consider P(V ), P(W ) and

P(V )× P(W )

P(V ) P(W )

pr1 pr2

For V ⊗OP(V ) → OP(V )(1) and W ⊗OP(W ) → OP(W )(1). On P(V )× P(W ), we get

V ⊗W ⊗k OP(V )×P(W ) � pr∗1OP(V )(1)⊗ pr∗2OP(W )(1)

which gives

P(V )× P(W )
j→ P(V ⊗W )

such that j∗O(1) ∼= pr∗1O(1)⊗ pr∗2O(1). This is the Segre embedding.
(4) Consider an injective linear map W ↪→ V and the corresponding exact sequence

0 W V V/W 0.

This gives a map P(V/W ) ↪→ P(V ). Let U = P(V ) \P(V/W ). Then the composition

W ⊗k OP(W ) V ⊗k OP(V ) OP(V )(1)
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is surjective on U . Therefore, we get a map

P(V ) \ P(V/W )→ P(W ),

which is given by V ⊃ H 7→ H ∩W ⊂ W . This is the linear projection with center
P(V/W ).

Definition 4.0.5. A closed subvariety Y ⊆ Pn is

• non-degenerate if there is no hyperplane H such that Y ⊆ H or, equivalently the
map Γ(Pn,OPn(1))→ Γ(Y,OY (1)) is injective,
• linearly normal if Γ(Pn,OPn(1))→ Γ(Y,OY (1)) is surjective,
• projectively normal if Γ(Pn,OPn(m))→ Γ(Y,OY (m)) is surjective fro all m ≥ 1.

Suppose Y is a variety, L ∈ Pic(y), and α : V ⊗k OY � L corresponds to β : V → Γ(Y,L).
Let f : Y → P(V ) be the map corresponding to α under Proposition 4.0.1.

If v ∈ V \ {0}, β(v) = 0 if and only if f(Y ) is contained in the hyperplane defined by v.

Hence f(Y ) is non-degenerate if and only if β is injective.

In general, if we factor β as

V Γ(Y,L)

V/ ker β

β

then f factors as

X P(V )

P(V/ ker β)

f

and X → P(V/ ker β) has non-degenerate image closure.

Suppose Y is complete and f : Y ↪→ P(V ) is a closed embedding. Then, similarly, β is
surjective if and only if f(Y ) ⊆ Pn is linearly normal. As above, the triangle

Y P(V )

f(Y )

f

corresponds to
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V = Γ(P(V ),OP(V )(1)) Γ(Y,L)

Γ(f(Y ),Of(Y )(1))

β

Remark 4.0.6. Suppose we have a variety Y , L ∈ Pic(Y ), and β : V → H0(Y,L). Consider
V ⊗k OX → L. The image is I ⊗ L for some coherent ideal I ⊂ OY . Then

V (I) =
⋂
s∈V

V (β(s)) ⊆ Y.

Note that β 6= 0 if and only if V (I) 6= Y . In this case, we get a morphism Y \V (I)→ P(V ).

4.1. Linear systems. Let X be an irreducible complete variety and L ∈ PicX.

Definition 4.1.1. A linear system on X corresponding to V is a linear subspace in the
projective space P(Γ(X, LL)∨) parametrizing lines in Γ(X,L).

The complete linear system corresponding to L is P(Γ(X,L)∨) (this is empty if and only if
h0(X,L) = 0).

Note that the complete linear system is in bijection with the set of effective Cartier divisors
D on X such that O(D) ∼= L.

Notation. A linear system corresponding to L given by V ⊆ Γ(X,L) is denoted |V |.
Definition 4.1.2. The base locus of |V | consists of

Bs |V | =
⋂
D∈|V |

D =
⋂
s∈V

V (s).

If Bs |V | = ∅, |V | is base-point free.

If |V | is base-point free, the map V ⊗k OX → L is surjective, so it gives a map X → P(V ).
In general, we get a morphism

f : X \ Bs(V )→ P(V ).

Note that an element v ∈ V defines a hyperplane Hv ⊆ P(V ) and an effective Cartier divisor
Dv on X such that f ∗Hv = Dv|X\Bs |V |, i.e.

OP(V )(−Hv) · OX\Bs(V ) = OX(−Dv)|X\Bs |V |.

Next, consider a morphism f : X → P(V ) corresponding o V ⊗kOX � L. We want to decide
when this is a closed embedding.

Assume that:

(1) X is complete,
(2) V ⊆ Γ(X,L) (without loss of generality).

Definition 4.1.3.

(1) We say that V separates the points of X if for any x 6= y in X, there is an s ∈ V such
that s(x) = 0, s(y) 6= 0.
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(2) We say that V separates the tangent vectors on X if for any x ∈ X and any v ∈
TxX \ {0}, there is an s ∈ V such that s(x) = 0, i.e. sx ∈ mxLx, and v does not
vanish on sx ∈ mLx/m2Lx ∼= mx/m

2
x.

Intuitively, the second conditions says that the subvariety defined by s contains x but v is
not a tangent vector to that subvariety.

Proposition 4.1.4. Suppose X is complete and L ∈ Pic(X). If V ⊆ H0(X,L) is a subspace
such that V ⊗OX � L is surjective, the corresponding morphism f : X → P(V ) is a closed
immersion if and only if V separates the points of X and V separates the tangent vectors on
V .

Proof. Note that V separates the points of X if and only if for any x, 6= y in X, there is a
hyperplane H in V such that f(x) ∈ H, f(y) 6∈ H. This is equivalent to f being injective.

Moreover, V separates the tangent vectors on X if and only if for any x ∈ X, and 0 6= v ∈
TxX, there is a hyperplane H ⊆ P(V ) such that H 3 f(x) and dfx(v) 6∈ Tf(x)H. This is
equivalent to the property that for any x ∈ X, dfx is injective.

Clearly, if f is a closed immersion, then both of these conditions are satisfied. We just need
to prove the converse, so suppose f is injective and dfx is injective for all x ∈ X. Since
X is complete, f is closed, Y = f(X) ⊆ P(V ) is a closed subvariety, and g : X → Y is a
homeomorphism, where g is given by the diagram

X P(V )

Y = f(X)

f

g

We just need to check that g is actually an isomorphism. It is enough to show that
OP(V ) → f∗OX is surjective, since this implies that the canonical morphism OY → g∗OX is
an isomorphism, so g is an isomorphism, and hence f is a closed immersion.

Since f is proper, we know that f∗OX is coherent. For p ∈ X, we get a morphism

OP(V ),f(p)︸ ︷︷ ︸
A

→ (f∗OX)f(p)︸ ︷︷ ︸
B

= OX,p.

Since f∗OX is coherent, ϕ : (A,mA)→ (B,mB) is a finite morphism of local rings (in partic-
ular, ϕ(mA) ⊆ mB).

Injectivity of TpX → Tf(p)P(V ) is equivalent to surjectivity mA/m
2
A → mB/m

2
B, i.e. mB = mA·

B+m2
B, which by Nakayama Lemma shows that mB = mA ·B. We know that A/mA → B/mB

is an isomorphism (since both are isomorphic to k). Hence B = ϕ(A) +mB = ϕ(A) +ma ·B
and B is a finitely-generated A-module, so by Nakayama Lemma B = ϕ(A), showing that ϕ
is surjective. �

4.2. Ample and very ample line bundles. Why are ample line bundles useful?

(1) They are related to embeddings to projective spaces.
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(2) They have “positivity”: you can create globall sections and you can kill cohomology.
(3) We can use them to construct locally free resolutions. If F ∈ Coh(X) and L is ample,

then F ⊗ Lm is globally generated for some m, so the map

H0(X,F ⊗ Lm)⊗OX � F ⊗ Lm.
Then we get an exact sequence

0 G (L−m)⊕N F 0

and repeating the for G etc, we get a locally free resolution. We will see later that
for smooth projective varieties, this resolution will actually be finite.

Exercise. For L ∈ Pic(X) and any m ≥ 1, L is ample if and only if Lm is ample. (See
Homework 10, Problem 1.)

Definition 4.2.1. Let f : X → Y be a morphism and L ∈ Pic(X). Then L is f -very ample
(or very ample over Y ) if there is a locally closed immersion j in PnY such that L ∼= j∗(OPn

Y
(1)):

X PnY = Pn × Y

Y

j

If Y is a point we simply say that L is very ample.

Theorem 4.2.2. Let f : X → Y be a morphism with Y affine and let L ∈ Pic(X). Then L
is ample if and only if there is an m ≥ 1 such that Lm is very ample.

Proof. The ‘if’ implication is clear, since we saw that OPn
Y

(1) is ample (since Y is affine), and
hence its restriction to any locally closed subset is still ample (by Homework 10, Problem
2). Since there is an m ≥ 1 such that Lm is ample, L is ample.

For the converse, suppose L is ample. For any x ∈ X, let W 3 x be an affine open
neighborhood such that L|W ∼= OW and consider Y = X \W with radical ideal sheaf IY .
Since L is ample, IY ⊗ Lm is globally generated for m� 0.

Since (IY )x = OX,x, there is a an s ∈ Γ(X, IY ⊗ Lm) ⊆ Γ(X,Lm) such that s(x) 6= 0.
Consider X \ V (s) ⊆ W , since s(y) = 0 for all y ∈ Y . Then x ∈ X \ V (s) = W \ V (s|W ),
which is a principal affine open subset in W , and hence it is affine (and we may also replace
s by sq and this still holds).

By the above process for all x ∈ X, we get an open cover X = U1 ∪ · ∪ Ur such that Ui is
affine for all i and si ∈ Γ(X,Lmi) such that Ui = X \ V (si). After replacing each mi by a
multiple, we may assume that mi = m for all i.

Since O(Ui) is a finitely-generated k-algebra, we may choose generators ai,1, . . . , ai,qi of it as
a O(Y )-algebra.

By Lemma 3.10.7, for all i, j, if q � 0, sqi |Ui
ai,j is the restriction to Ui of tij ∈ Γ(X,Lmq).

Fix one q � 0 that works for all i, j. Consider

kN+1 ⊗k OX → Lmq
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for N + 1 = r+
r∑
i=1

qi, which maps the element of the standard basis to sq1, . . ., sqr, ti,j for all

1 ≤ i ≤ r, 1 ≤ j ≤ qi. Note that this is surjective since

r⋂
i=1

V (sqi ) = ∅.

We hence get a map g : X → PN = MaxProj(k[xi, yi,j]). Take j : X → PNY = Y × PN given
by j = (f, g).

We claim that this is a closed embedding. Since j∗OPN
Y

(1) ∼= Lmq, this suffices.

We have a diagram

V =
r⊕
i=1

D+(xi)

X PNY

Y

j

j′

Then (j′)−1(D+(xi)) = Ui is affine and

ϕ : O(D+(xi))→ O(Ui)

is surjective, since ϕ
(
yi,j
xi

)
for 1 ≤ j ≤ qi generate O(Ui) as an O(Y )-algebra. This shows

that j is a locally closed embedding, and hence completes the proof. �

Corollary 4.2.3. An algebraic variety X is quasiprojective if and only if there is an ample
line bundle on X.

Proof. Apply Theorem 4.2.2 when Y is a point. �

Theorem 4.2.4. Let f : X → Y be a proper morphism, Y be affine, and let L ∈ PicX.
Then the following are equivalent:

(1) L is ample,
(2) for any F ∈ Coh(X), there is an m0 such that H i(X,F ⊗ Lm) = 0 for all i ≥ 1 and

m ≥ m0.

Proof. We will show that (2) is equivalent with Lm being ample over Y for some m, and
apply Theorem 4.2.2 to complete the proof.

Exercise. Check that (1) implies (2) (this follows from Theorem 4.2.2 using the fact that
on PnY and any F ∈ Coh(PnY ), there is an m0 such that H i(F ⊗O(m)) = 0 for all i ≥ 1 and
m ≥ m0).
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For (2) implies (1), as in the previous proof, it is enough to show that for any x ∈ X, there
is an m such that s ∈ Γ(X,Lm) such that x ∈ X \V (s) is affine. This is similar to the proof
of Serre’s Theorem 3.4.1.

For any x ∈ X, let W 3 x be an affine open neighborhood such that L|Q ∼= OW and consider

Z = (X \W ) ∪ {x}
with radical ideal IZ . Then we have an exact sequence

0 IZ OX OZ 0

and by the assumption, H1(IZ ⊗ Lm) = 0 for m � 0, so the long exact sequence in coho-
mology shows that

Γ(X,Lm)→ Γ(Z,Lm|Z)

is surjective. Then there is an s ∈ Γ(X,Lm) such that s(x) 6= 0 and Z ⊆ V (s). As before,
this shows that x ∈ X \ V (s) is affine. �

Remark 4.2.5. In the official notes, there is a section about relative versions of ampleness
and projective morphisms. This was omitted in class due to lack of time.

5. Ext and Tor functors

Let R be a commutative ring. Consider for M ∈ R-mod, the functor HomR(M,−). This is
left-exact and the category has enough injectives, so we get right derived functors

ExtiR(M,−) : R-mod→ R-mod,

which satisfy the usual properties:

• Ext0
R(M,−) ∼= HomR(M,−),

• if N is an injective R-module, then ExtiR(M,N) = 0 for i > 0,
• for a short exact sequence, we get a long exact sequence of Ext modules.

Given ϕ : M →M ′, we get a natural transformation

Hom(M ′,−)→ Hom(M,−)

ψ 7→ ψ ◦ ϕ,

which induces a natural transformation ExtiR(M ′,−)→ ExtiR(M,−). In other words ExtiR(−,−)
is a bifunctor.

Note that we can also derive with respect to the 1st variable. Consider the contravariant
functor

HomR(−, N) : R-mod→ R-mod

which is left exact. We can interpret it as a left exact covariant functor

HomR(−, N) : (R-mod)op → R-mod.

Since R-mod has enough projective objects, we can construct the right derived functors of

HomR(−, N), written Ext
i

R(−, N). We temporarily write Ext, but we will soon see that
these functor are naturally isomorphic to Ext.
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How to compute it? Consider a projective resolution

· · · F1 F0 M 0.

(Convention about upper/lower indexing: Ci = C−i and Hi = H−i.) Then

Ext
i

R(M,N) ∼= Hi(HomR(F•, N)).

As always:

• Ext
0

R(M,N) ∼= HomR(M,N),

• if RM is a projective module, then Ext
i

R(M,N) = 0 for all i ≥ 1,
• if 0→M ′ →M →M ′′ → 0 is exact, we get a long exact sequence

· · · Ext
i

R(M ′′, N) Ext
i

R(M,N) Ext
i

R(M ′, N)

Ext
i+1

R (M ′′, N) · · ·

Proposition 5.0.1. We have a functorial isomorphism (in both variables)

ExtiR(M,N) ∼= Ext
i

R(M,N).

Proof. It is enough to show that given a projective resolution F• of M , we have a functorial
isomorphism

ExtiR(M,N) ∼= Hi(HomR(F•, N)).

We check that the right hand side gives a δ-functor in N . Given an exact sequence

0 N ′ N N ′′ 0,

we get an exact sequence of complexes

0 HomR(F•, N
′) HomR(F•, N) HomR(F•, N

′′) 0

since each Fi is projective. Then the long exact sequence in cohomology shows that

{Hi(HomR(F•,−))}i≥0

is a δ-functor.

Since F1 → F0 →M → 0 is exact and HomR(−, N) is left-exact, we see that

H0(HomR(F•, N)) ∼= HomR(M,N).

Moreover, if N is injective, then HomR(−, N) is exact, which shows that

Hi(HomR(F•, N)) = 0

for i > 0.
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By the universal property of δ-functors, we get a natural isomorphism of δ-functors, showing
that:

ExtiR(M,N) ∼= Hi(HomR(F•, N)).

This completes the proof. �

From now on, we will write Ext = Ext and use whichever interpretation is more useful.

Example 5.0.2. If ϕa : N → N is given by u 7→ au for some a ∈ R, then

ExtiR(M,N) ExtiR(M,N)
ExtiR(M,ϕa)

is also given by mutliplication by a. Similarly in the first variable.

Proposition 5.0.3. If R is Noetherian and M and N and finitely-generated R-modules,
then

(1) ExtiR(M,N) is finitely-generated over R for all i,
(2) for any multiplicative system S ⊆ R,

S−1 ExtiR(M,N) ∼= ExtiS−1R(S−1M,S−1N)

as S−1R-modules.

Proof. The idea is to compute Ext using a free resolution of M given by finitely-generated
modules. �

Definition 5.0.4. Let M be an R-module. The projective dimension, pdRM , is the smallest
n such that there is a projective resolution

0 Fn · · · F0 M 0

(if no such n exists, pdRM =∞).

Proposition 5.0.5. Let M be an R-module. Then the following are equivalent:

(1) pdRM ≤ n,
(2) ExtiR(M,N) = 0 for all i > n and all N ,
(3) Extn+1

R (M,N) = 0 for all N ,
(4) for any exact sequence

Fn−1 · · · F0 M 0
ϕ

with Fi projective for all i, kerϕ is projective.

Proof. It is clear that (2) implies (3) and (4) implies (1). Consider the exact sequence

0 Q = ker(ϕ) Fn−1 · · · F0 M 0
ϕ

with all Fi projective. Then we break this into short exact sequences and use ExtiR(Fj, N) = 0
for all j and i ≥ 1 to conclude that

(∗) ExtiR(M,N) ∼= Exti−nR (Q,N)
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for all i > n. Indeed, the short exact sequence

0→M1 → F0 →M → 0,

the long exact sequence shows that for i ≥ 1:

ExtiR(F0, N)︸ ︷︷ ︸
=0

ExtiR(M,N) Exti+1
R (M,N) Exti+1

R (F0, N)︸ ︷︷ ︸
=0

and we iterate this to get (∗).

This shows that if (1) holds, then we have such a sequence withQ projective, so Exti−nR (Q,N) =
0 for all i > n, and hence (2) holds.

To prove (3) implies (4), it is enough to show that if Ext1
R(Q,N) = 0 for all N , then Q is

projective. Choose a short exact sequence

0 Q′ F Q 0

with F projective. Then we have an exact sequence

0 Hom(Q,Q′) Hom(F,Q′) Hom(Q′, Q′) Ext1(Q,Q′) = 0,

and hence the sequence above is split. Since F is projective, this shows that Q is projective.
�

Corollary 5.0.6. If 0→M ′ →M →M ′′ → 0 is exact, then

(1) pdRM ≥ min{pdR(M ′), pdR(M ′′)},
(2) pdRM

′ ≥ min{pdR(M), pdR(M ′′)− 1},
(3) pdRM

′′ ≥ min{pdR(M), pdR(M ′) + 1}.

Proof. Exercise. Hint: use Proposition 5.0.5 and the long exact sequence. �

We now discuss the Tor modules. For an R-module M , the functor M ⊗R − is right exact.
Since R-mod has enough projectives, we can construct the left derived functors TorRi (M,−).
As always, we have the following properties:

• TorR0 (M,−) ∼= M ⊗R −,
• if N is projective, then TorRi (M,N) = 0 for i > 0,
• if 0→ N ′ → N → N ′′ → 0 is a short exact sequence, we get a long exact sequence

· · · Tori(M,N ′) Tori(M,N) Tori(M,N ′′)

Tori+1(M ′, N) · · ·
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Moreover, given a morphism M → M ′, we get a natural transformation Tori(M,−) →
Tori(M

′,−).

Note that by definition, Tori(M,N) ∼= Hi(M ⊗F0) where F• → N is a projective resolution.

Proposition 5.0.7. We have a functorial isomorphism

Tori(M,N) ∼= Tori(N,M),

i.e. if G• →M is a projective resolution, then

Tori(M,N) ∼= Hi(G• ⊗N).

Proof. This is similar to the proof of Proposition 5.0.1, so we omit the proof here. �

Remarks 5.0.8.

(1) If ϕa : N → N is given by multiplication by a ∈ R, Tori(M,N) is again given by
multiplication by a.

(2) If R is Noetherian, and M,N are R-modules, then Tori(M,N) is a finitely-generated
R-module.

(3) If S ⊆ R is a multiplicative system, then S−1 TorRi (M,N) ∼= TorS
−1R

i (S−1M,S−1N).
(4) If pdRM = n, then TorRi (M,N) = 0 for i > n (compute using a projective resolution

of M of length n).

Proposition 5.0.9. Let M be an R-module. Then the following are equivalent:

(1) M is a flat R-module,
(2) TorRi (M,N) = 0 for all i > 0 and all N ,
(3) TorR1 (M,N) = 0 for all N .

Proof. To see that (1) implies (2), let F• → N be a projective resolution, and note that if
M is flat, then tensoring with M is exact, so Hi(F• ⊗M) = 0 for i > 0.

Since (2) implies (3) trivially, we just need to show that (3) implies (1). If

0 N ′ N N ′′ 0

is exact, we get an exact sequence

0 = Tor1(M,N ′′) M ⊗N ′ M ⊗N M ⊗N ′′ 0

which shows that M is flat. �

Corollary 5.0.10. Let 0→M ′ →M →M ′′ → 0 be a short exact sequence.

(1) If M ′ and M ′′ are flat, then M is flat.
(2) If M ′′ and M are flat, then M ′ is flat.
(3) If M ′′ is flat, then for any N , 0→M ′ ⊗N →M ⊗N →M ′′ ⊗N → 0 is exact.

Proof. Use the long exact sequence for Tor and Proposition 5.0.9. �
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Corollary 5.0.11. If (R,m, k) is a local Noetherian ring and RM is flat and finitely-
generated, then M is free.

Sketch of proof. As in the case when M was projective, choose a short exact sequence

0→ N → F →M → 0

where F is free and finitely-generated with a minimal set of generators. Then N ⊆ m · F ,
and Corollary 5.0.10, we get a short exact sequence

0 N ⊗ k︸ ︷︷ ︸
N/mN

F ⊗ k︸ ︷︷ ︸
F/mF

M ⊗ k 0

and N/mN = 0 shows by Nakayama Lemma that N = 0, and hence M ∼= F . �

Finally, we discuss Ext and Ext for OX-modules. If F is and OX-module, we get two left
exact functors:

HomOX
(F ,−) : OX-mod→ OX(X)-mod

HomOX
(F ,−) : OX-mod→ OX-mod

which give right derived functors

ExtiOX
(F ,−) : OX-mod→ OX(X)-mod,

Ext iOX
(F ,−) : OX-mod→ OX-mod.

For example, Ext iOX
(OX ,G) = 0 for i > 0, but ExtiOX

(OX ,G) ∼= H i(X,G).

Proposition 5.0.12. If F has a locally free resolution P• → F , then

Ext iOX
(F ,G) ∼= Hi(HomOX

(P•,G)).

Proof. The proof is the same as for Ext of R-modules (Proposition 5.0.1). �

Proposition 5.0.13. For any open subset U of X, we have a canonical isomorphism

Ext iOX
(F ,G)|U ∼= Ext iOU

(F|U ,G|U).

We say that Ext are local Ext and Ext are global Ext.

6. Depth and Cohen-Macaulay rings

6.1. Depth. Let R be a Noetherian ring and M be a finitely-generated R-module.

The idea is to we start with notion of a nonzero divisor and extend this notion to a sequence
of elements.

Definition 6.1.1. A sequence of elements x1, . . . , xn ∈ R ais an M-regular sequence if

(1) (x1, . . . , xn)M 6= M ,
(2) for any i, 1 ≤ i ≤ n, xi is a non zero-divisor on M/(x1, . . . , xi−1)M .

If M = R, this is just a regular sequence.
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Remark 6.1.2. If x1, . . . , xn is an M -regular sequence, and S ⊆ R is a multiplicative system
such that (x1, . . . , xn) · S−1M 6= S−1M , then x1

1
, . . . , xn

1
is an S−1M -regular sequence.

Remark 6.1.3. If x1, . . . , xn is an M -regular sequence, then (x1) ( (x1, x2) ( · · · . Indeed,
if xi ∈ (x1, . . . , xi−1) and xi is a non zero-divisor, then M/(x1, . . . , xi−1)M = 0, contradict-
ing (1).

Since R is Noetherian, every M -regular sequence is contained in a maximal one.

Similarly, if I is a fixed ideal, every M -regular sequence contained in I is part of a maximal
one with the same property.

Note that if IM 6= M , an M -regular sequence x1, . . . , xn ∈ I is maximal for such sequences
contained in I if and only if for any x ∈ I, x is a zero-divisor on M/(x1, . . . , xn)M , which
is equivalent to I ⊆ p for some p ∈ Ass(M/(x1, . . . , xn)M). Equivalently, I · u = 0 for some
nonzero u ∈M/(x1, . . . , xn)M .

Definition 6.1.4. For an ideal I ⊆ R, the depth of I with respect to M is

depth(I,M) = min
{
i ≥ 0 | ExtiR(R/I,M) 6= 0

}
(and +∞ if the set is empty).

If (R,m) is local, we write simply depth(M) = depth(m,M).

Theorem 6.1.5.

(1) If IM = M , then depth(I,M) =∞.
(2) If IM 6= M , thendepth(I,M) is the length of any maximal M-regular sequence in I.

Proof. For (1), suppose IM = M . It is enough to show that for any prime ideal p in R,

ExtiR(R/I,M)p = 0.

Since Ext commutes with localization, we just need to show that

ExtiRp
(Rp/IRp,Mp) = 0.

If I ⊆ p, then Mp = 0. If I 6⊆ p, then Rp/IRp = 0. In both cases

ExtiRp
(Rp/IRp,Mp) = 0.

For (2), suppose IM 6= M and choose a maximal M -regular sequence x1, . . . , xn in I. We
show that depth(I,M) = n by induction on n.

For n = 0, there is an u ∈M \ {0} such that Iu = 0. Then we have a nonzero map

R/I →M

1 7→ u.

This shows that Hom(R/I,M) 6= 0, and hence depth(I,M) = 0.

For the inductive step, suppose n ≥ 1. Clearly, x2, . . . , xn is a maximal M/x1M -regular
sequence in I. Note that

I(M/x1M) = IM/x1M 6= M/x1M.

Consider the short exact sequence



104 MIRCEA MUSTAŢĂ

0 M M M/x1M 0.
·x1

Note that multiplication by x1 is injective, since x1 is a non zero-divisor. The long exact
sequence gives

ExtiR(R/I,M) ExtiR(R/I,M) ExtiR(R/I,M/x1M) Exti+1
R (R/I,M),

·xi

but xi ∈ I implies that the multiplication by xi map above is 0. We hence get short exact
sequences

0 ExtiR(R/I,M) ExtiR(R/I,M/x1M) Exti+1
R (R/I,M) 0.

This shows that ExtiR(R/I,M/x1M) = 0 if and only if ExtiR(R/I,M) = 0 and Exti+1
R (R/I,M) =

0. Therefore,

depth(I,M/x1M) = depth(I,M)− 1.

This completes the proof by induction, since n− 1 = depth(I,M/x1M). �

Corollary 6.1.6.

(1) We have that depth(I,M) = depth(
√
I,M),

(2) If I ⊆ J , then depth(I,M) ≤ depth(J,M),
(3) We have that depth(I,M) = min

p⊇I
prime

depth(Mp).

(4) If x ∈ I is a non-zero-divisor on M , depth(I,M/xM) = depth(I,M)− 1,
(5) Recall that, by definition, dim(M) = dim(R/AnnR(M)). If (R,m) is local, then for

every prime p ∈ Ass(M), for M 6= 0,

depth(M) ≤ dim(R/p).

In particular, depth(M) ≤ dim(M).

Proof. To see (1), note that IM = M if and only if
√
IM = M . Otherwise, use the same

proof to show that if x1, . . . , xn maximal M -regular sequence in I then n = depth(
√
I,M).

The last step of the proof clearly works. For the n = 0 step, we needed Iu = 0 for some
u ∈M \ {0}, but this implies that

√
Iv = 0 for some v ∈M \ {0}.

Part (2) follows immediately from Theorem 6.1.5.

For (3), if I ⊆ p is prime, then depth(I,M) ≤ depth(IRp,Mp) ≤ depth(Mp) by (2). We want
to show this is achieved for some p. If IM = M , we are done. If IM 6= M and x1, . . . , xn ∈ I
is a maximal M -regular sequence, then I ⊆ p for some p ∈ AssR(M/(x1, . . . , xn)M). Then
IRp ⊆ pRp ∈ AssRp(Mp/(x1, . . . , xn)Mp). Hence x1

1
, . . . , xn

1
is a maximal Mp-regular sequence

in pRp, so n is the depth of Mp. This proves (3) by Theorem 6.1.5.

Part (4) is immediately from the proof of Theorem 6.1.5.

To prove (5), we induct on n = depth(M). If n = 0, this is clear. If n ≥ 1, then there is a
nonzero divisor x ∈ m. By (4), depth(M/xM) = depth(M) − 1. There exists u ∈ M \ {0}
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such that pu = 0. By Krull’s intersection theorem, we can write

u = xjv for v 6∈ xM.

Since pu = 0, pv = 0 since x is a non-zero-divisor on M . Then v ∈M/xM is nonzero. Then
p ⊆ q for some q ∈ Ass(M/xM). Since x is a non-zero-divisor on M , x 6∈ p and x ∈ q, we
have that p 6= q. By induction, we have that

depth(M)− 1 = depth(M/xM) ≤ dimR/q ≤ dim(R/p)− 1.

This completes the proof. �

Example 6.1.7. Let X be an algebraic variety and x ∈ X be a smooth point. Let a1, . . . , an
be a minimal system of generators of the maximal ideal in OX,x. Note that n = dim(OX,x),
since x is a smooth point. We saw that for any i with 1 ≤ i ≤ n,

OX,x/(a1, . . . ai)

is the local ring of a smooth variety. In particular, it is a domain. This implies that a1, . . . , an
is a regular sequence. Therefore:

depth(OX,x) = n.

Proposition 6.1.8. If 0→M ′ →M →M ′′ → 0 is a short exact sequence, then

depth(I,M) ≥ min{depth(I,M ′), depth(I,M ′′)},
depth(I,M ′) ≥ min{depth(I,M), depth(I,M ′′) + 1},
depth(I,M ′′) ≥ min{depth(I,M), depth(I,M ′)− 1}.

Proof. Use the definition and the long exact sequence. �

Theorem 6.1.9 (Auslander–Buchsbaum). If (R,m) is a local, Noetherian ring and 0 6= M
is a finitely-generated R-module with pdR(M) <∞, then

depth(R) = depth(M) + pdR(M).

Before we can prove the theorem, we begin with some preparations.

Suppose u1, . . . , un ∈M is a minimal system of generators and consider the map

ϕ : F0 = R⊕n �M

ei 7→ ui.

By minimality, ker(ϕ) ⊆ mF0. Repeat to get

F1 � ker(ϕ)

using a minimal system of generators for ker(ϕ). Altogether, this gives a free resolution

· · · F1 F0 M 0.
d2 d1

This is a minimal free resolution of M : di(Fi) ⊆ m · Fi−1 for all i ≥ 1 (so if we write di as a
matrix with respect to a basis, all entries are in the maximal ideal).

Proposition 6.1.10. If F• →M is a minimal free resolution, rank(Fi) = dimk Tori(k,M).
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Proof. All maps in F• ⊗R R/m are 0, which shows that

Tori(k,M) = Fi ⊗R R/m
for all i. �

Corollary 6.1.11. The following are equivalent for a local Noetherian ring (R,m) and
finitely-generated R-module M of finite projective dimension:

(1) pdR(M) ≤ q,
(2) Tori(M,N) = 0 for all i ≥ q + 1 and all N ,
(3) Torq+1(k,M) = 0.

Proof. It is clear that (1) implies (2) and (2) implies (3). Finally, from Proposition 6.1.10
shows that(3) implies (1). �

Definition 6.1.12. The global dimension of R is

gldim(R) := sup{pd(M) | RM finitely-generated}.

Corollary 6.1.13. We have that gldim(R) = pdR(k) for a local ring (R,m).

Proof. This follows from Corollary 6.1.11. �

Finally, we can proceed with the proof of the Auslander–Buchsbaum Theorem 6.1.9.

Proof of Theorem 6.1.9. Let (R,m) be a local Noetherian ring and 0 6= M be a finitely-
generated R-module with pdR(M) < ∞. We want to show that depth(R) = depth(M) +
pdR(M).

Let n = depth(R). Consider a minimal free resolution of M :

0 Fq · · · F1 F0 M 0.
dq d2 d1

where q = pdR(M) by Corollary 6.1.11.

Suppose n = 0. Then there exists u ∈ R \ {0} such that µ = 0. If q ≥ 1, dq(u · Fq) = 0,
contradicting the injectivitiy of dq.

Hence pdRM = 0, so M is free and o depth(M) = depth(R) = 0.

Suppose now that n > 0. Additionally, assume for now that depth(M) > 0. Then there is
x ∈ m which is a non-zero-divisor on both R and M . Then

0 R R R/(x) 0·x

and tensoring with with M , the long exact sequence shows that TorRi (R/(x),M) = 0 for all
i ≥ 1.

Tensoring the minimal free resolution F• →M with R/(x) is hence exact, so

F• ⊗R/(x)→M/xM
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is a free resolution of M/xM , which is also minimal.

Then pdR/(x)M/xM = pdRM . Since x is non-zero-divisor on both R, M , depth(M/xM) =
depthM − 1 and depth(R/(x)) = depth(R)− 1. This completes the proof by induction.

We are finally left with the case depth(R) = n > 0 but depth(M) = 0. Then M is not a free
module. Consider the short exact sequence

0 N F0 M 0

with N 6= 0. We know that pdR(N) = pdR(M)−1. Also, depth(N) = 1 by Proposition 6.1.8.

Then we can apply the result for N to complete the proof. �

Homework. Read about the Serre Condition SI (Review Sheet).

Remarks 6.1.14.

(1) Let R be a Noetherian ring, RM be finitely-generated, and let a ⊆ R be such that
a ·M = 0. Then

depth(I,M) = depth(I + a/a,M)

(using the description via regular sequences, Theorem 6.1.5).
(2) We showed that if (R,m) is a local Noetherian ring and M is a finitely-generated

R-module, then

depthM ≤ min
p∈Ass(M)

≤ min dimR/p ≤ dimM.

Similarly, one can show that for any Noetherian ring R and any ideal a ⊆ R,

depth(a, R) ≤ codim(a).

6.2. The Koszul complex. Let R be a commutative ring and E be and R-module with a
map ϕ : R→ R. The Koszul complex K(ϕ) = K(ϕ)• given by

· · · K(ϕ)p =
∧pE K(ϕ)p−1 =

∧p−1E · · · E R
dp ϕ

where

dp(e1 ∧ · · · ∧ ep) =
∑
i=1

(−1)i−1ϕ(ei)e1 ∧ · · · ∧ êi ∧ · · · ∧ ep.

It is easy to see that dp ◦ dp+1 = 0 for all p ≥ 1, so this is actually a complex.

• We are only interested in the case where E is free of rank n. In this case K(vϕ)p = 0
for all p > n.
• For an R-module M , we set K(ϕ,M) = K(ϕ)⊗RM .
• For an n-tuple x = (x1, . . . , xn) ∈ Rn, we set

K(x) = K(x1, . . . , xn) = K(ϕ)
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where

ϕ : Rn → R,

ei 7→ xi.

For example, when n = 1, K(x) is just the multiplication by x map R→ R.

Remark 6.2.1 (Functoriality). Given a commutative diagram

E R

F R

ϕ

u =

ψ

we get a morphism of complexes K(ϕ)→ K(ψ) given by

K(ϕ)p = ∧pE
∧p u−→ ∧pF = K(ψ)p.

If u is an isomorphism, then K(ϕ) ∼= K(ψ).

Examples 6.2.2.

(1) If σ permutes {1, . . . , n}, we get an isomorphism

K(x1, . . . , xn) = K(xσ(1), . . . , xσ(n)).

(2) Suppose x1, . . . , xn and y1, . . . , yn are minimal systems of generators for a ⊆ R, where
(R,m) is local and Noetherian. Write

yi =
n∑
j=1

ai,jxj.

Then we have a commutative diagram

e′i xi∑
j ai,je

′
j Rn R

ei Rn R

ei yi

ϕ

=

ψ

Since det(ai,j) 6∈ m, u is an isomorphism, and we get K(x1, . . . , xn) ∼= K(y1, . . . , yn).

Remark 6.2.3. Note that H0(K(ϕ,M)) = coker(ϕ)⊗RM .

Proposition 6.2.4. If a ∈ im(ϕ), then multiplication by a on K(ϕ) is homotopic to 0. In
particular, if ϕ is surjective, then Hi(K(ϕ,M)) = 0 for all i.

Proof. We want to define maps θp



MATH 632: ALGEBRAIC GEOMETRY II 109∧pE
∧p−1E

∧p+1E
∧pE

dp

θp

θp−1

dp

which give a homotopy between ·a and 0.

Write a = ϕ(e) for e ∈ E, and set

θp(e1 ∧ · · · ∧ ep) = e ∧ e1 ∧ · · · ∧ ep.
It is then easy to check that d ◦ θ + θ ◦ d = a · id. �

The next goal is to relate K(x1, . . . , xn;M) to K(x1, . . . , xn−1;M). more generally, suppose
ϕ : E → R and consider for a ∈ R:

F = E ⊕R R

(e, λ) ϕ(e) + λa.

ψ

Note that
p∧
F ∼=

p∧
E ⊕

p−1∧
E

via the map

p−1∧
E →

p∧
F

e1 ∧ · · · ∧ ep−1 7→ e0 ∧ e1 ∧ · · · ∧ ep−1

where e0 = (0, 1) ∈ F . This gives an exact sequence

0 K(ϕ) K(ψ) C• 0

where Cp = ∧p−1E with the differential is −dK(ϕ). The long exact sequence in cohomology
gives

Hp(K(ϕ)) Hp(K(ψ)) Hp−1(K(ϕ)) Hp−1(K(ϕ))·a

Note that the short exact sequence above is split at each level, so tensoring with an R-module
M gives a short exact sequence, and hence a similar result holds after tensoring with M .

Proposition 6.2.5. Let R be a Noetherian ring and M be an R-module.

(1) If x1, . . . , xn is an M-regular sequence, then

Hi(K(x,M)) =

{
0 if i ≥ 1

M/(x1, . . . , xn)M if i = 0.

(2) If R is local, xi ∈ m, M 6= 0, and Hi(K(x,M)) = 0 for i > 0, then x is an M-regular
sequence.
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Proof. To prove (1), we use induction on n. For n = 1, the Koszul complex is

0 M M 0·x

and the assertion is immediate. In general, consider the complexes K(x,M) and K(x′,M)
with x′ = x1, . . . , xn−1. Then the long exact sequence above gives

Hi(K(x′,M)) Hi(K(x,M)) Hi−1(K(x′,M)) Hi−1(K(x′,M)).
·xn

By the inductive hypothesis,Hj(K(x′,M)) = 0 for j ≥ 1. It is hence clear thatHi(K(x,M)) =
0 for i ≥ 2. We also have a short exact sequence

0 H1(K(x,M)) M/x′ ·M M/x′M
·xn

but xn is a non-zero-divisor on M/x′M , so H1(K(x,M)) = 0.

For (2), we again use induction on n. The n = 1 case is immediate. In general, we use the
same exact sequence as above. Since Hi(K(x,M)) = 0 for all i > 0, this shows that

Hi(K(x′,M)) = xn · Hi(K(x′,M))

for i > 0. Nakayama Lemma then shows that Hi(K(x′,M)) = 0 for all i > 0, and hence the
inductive hypothesis shows that x1, . . . , xn−1 is an M -regular sequence.

Also, H1(K(x,M)) = 0, which shows that (using the exact sequence above again) xn is a
non-zero-divisor on H0(K(x′,M)) = M/x′M . Hence x1, . . . , xn is a regular sequence. �

Corollary 6.2.6. Suppose (R,m) is a local Noetherian ring and RM is finitely-generated.
Consider any M-regular sequence x1, . . . , xn. Then

(1) any permutation of it is a regular sequence,
(2) K(x1, . . . , xn) gives a minimal free resolution of R/(x1, . . . , xn), so

pdRR/(x1, . . . , xn) = n.

Proof. Both assertions follow from Proposition 6.2.5. �

Example 6.2.7. Let X be an algebraic variety and x ∈ X be a smooth point. Let n =
dim(OX,x), R = OX,x.

We saw that if m = (u1, . . . , un) is a maximal ideal, then u1, . . . , un is an OX,x-regular
sequence. This shows that pdR(R/m) = n, so gldim(R) = n.

The converse also holds by a Theorem due to Auslander-Buchsbaum-Serre. We do not prove
this here.

If X is a smooth variety of dimension n, F is a coherent sheaf on X, and

En−1 · · · E0 F 0
dn−1
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is an exact complex with Ei locally free, then ker(dn−1) is locally free.

For example, if X is smooth and quasiprojective, every coherent sheaf has a finite resolution
by locally free sheaves.

How to glue the Koszul complex on algebraic varieties? Consider s ∈ Γ(X, E) = HomOX
(E∨,OX)

where E is locally free. Then consider the complex

· · · · · ·
∧2(E∨) E∨ OXs

with the map
∧i(E∨)→

∧i−1 E∨ is given by∑
i=1

(−1)i−1s(ei)e1 ∧ · · · ∧ êi ∧ · · · ∧ ep.

Note that if U ⊆ X is an affine open subset, then the restriction of this complex to U is the

Koszul complex for E∨(U)
s|U→ OX(U).

Example 6.2.8. Let X = P(V ) for dimk V = n+ 1. We have a surjective morphism

V ⊗k OX � OX(1)

and the Koszul complex of the map V ⊗k OX(−1)� OX is

0
∧n+1 V ⊗OX(−n− 1) · · · V ⊗OX(−1) OX 0.

This is exact by Proposition 6.2.4.

Exercise. We have that

ker

(
p∧
V ⊗O(−p)→

p−1∧
V ⊗O(−p+ 1)

)
.

6.3. Cohen–Macaulay modules. Recall that if (R,m) is a local Noetherian ring and RM
is a finitely-generated R-module, then depthM ≤ dimM (see Corollary 6.1.6).

Definition 6.3.1. Such a module M is Cohen–Macaulay if depthM = dimM . If R is
not necessarily local, M is Cohen–Macaulay if Mm is a Cohen–Macaulay Rm-module for all
maximal ideals m in supp(M).

A ring R is Cohen–Macaulay if it is Cohen–Macaulay over itself.

Definition 6.3.2. If X is an algebraic variety and F is coherent sheaf on X, then

(1) for x ∈ X, F is Cohen–Macaulay at x ∈ X if Fx is a Cohen–Macaulay module over
OX,x,

(2) F is Cohen–Macaulay if it is Cohen–Macaulay at all x ∈ X.

Finally, X is Cohen–Macaulay if OX is Cohen–Macaulay over itself.

Examples 6.3.3.

(1) For a smooth variety X, X is Cohen–Macaulay. Indeed, we saw that depthOX,x ≥
dimOX,x in Example 6.1.7.



112 MIRCEA MUSTAŢĂ

(2) If X and Y are Cohen–Macaulay, then X×Y is Cohen–Macaulay (this is a homework
problem).

Proposition 6.3.4. Let f : X → Y be a finite, surjective moprhism of varieties and suppose
Y is smooth. Then X is Cohen–Macaulay if and only if f is flat.

Proof. Note that since f is finite, f is flat if and only if f∗OX is locally free.

We may assume that X and Y are affine by choosing affine open covers for X and Y .
Let ϕ : A = O(Y ) → O(X) = B be the corrresponding morphism, and choose y ∈ Y
corresponding to m ⊆ A.

We will show later that depth(mAm, Bm) = depth(mBm, Bm). Then

depth(mBm, Bm) = min
n⊆B

maximal
nB⊆n

depth(Bn).

by Corollary 6.1.6, and
depth(Bn) ≤ dim(Bn) = dim(Am).

Altogether, this shows thatBn is Cohen-Macaulay for all n as above if and only if depth(mAm, Bm) =
dim(Am). Since y ∈ Y is a smooth point, pdAm

(Bm) <∞, by Auslander-Buchsbaum 6.1.9,

depth(mAm, Bm) = depthAm︸ ︷︷ ︸
=dimAm

− pdAm
Bm.

Hence depth(mAm, Bm) = dim(Am) if and only if Bm is projective (which is equivalent to
flatness) over Am. �

Homework. Read about the local flatness criterion (Review Sheet).

Example 6.3.5. If X is an affine toric variety and it is normal, then X is Cohen–Macaulay.

Proposition 6.3.6. A ring R is a Cohen–Macaulay ring if and only if for any ideal a ( R,
depth(a, R) = codim(a). (In general, we just have ‘≤’).

Proof. Note that:

depth(a, R) = min
p⊇a

prime

depthRp = min
p⊇a

prime

dimRp = codim a.

Exercise. Check the converse also holds. �

Proposition 6.3.7. Let X be a variety and F ∈ Coh(X). If I ⊆ OX is a coherent ideal and
x ∈ V (I) is such that Ix is generated by an Fx-regular sequence, then F is Cohen–Macaulay
at x if and only if F/I · F is Cohen–Macaulay at x.

Proof. We may assume that X is an affine variety and (by induction on length of the regular
sequence) that Ix = (f) for a non-zero-divisor f on Fx. We saw that depth(Fx/f · Fx) =
depth(Fx)− 1.

We have that supp(F/IF) = supp(F)∩V (I). Since f is a non-zero-divisor on Fx, V (f) does
not contain any irreducible component of supp(F) passing through x. hence dim(Fx/IxFx) =
dimFx − 1. This completes the proof of (2). �
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Proposition 6.3.8 (Unmixedness). Let F be a coherent sheaf on X which is Cohen–
Macauley at x. Then any associated subvarieties of F passing through x is an irreducible
component of supp(F). Moveover, any 2 irreducible components of supp(F) passing through
x have the same dimension.

Proof. This follows from: if (R,m) is local Noetherian and RM is finitely-generated, then
for any p ∈ AssR(M), depth(M) ≤ dimR/p ≤ dimM . If M is Cohen–Macaulay, then
dim(R/p) = dimM . (In particular, p is minimal in suppM). �

Proposition 6.3.9. If F is a coherent sheaf on X which is Cohen–Macauley at x, then
for any closed irreducible subvariety Y ⊆ X containing x, FY is a Cohen–Macauley OX,Y -
module.

Sketch of proof. We may assume that X is affine, A = O(X), M = F(X), and p is the prime
ideal corresponding to Y , m is the prime ideal corresponding to x.

We argue by induction on r = depth(Mp). If r = 0, pAp ∈ Ass(Mp), so pAm ∈ Ass(Mm). By
Proposition 6.3.8, pAm is minimal in supp(Mm), so dim(Mp) = 0.

For the inductive step, take a non-zero-divisor on M in p and use Proposition 6.3.7. �

Corollary 6.3.10. If X is an affine variety which is Cohen–Macaulay, O(X) automatically
satisfies Serre’s condition (Si):

depth(O(X)p) ≥ min{i, dim(O(X)p)}
for all p prime. Hence (by Serre’s normality condition2) a Cohen–Macaulay variety is normal
if and only if it is smooth in codimension 1.

Definition 6.3.11. Let X be a variety. A coherent ideal sheaf I ⊆ OX is locally a complete
intersection ideal if for any x ∈ V (I), Ix is generated by a regular sequence.

Example 6.3.12. Suppose X is Cohen–Macaulay. Then I ⊆ OX is locally a complete
intersection ideal if and only if for any x ∈ X, Ix can be generated by r = codim(Ix)
elements.

Definition 6.3.13. A closed subvariety Y of X is regularly embedded if the corresponding
radical ideal IY is locally a complete intersection ideal.

As an application, we present the classical result known as Bézout’s Theorem.

Let H1, . . . , Hn ⊆ Pn be effected Cartier divisors on Pn, di = deg(Hi) such that Z =
⋂
i

Hi is

0-dimensional.

If p ∈ Z, and fi ∈ OPn,p is the image of a local equation of Hi, we define the intersection
multiplicity of H1, . . . , Hn at p as

ip(H1, . . . , Hn) = ` (OPn,p/(f1, . . . , fn)) .

Theorem 6.3.14 (Bézout). With the above definition:∑
p∈Z

ip(H1, . . . , Hn) =
n∏
i=1

di.

2See Review Sheet 5.
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Proof. For 1 ≤ j ≤ n, let

Fj = OH1 ⊗ · · · ⊗ OHj
= OX/Ij.

Note that

supp(Fj) = V (Ij) =

j⋂
i=1

supp(Hi).

Each irreducible component has codimension ≥ j. The hypothesis that Z =
j⋂
i=1

Hi is 0-

dimensional forces each irreducible component to have codimension = j.

Since X = Pn is Cohen–Macaulay, so Ij is a locally complete intersection ideal. In particular,
Fj is a Cohen–Macaulay sheaf. This shows that every associated subvariety of Fj is an
irreducible component.

If j ≤ n− 1, Hj+1 does not contain any associated subvariety of Fj. We then have an exact
sequence

0 Fj ⊗O(−dj+1) Fj Fj+1 0

that comes from tensoring

0 OPn(−dj+1) OPn OHj+1
0

with Fj (and exactness follows from the above condition).

Tensoring this with OPn(m) and taking the Euler–Poincaré characteristic, χ, we see that

PFj+1
(m) = PFj

(m)− PFj
(m− dj+1)

(where P denotes the Hilbert polynomial — see Problem Session 10). Recall that PF(m) =
mr

r!
deg(F) + lower order terms, where dimF = r.

Therefore deg(Fj+1) = deg(Fj) · dj+1. Hence

deg(Fn) =
n∏
i=1

di.

Since Fn has 0-dimensional support,

deg(Fn) =
∑

p∈suppFn

`((Fn)p) =
∑
p∈Z

ip(H1, . . . , Hn).

This completes the proof. �

7. More on flatness and smoothness

7.1. More on flatness. The easy case is when f : X → Y is finite and flat so f∗OX is
locally free. If Y is connected, then we define

deg(f) = rank(f∗OX).
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If X and Y are irreducible, f(X) = Y (being open and closed in Y ). Then deg(f) =
deg(k(X)/k(Y )).

Proposition 7.1.1. Let f : X → Y be a finite and flat morphism. Then for any y ∈ Y ,∑
p∈f−1(y)

multp(f
−1(y)) = deg(f),

where multp(f
−1(y)) =� ((OX/myOX)p) where my is the ideal sheaf corresponding to y in Y .

Proof. We may assume that Y and X are affine, and A = O(Y ) ↪→ O(X) = B makes B a
free A-module of rank r = deg(f).

Taking my ⊆ A, we have that B/myB has dimension r over A/my = k. Hence

r =
∑

p∈f−1(y)

`((B/myB)p).

�

Definition 7.1.2. Let f : X → Y be a morphism and F ∈ Qcoh(X). Then F is flat over
Y if for all x ∈ X, Fx is flat over OY,f(x), or, equivalently, for all U ⊆ X, V ⊆ Y affine open
subsets such that f(U) ⊆ V , O(V )→ O(U), F(U) is flat over OY (V ).

We say that f is flat if OX is flat over Y .

Suppose X ↪→ Y × Pn is a closed immersion, and consider the commutative diagram:

X Y × Pn

Y

f
p

Let F ∈ Coh(X). For any y ∈ Y , if my is the maximal ideal in OY corresponding to y, then

Fy = F ⊗OX
OX/myOX = F/myF .

We can consider this as a coherent sheaf on {y} × Pn ∼= Pn.

Theorem 7.1.3. If F is flat over Y and Y is connected, then the Hilbert polynomial PFy is
independent of y ∈ Y .

(The converse also holds, but we do not prove it here.)

Proof. We may assume that Y is affine. After replacing F by i∗F , we may assume that
X = Y × Pn.

Recall that PFy(m) = χ(Fy(m)) for all m ∈ Z. Note that this is equal to h0(Fy(m)) for
m� 0.

Let A = O(Y ). Consider the C̆ech complex computing the cohomology of F(m) on Y × Pn
with respect to the cover by D+(xi) for 0 ≤ i ≤ n:



116 MIRCEA MUSTAŢĂ

0 Γ(X,F(m))
⊕
i

Γ(D+(xi),F(m))︸ ︷︷ ︸
flat A-module

⊕
i<j

Γ(D+
X(xixj),F(m))︸ ︷︷ ︸
flat A-module

· · ·

Since H i(X,F(m)) = 0 for i > 0 and m� 0, the above is an exact complex for m� 0.

This shows that Γ(X,F(m)) is a flat A-module. It is also finitely-generated over A, so it is
locally free of well-defined rank.

It is enough to show that for any y ∈ Y , ifm is large enough h0(Fy(m)) = rankA(Γ(X,F(m))).

Let my ⊆ A be a maximal ideal corresponding to y. By choosing generators of my, we get
an exact sequence:

A⊕N A A/my 0.

Take the corresponding sheaves, apply f ∗, and tensor with F :

F⊕N F Fy 0.

If m� 0, the corresponding sequence

Γ(X,F(m))⊕N Γ(X,F) Γ(X,Fy(m)) 0

is exact. (In general, if F → G → H is exact on PnA = X, then Γ(X,F(m))→ Γ(X,G(m))→
Γ(X,H(m)) is exact for m� 0.)

Tensoring this exact sequence with A/my, we get

Γ(X,F(m))⊗A A/my
∼= Γ(X,Fy(m)) = Γ({y} × Pn,Fy(m)).

This completes the proof. �

Corollary 7.1.4. Suppose X ↪→ Y ×Pn is a closed immersion, and we have a commutative
diagram

X Y × Pn

Y

f
p

Let F ∈ Coh(X) be flat over Y . If Y is connected, then the map

y 7→ χ(Fy)

is constant on Y , where Fy = F ⊗OY
OX/myOX .
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7.2. Generic flatness.

Theorem 7.2.1 (Generic flatness, Grothendieck). Let f : X → Y be a morphism of algebraic
varieties and F ∈ Coh(X). Then there is an open dense subset U ⊆ Y such that

F|f−1(U) is flat over U.

Remark 7.2.2. Combining this with Theorem 7.1.3, if X ↪→ Y × Pn is a closed immersion,
and we have a commutative diagram

X Y × Pn

Y

f
p

then for any F ∈ Coh(X), there is a finite set of polynomials that contains PFy for any
y ∈ Y .

We present a sketch fo the proof of Theorem 7.2.1. One can reduce to the case when X, Y
are affine and Y is irreducible. Then the theorem follows from the following theorem.

Theorem 7.2.3 (Generic freeness). Let R be a domain and S be an R-algebra of finite type.
If M is a finitely-generated S-module, then there is an a ∈ R \ {0} such that Ma is free
over R.

Proof. We first reduce to the case where S is a domain and M = S.

(1) If we have an exact sequence

0 M ′ M M ′′ 0

and we know the theorem for M ′ and M ′′, then we know the theorem for M .
(2) There is a filtration of M :

0 = M0 ⊂M1 ⊂ · · · ⊂Mr = M

by S-modules such that

Mi/Mi−1
∼= S/pi for pi prime.

Combining these two remarks, we may assume that S is a domain and M = S.

Case 1. There is a nonzero a ∈ ker(R→ S). Then Sa = 0 which is free.

Case 2. The map R ↪→ S is injective. Let K = Frac(R) and n = trdeg(S ⊗R K/K). We
proceed by induction on n ≥ 0.

By Noether normalization, there are elements a1, . . . , an ∈ S⊗RK, algebraically independent
over K, such that

K[a1, . . . , an] ↪→ S ⊗R K
is finite.

We may assume that ai ∈ S for all i. After replacing R by Rc for some c 6= 0 in R, we may
also assume that

R[a1, . . . , an] ↪→ S is finite.



118 MIRCEA MUSTAŢĂ

Now, we may replace S by R[a1, . . . , an], and M is still S.

We filter M again so that the successive quotients are

R[a1, . . . , an]/p

for primes p.

If p = 0, R[a1, . . . , an] is free over R, so we are done. If p 6= 0, then

trdeg((R[a1, . . . , an]/p)⊗K/K) < n.

Then we are done by induction. �

Recall the following properties of flat morphisms. If f : X → Y is flat, then

(1) if W ⊆ Y is irreducible, closed, f−1(W ) 6= ∅, and Z is an irreducible component of

f−1(W ), then f(Z) = W ,
(2) if W and Z are as in (1), then codimY (W ) = codimX(Z).

Remark 7.2.4. Note that (1) implies that every irreducible component of X dominates a
(unique) irreducible component of Y . Moreover, if Y ′ is an irreducible component of Y such
that f−1(Y ′) 6= ∅, then all the irreducible components of f−1(Y ′) are irreducible components
of X.

Exercise. Let f : X → Y be a flat morphism and n ∈ Z. Then the following are equivalent:

(1) for any irreducible component X ′ of X, if Y ′ is an irreducible component of Y dom-
inated by X ′, then

dimX ′ = dimY ′ + n,

(2) for any irreducible closed subset W ⊆ Y such that f−1(W ) 6= ∅, for any irreducible
component V of f−1(W ),

dimV = dimW + n,

(3) for any y ∈ f(X), f−1(y) has pure dimension n.

Definition 7.2.5. If the equivalent conditions above hold, we say that f is flat of relative
dimension n.

Proposition 7.2.6. Suppose f : X → Y is a morphism such that Y is smooth, irreducible,
of dimension n, and X is Cohen–Macaulay has pure dimension m. If all fibers of f have
pure dimension m− n, then f is flat.

To prove this proposition, we will use the following corollary of the local flatness criterion
from Review Sheet 6.

Corollary 7.2.7. Let (A,m, k)→ (B, n, `) be a local morphism of Noetherian local rings and
suppose M is a finitely-generated B-module. If a1, . . . , an ∈ m is A-regular and M-regular,
then M is flat over A if and only if M/(a1, . . . , an) is flat over A/(a1, . . . , an).

Proof of 7.2.6. Let x ∈ X and y = f(x). Consider the map ϕ : A = OY,y → OX,x = B
induced by f . Write mA ⊆ A and mB ⊆ B for the maximal ideals.
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Since Y is smooth, mA is generated by a regular sequence a1, . . . , an. Note that this is also
a B-regular sequence:

depth((a1, . . . , an)B,B) = codim((a1, . . . , an)B) as B is Cohen–Macaulay

= dimB − dim(B/(a1, . . . , an))

= m− (m− n)

= n.

By Corollary 7.2.7, it is enough to show that B/mAB flat overA/mA, which is clear, since
A/mA is a field. This shows that B is flat over A, so ϕ is flat of relative dimension m−n. �

7.3. Generic smoothness. In Math 631, we just discussed smooth morphisms between
smooth varieties. We now discuss this notion in general.

Definition 7.3.1. A morphism f : X → Y is smooth of relative dimension r if

(1) f is flat, of relative dimension r,
(2) ΩX/Y is locally free of rank r.

We say that f is étale if it is smooth, of relative dimension 0.

Note that when Y is a point, X → Y is smooth of relative dimension r if and only if X is
smooth of pure dimension r.

Proposition 7.3.2. A morphism f : X → Y is smooth of relative dimension r if and only
if

(1) f is flat of relative dimension r,
(2) for any y ∈ Y with corresponding radical ideal sheaf my, my · OX is a radical dieal

sheaf, and f−1(y) is smooth.

Proof. We may assume that X and Y are affine. Write A = O(Y ), B = O(X), and my ⊆ A
for the ideal correponding to y. We have a map A→ B, which induces

k = A = A/my → B = B/myB,

so
ΩB/A

∼= ΩB/A ⊗B B.
Note that ΩX/Y is locally free of rank r if and only if dimk(ΩX/Y )(x) = r.

For any x ∈ f−1(y), write n ⊆ B for the maximal ideal corresponding to x. Then

(ΩX/Y )(x) = ΩB/A ⊗B
(
B/n

)
= ΩB/A ⊗B

(
B/n

)
.

We saw that this is isomorphic to n/n2. Since f−1(y) has pure dimension r, dim
(
Bn

)
= r.

Altogether, this shows that (ΩX/Y )(x) has dimension r over k if and only if Bn is a regular
local ring. This is equivalent to saying that mYOX is radical at x and x is a smooth point
of f−1(y). �

Proposition 7.3.3. Let f : X → Y be a morphism of smooth irreducible varieties and
dimX = m, dimY = n. Then the following are equivalent:



120 MIRCEA MUSTAŢĂ

(1) f is smooth of relative dimension m− n,

(2) for any x ∈ X, TxX
dfx→ Tf(x)Y is surjective.

Proof. Consider the exact sequence

f ∗ΩY︸ ︷︷ ︸
locally free

rank n

ΩX︸︷︷︸
locally free

rank m

ΩX/Y 0.α

If (1) holds, then α is injective and it is in fact a morphism of vector bundles, so

f ∗(ΩY )(x) → (ΩX)(x) is injective for all x.

Hence (dfx)
∨ is injective, which shows that dfx is surjective.

Conversely, the hypothesis implies that α is injective and ΩX/Y is locally free of
rank m− n. We already proved that (2) implies that each fiber has pure dimension m− n.
Since X and Y are smooth, this shows that f is flat of relative dimension m− n. �

Definition 7.3.4. A morphism f : X → Y is unramified at x if OY,y → OX,x satisfies
mX,x = mY,y · OX,x. A morphism is unramified if it is unramified at all points.

Exercise. For a morphism f : X → Y , the following are equivalent:

(1) f is étale,
(2) f is flat and ΩX/Y = 0,
(3) f is flat and unramified,

(4) for any x ∈ X, ÔY,f(x) → ÔX,x is an isomorphism.

Almost all the theorems in the class except Hironaka’s resolution of singularities hold in any
characteristic. Even in the case of Hironaka’s theorem, it is not known whether it holds in
positive characteristic or not. The following theorem holds only in characteristic 0 and it
(and its consequences) are known to fail in positive characteristic.

Theorem 7.3.5 (Generic Smoothness). Suppose char(k) = 0. If f : X → Y is a morphism
of irreducible varieties and X is smooth, then there is an open subset U ⊆ Y such that
f−1(U)→ U is smooth.

Definition 7.3.6. A finite type field extension L/K is separable if there is a transcendence
basis a1, . . . , an ∈ L over K such that L/K(a1, . . . , an) is a (finite) separable extension.

Example 7.3.7. In characteristic 0, any such extension is separable.

Lemma 7.3.8. If L/K is a finite field extnesion which is separable, then

dimL ΩL/K = trdeg(L/K).

Proof. Choose a transcendence basis a1, . . . , an of L/K such that L/K(a1, . . . , an) is separa-
ble. By the primitive element theorem, there is a b ∈ L such that L = K(a1, . . . , an)(b). Let
f ∈ K(a1, . . . , an)[y] be a minimal polynomial of b over K(a1, . . . , an). Note that f ′(b) 6= 0
by separability.
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After clearing denominators, there is a polynomial g ∈ K[x1, . . . , xn, y] such that

g(a1, . . . , an, b) = 0 and
∂g

∂y
(a1, . . . , an, b) 6= 0.

Then L is the field of fractions of

A = k[x1, . . . , xn, y]/(g).

Then ΩA/K is the quotient

Adx1 ⊕ · · · ⊕ Adxn ⊕ Ady
n∑
i=1

∂g
∂xi

(x1, . . . , xn, y)dxi + ∂g
∂y

(x1, . . . , xn, y)dy
.

Since ∂g
∂y

(x1, . . . , xn, y) 6= 0, ΩA/K is a free A-module of rank n, so

dimL ΩL/K = n,

completing the proof. �

Proposition 7.3.9. If f : X → Y is a dominant morphism of irreducible varieties such that
k(X)/k(Y ) is separable then there is a non-empty open subset V ⊆ X such that V → Y is
smooth of relative dimension dimX − dimY .

Proof. After replacing X and Y by suitable open subsets, we may assume that X and Y are
smooth.

By Lemma 7.3.8:
dimk(X) Ωk(X)/k(Y ) = trdeg(k(X)/k(Y )).

Note that
Ωk(X)/k(Y ) =

(
ωX/Y

)
X
,

the stalk of the sheaf with respect to X. Therefore, there exists U ⊆ X such that ΩX/Y |U is
locally free of rank equal to dimX − dimY .

This shows that for any x ∈ U , the map

TxX → Tf(x)Y

is surjective, and hence U → Y is smooth by Proposition 7.3.3. �

Proposition 7.3.10. Assume char(k) = 0 and let f : X → Y be a morphism. For r ≥ 0,
consider:

Zr = {x ∈ X | rank(TxX → Tf(x)Y ) ≤ r} ⊆ X.

Then every irreducible component of f(Zr) has dimension at most r.

Proof. Let W be an irreducible component of f(Zr) and let Z ⊆ Zr be an irreducible com-

ponent such that f(Z) ⊆ W . Consider the commuting square

Z X

W Y

g f
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By Proposition 7.3.9 (which applies because char(k) = 0), there is an open subset U ⊆
Zsm ∩ g−1(Wsm) such that for any x ∈ U , the map

dgx : TxZ � Tg(x)W.

Taking tangent spaces of the square above, we get the square

TxZ X

Tg(x)W Tf(x)Y

dgx dfx

If x ∈ Zr ∩ U , then dimTg(x)W ≤ r, so dimW ≤ r. �

Proof of Generic Smoothness Theorem 7.3.5. Suppose char(k) = 0 and f : X → Y is a dom-
inant map between irreducible varieties X and Y with X smooth. After replacing Y by an
open subset, we may also assume that Y is smooth.

Taking r = dimY − 1 in Proposition 7.3.10, every irreducible component of f(Zr) has

dimension at most dimY − 1. Therefore f(Zr) 6= Y , and if U = Y \ f(Zr), then for any
x ∈ f−1(U), the map

TxX → Tf(x)Y

is surjective. Hence the map f−1(U)→ U is smooth. �

8. Formal functions theorem

8.1. Statement and consequences. The goal is to understand for a proper morphism
f : X → Y the stalk Rif∗(F)y when F ∈ Coh(X).

In the classical setting, we have the following theorem.

Theorem 8.1.1. If f : X → Y is a proper continuous map (i.e. the preimages of compact
sets are compact) between locally compact topological spaces, then for any y ∈ Y there is an
isomorphism Rif∗(F)y ∼= H i(f−1(y),F|f−1(y)) for any sheaf F of abelian groups on X.

In the algebraic setting, the picture is more complicated. It can be summarized in two
results.

(1) Formal function theorem: for proper morphisms, describes ̂Rif∗(F)y in terms of an
inverse limit of sheaves supported on f−1(y).

(2) Base change theorems under certain conditions (F flat over Y and more):

Rif∗(F)(y)
∼= H i(X,F ⊗OX/myOX).

We will focus on the first theorem. We begin with a formal statement.

Let f : X → Y be a proper morphism, I ⊆ OY be a coherent ideal, and F ∈ Coh(X). For
i ≥ 0, consider

Fi = F ⊗OX
OX/I i+1OX .
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Note that supp(Fi) ⊆ f−1(V (I)). For i ≥ 0, we have surjective maps f � Fi. Since f is
proper, we get morphisms

Rqf∗(F)→ Rqf∗(Fi)
between coherent sheaves on Y and the codomain is annihilated by I i+1. Therefore, we have
an induced map

Rqf∗(F)⊗OX
OX/I i+1 → Rqf∗(Fi).

Theorem 8.1.2 (Formal Functions theorem). These maps induce an isomorphism

lim←−
(
Rqf∗(F)⊗OX

OX/I i+1
)
→ lim←−R

qf∗(Fi).

Example 8.1.3. Suppose Y is affine and R = O(Y ), I = I(Y ). Then the Formal Functions
Theorem 8.1.2 gives an isomorphism

lim←−H
q(X,F)⊗R R/I i+1︸ ︷︷ ︸

Hq(X,F)∧

→ lim←−H
q(X,Fi),

where Hq(X,F)∧ is the completion with respect to I.

Example 8.1.4. Suppose y ∈ Y is a point and let I = my be the radical ideal defining y.
If U 3 y is an affine open neighborhood, then the sections over U of the isomorphism in the
Formal Functions Theorem 8.1.2 gives an isomorphism

Hq(f−1(U),F)∧︸ ︷︷ ︸
∼=(Rqf∗(F))∧y

→ lim←−H
q(f−1(U),Fi|f−1(U))︸ ︷︷ ︸

lim←−Hq(X,Fi)

.

Remark 8.1.5. The reason for the formal functions in the name is that the theorem can be
restated as computing the global sections of a formal scheme. We do not do this here.

Corollary 8.1.6 (Zariski’s Main Theorem). If f : X → Y is a proper morphism of algebraic
varieties such that OY → f∗(OX) is an isomorphism, then f has connected fibers.

Proof. Let y ∈ Y . Suppose W = f−1(y) = W1qW2 for W1,W2 open in W . We may assume
that Y is affine. The Formal Functions Theorem 8.1.2 for F = OX and q = 0 shows that

(f∗ X)∧y
∼= lim←−Γ(X,OXi

)

where OXi
= OX/mi+1

y OX . By assumption, (f∗OX)∧y
∼= ÔY,y.

Let j : W ↪→ X be the inclusion map. Since allOXi
are supported on W , OXi

= j∗(f
−1(OXi

))
and f−1(OXi

) is a sheaf on W . Then

Γ(X,OXi
) = Ai ×Bi

where Ai = Γ(W1, f
−1(OXi

)), Bi = Γ(W2, j
−1(OXi

)). Both Ai and Bi are both nonzero
k-algebras. Taking lim←−, we see that

lim←−Γ(X,OXi
) ∼= A×B

for nonzero k-algebras A = lim←−Ai, B = lim←−Bi. They are non-zero since they contain a copy
of k.

However, ÔY,y is a local ring, so it has no non-trivial decomposition as a product of rings,
which is a contradiction. �
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Corollary 8.1.7. Suppose that f : X → Y is a birational proper morphism between irre-
ducible varieties with Y normal. Then f∗OX = OY , and hence f has connected fibers by
Zariski’s Main Theorem 8.1.6.

Proof. We show that f∗OX = OY . We may assume that Y is affine. Let U ⊆ X and V ⊆ Y
be open subsets such that f induces an isomorphism U → V . Then the diagram commutes

Γ(Y,OY ) Γ(X,OX)

Γ(V,OY ) Γ(U,OX)
∼=

so Γ(Y,OY ) ↪→ Γ(X,OX). We then have

Γ(Y,OY ) Γ(X,OX)

k(Y ) = k(X)

and Γ(X,OX) is a finitely-generated Γ(Y,OY )-module since f is proper. Hence Γ(X,OX)
is contained in the integral closure of Γ(Y,OY ) in k(Y ), which is just Γ(Y,OY ), since Y is
normal. �

Corollary 8.1.8 (Stein factorization). Given f : X → Y proper, there is a decomposition

X Z Y
g u

such that

• g∗OX = OZ (so g has connected fibers),
• u is finite.

Exercise. Check that this is unique: if X W Yh v is another such decomposi-
tion, then there is an isomorphism α : W → Z such that the diagram

Z

X Y

W

α

commutes.

Proof. Let A = f∗OX , which is a coherent OY -algebra. If U ⊆ Y is affine then A(U) =
OX(f−1(U)) be a reduced ring, so A is a reduced OX-algebra. Let

Z =MaxSpec(A)
u→ Y.



MATH 632: ALGEBRAIC GEOMETRY II 125

Giving a morphism g

X Z =MaxSpec(A)

Y

g

f u

is the same as giving a morphism of OX-algebras A → f∗OX .

We claim that g∗OX = OZ . If U ⊆ Y is open, then

u−1(U) = MaxSpec(OX(f−1(U)))

and
O(f−1(U)) = A(U) = O(u−1(U))→ O(g−1(u−1(U))) = O(f−1(U))

is the identity map. �

Corollary 8.1.9. If f : X → Y is a proper morphism with finite fibers, then f is finite.

Proof. Consider the Stein factorization:

X Z Y
g u

with u finite and g∗OX = OZ . It is enough to show that g is an isomorphism. We know
that the fibers of g are contained in the fibers of f , so g has finite fibers. Since g is proper,
Zariski’s Main Theorem 8.1.6 shows that g has connected fibers. Hence g is injective.

Since g is proper, it is closed, and hence it gives a homeomorphism onto a closed subvariety
Z ′ ⊆ Z. Letting j : Z ′ ↪→ Z be the inclusion map, we then have

OZ j∗OZ′ g∗OX

∼=

so the first map OZ → j∗OZ′ is injective. The kernel is the radical ideal corresponding to
Z ′, so Z ′ = Z.

Since g is a homeomorphism onto Z such that g∗OX = OZ , g is an isomorphism. �

We give another corollary of the Formal Functions Theorem 8.1.2.

Corollary 8.1.10. If f : X → Y is a proper morphism and F ∈ Coh(X) such that dim(supp(F)∩
f−1(y)) ≤ n for all y ∈ Y , then

Rqf∗(F) = 0 for q > n.

Proof. It is enough to show that Rqf∗(F)y = 0 for all y ∈ Y and q > n. In fact, since this
module embeds into its completion, we just need to show that

Rqf∗(F)∧y = 0

for all y ∈ Y and q > n.
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By the Formal Functions Theorem 8.1.2, it is enough to show that

Hq(X,Fi) = 0 for all q > n.

Note that supp(Fi) ⊆ supp(F) ∩ f−1(y). Since Fi has a finite filtration with quotients that
are push-forwards from supp(F) ∩ f−1(y), it is enough to show that if W is a complete
n-dimensional variety and F ∈ Coh(W ), then Hq(W,F) = 0 for q > n.

We proved this for projective varieties. To get the general case, we use Chow’s Lemma to

construct W̃ → W which is an isomorphism over dense open subsets, where W is a projective
variety. The complete proof is in the official notes. �

Example 8.1.11. Recall that if f : X → Pn is finite, then f ∗O(1) is globally generated and
ample. Conversely, if X is a projective variety and L is globally generated and ample, then
we get a morphism f : X → Pn such that f ∗O(1) ∼= L, and every such f is a finite morphism.
Indeed, note that f is proper and has finite fibers: if Z = f−1(y), we have a diagram

X Pn

Z {y}

f

so L|Z ∼= OZ and L|Z is ample, so Z is finite. Therefore, by Corollary 8.1.9, f is finite.

8.2. Proof of the Formal Functions Theorem 8.1.2. Suppose X is a variety and S is an
N-graded OX-algebra. We say that S satisfies (∗) if it is quasicoherent, reduced and locally
generated over S0 by S1, and S0 and S1 are coherent OX-modules.

We suppose S satisfies (∗). Recall that we get a variety
X̃ =MaxProj(S)

X

. If M is a

Z-graded S-module which is quasicoherent over OX , then we get a quasicoherent M̃ sheaf

on X̃. For example, S̃(1) = OX̃(1).

If M is locally finitely-generated over S, M̃ is coherent.

Proposition 8.2.1. Let f : X → Y be a proper morphism. Suppose T is an OY -algebra that
satisfies (∗) and S is an OX-algebra that satisfies (∗), and we have a surjective morphism
f ∗T → S. If M is a graded S-module on X which is quasicoherent over OX and locally
finitely generated over S, then for all q ≥ 0, Rqf∗(M) is locally finitely-generated over I.

Note that cohomology commutes with arbitrary direct sums for quasicoherent sheaves (e.g.

one can compute the cohomology using C̆ech cohomology).

Proof. By assumption, letting X̃ = MaxProj(S), Ỹ = MaxProj(T ), we have a commuta-
tive diagram
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X̃ X

Ỹ Y

u

g f

v

such that g∗OỸ ∼= OX̃(1). Let M̃ be the coherent sheaf on X̃ corresponding to M. Note

that if M =
⊕
i∈Z

Mi then

Rqf∗(M) =
⊕
i∈Z

Rqf∗(Mi)

and each of Rqf∗(Mi) is a coherent OY -module (since each component Mi is coherent).
Since Mis locally finitely-generated over S, Mi = 0 for i� 0, so it is enough to show that⊕

i≥0

Rqf∗(Mi) is locally finitely-generated over T .

Let
P =

⊕
i≥0

(M̃ ⊗OX̃(i)).

We use the two Leray spectral sequences corresponding to f ◦ u = v ◦ g and P .

First, we see that
Ep,q

2 = Rpv∗(R
qg∗(P))⇒p R

p+q(v ◦ g)∗(P)

and
Rqg∗(P) =

⊕
i≥0

Rqg∗(M̃ ⊗ g∗OỸ (i)) ∼=
⊕
i≥0

Rqg∗(M̃)︸ ︷︷ ︸
coherent O

Ỹ
-module

⊗OỸ (i).

For p > 0, Ep,q
2 is a coherent OY -module (by asymptotic vanishing). For p = 0, we get a

T -module which is locally finitely-generated. Then the spectral sequence shows that

Rd(v ◦ g)∗(P) is locally finitely-generated over T
for all d.

The second spectral sequence is

E
p,q

2 = Rpf∗(R
qu∗(P))⇒p R

p+q(f ◦ u)∗(P).

We have that

E
p,q

2 = Rpf∗

(⊕
i≥0

Rqu∗(M̃ ⊗OX̃(1))︸ ︷︷ ︸
coherent OX -module for q>0⊕

i≥0

Mi in all but finitely

many degrees for q=0

)
.

Hence it is enough to show that E
p,q

2 is locally finitely-generated over T for all p. We know
that E

p,q

2 is a coherent OY -module (in particular, it is locally finitely generated over T ) and
E
p,q

∞ is locally finitely-generated over T for all p, q (since it is a subquotient of Rp+q(v◦g)∗(P)).

Since E
p,0

r = E
p,0

∞ for all r � 0, it is enough to show that for r ≥ 2 if E
p,0

r+1 is locally finitely-

generated over T , then E
p,0

r is locally finitely-generated over T . We have the sequence
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E
p−r,r−1

r E
p,0

r E
p+r,1−r
r = 0.

ϕ

We know E
p,0

r+1 = coker(ϕ) is locally finitely-generated over T and E
p−r,r−1

r is locally finitely-

generated over T , since it is a subquotient of E
p−r,r−1

2 for r− 1 > 0. This shows that E
p,0

r is
locally finitely-generated over T . �

Proof of the Formal Functions Theorem 8.1.2. Recall that f : X → Y is a proper morphism,
F is a coherent sheaf on X, I is a coherent ideal on Y , and Fi = F ⊗OX/I i+1OX . We want
to show that

lim←−R
qf∗(F)/I i+1Rqf∗(F)→ lim←−R

qf∗(Fi).

We may assume that Y is affine, R = O(Y ), I = I(Y ). Letting T =
⊕
n≥0

In,

T = T̃ =
⊕
n≥0

In,

S =
⊕
n≥0

InOX

satisfy the condition (∗). The moduleM =
⊕
n≥0

In+1F is quasicoherent over OX and locally

finitely-generated over S. Then Proposition 8.2.1 shows that

N (q) =
⊕
n≥0

Hq(X, In+1F)

is a finitely-generated T -module. We want to show that

lim←−H
q(X,F)/I i+1Hq(X,F)

∼=→ lim←−H
q(X,Fi).

We have the exact sequence

0 I i+1F F Fi 0

and the long exact sequence in cohomology gives

0 Ai Hq(X,F) Hq(X,Fi) Bi 0

where

Ai = im(Hq(I i+1F)→ Hq(F)),

Bi = im(Hq(Fi)→ Hq+1(I i+1(F))).

Since taking lim←− is left-exact, we get an exact sequence

0 lim←−(Hq(X,F)/Ai) lim←−(Hq(X,Fi)) lim←−Bi.
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We just need to show that lim←−Bi = 0 and lim←−(Hq(X,F)/Ai) ∼= lim←−(Hq(X,F)/I i+1Hq(X,F)).

If f ∈ Tm = Im, we have a diagram

0 I i+1F F Fi 0

0 I i+m+1F F Fm+i 0

·f ·f ·f

which gives a commuting square

Hq(Fi) Hq+1(I i+1F)

Hq(Fm+1) Hq+1(I i+m+1F).

This gives a map Bi → Bm+i and
⊕
i≥0

Bi is a T -module, a submodule of N q+1, so it is

finitely-generated over T . Therefore, there is an i1 such that Bm+i1 = TmBi1 for all m ≥ 0.

Exercise. For any f ∈ Tm = Im, if Bi+m → Bi is the structural map of the inverse system,
then the composition

Bi Bi+m Bi
·f

is the usual multiplication by f on Bi.

Recall that Hq(X,Fi) � Bi and Hq(X,Fi) is annihilated by I i+1, so Bi is annihilated by
I i+1.

We claim that if m ≥ i1 + 1, then the map Bi+m → Bi is 0. This is clear from the above,
since element in Bi+m lies in Ti+m−i1 ·Bi1 .

Altogether, we conclude that lim←−Bi = 0.

The argument showing that lim←−(Hq(X,F)/Ai) ∼= lim←−(Hq(X,F)/I i+1Hq(X,F)) is similar, so
we omit this here. (It can be found in the official notes.) �

9. Serre duality

Serre duality is the analogue of Poincaré duality in the algebraic setting. It can be stated
for complete varieties, but we only discuss it here for projective varieties.

9.1. Preliminaries.

Definition 9.1.1. Let X be a projective variety of dimension n. We say that Serre duality
holds for X if there exists ω0

X ∈ Coh(X) such that there is a natural isomorphism

ExtiOX
(F , ω0

X) ∼= Hn−i
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for any coherent sheaf F on X and any i ≥ 0.

Note that both sides are contravariant δ-functors Coh(X) → Vectk. If 0 → F ′ → F →
F ′′ → 0 is a short exact sequence and ω0

X → I• is an injective reslution, we get a short exact
sequence of complexes

0 Hom(F ′′, I•) Hom(F , I•) Hom(F ′, I•) 0

so taking long exact sequence in cohomology shows that the left hand side is a δ-functor. The
right hand side is a δ-functor since H i(X,−) = 0 for i > n. For Serre duality, we actually
require an isomorphism of δ-functors.

Definition 9.1.2. A contravariant δ-functor (Fi)i≥0 is co-effaceable if for any A and i > 0,
there is a surjection B � A such that Fi(B) = 0.

Lemma 9.1.3. Any co-effaceable δ-functor F = (Fi)i≥0 is universal, i.e. for any contravari-
able δ-functor G = (Gi)i≥0, the natural map

Homδ-funct(F,G)→ Homfunct(F0, G0)

is an isomorphism.

Proof. Given α0 : F0 → G0, construct αi : Fi → Gi by recursion. Suppose we have αi. Given
any A, consider a short exact sequence

0 C B A 0

such that Fi+1(B) = 0. Then we have a diagram

Fi(B) Fi(C) Fi+1(A) Fi+1(B) = 0

Gi(B) Gi(C) Gi+1(A)

αB
i αC

i

where we get the unique dotted map Fi+1(A) → Gi+1(A) by the universal property of the
cokernel.

Exercise. Check all the details to finish this proof. �

9.2. Examples of Serre duality. Note that in our setting, for every ω0
X , the δ-functor

{ExtiOX
(−, ω0

X)}i≥0 is co-effaceable. Given any F and an ample line bundle L on X, there
is a surjection (

L−q
)⊕?
� F

for all q � 0. Moreover, note that

ExtiOX
(L−q, ω0

X) ∼= H i(ω0
X ⊗ Lq) = 0 for i > 0 if q � 0.

This shows that Serre duality holds for X if and only if

(1) there is an ω0
X such that HomOX

(F , ω0
X) ∼= Hn(X,F)∨ for all F ∈ Coh(X),
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(2) {Hn−1(−)∨}i≥0 is co-effaceable.

Definition 9.2.1. A dualizing sheaf on X is a coherent sheaf ω0
X that represents the function

F 7→ Hn(X,F)∨.

Proposition 9.2.2. Serre duality holds for Pn with ω0
Pn = ωPn.

Proof. Condition (2) holds: for any coherent sheaf there is a surjective morphisms

O(−q)⊕? � F
for q � 0, and

Hn−i(Pn,O(−q)) = 0 for i > 0 and q > 0.

We show that condition (1) holds. We showed that Hn(Pn, ωPn) ∼= k. For any F ∈ Coh(X),
we hence have a map

Hom(F , ωPn)→ Hom(Hn(F), Hn(ω)) = Hn(F)∨

and this is an isomorphism if F = O(m) for some m ∈ Z. Every F ∈ Coh(Pn) has a
presentation

E1 → E0 → F → 0

where E0, E1 are direct sums of line bundles.

Since both Hom(−, ωPn) and Hn(−)∨ are left exact, this completes the proof. �

For a general projective variety, proving the Serre duality amount to proving the two condi-
tions (1) and (2) separately. We begin with (1): finding a dualizing sheaf.

Proposition 9.2.3. If X ⊆ PN is a closed subvariety of dimension n and r = N − n, then
ω0
X = ExtrOPn

(OX , ωPN ) is a dualizing sheaf on X.

To simplify notation, we will sometimes write P for PN .

Proof. Note that ExtiOPN
(OX , ωPN ) = 0 for i < r. The stalk at x ∈ X is

ExtiOP,x
(OX,x, ωP,x)

and ωP,x = OP,x. Vanishing for i < r is equivalent to codim(IX,x) = depth(IX,x,OX,x) ≥ r.
This is clear.

If F ∈ Coh(X),
Hn(X,F)∨ ∼= Hn(Pn,F)∨ ∼= ExtnOP

(F , ωP).

Choosing an injective resolution on PN

0 ωPn I0 I1 · · · ,

we get an exact sequence

(∗) 0 HomOP(OX , I0) · · · Hom(OX , Ir−1) Q 0

where Q = im(Hom(OX , Ir−1)→ Hom(OX , Ir)), and we have
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0 Q Hom(OX , Ir) Hom(OX , Ir+1)α

Since (∗) is an exact complex, HomOP(OX , Ij) is an injective OX-module.

In particular, (∗) is split exact and Q is an injective OX-module. Then ω0
X = ker(α)/Q and

HomOX
(F , ω0

X) = HomOX
(F , ker(α)/Q).

We have the complex

HomOP(F , Ir−1) HomOP(F , Ir) HomOP(F , Ir+1)

and HomOP(F , Ir) = HomOX
(F ,HomOP(OX , Ir)), so the cohomology is

Hom(F , ker(α))

Hom(F , Q)
∼= HomOX

(F , ker(α)

Q
).

Since Q is injective, the short exact sequence

0 Q ker(α) ker(α)/Q 0

is split. �

Remark 9.2.4. If Serre duality holds on X,

Exti(F , ω0
X) ∼= Hn−1(F)∨.

If F is locally free,

H i(ω0
X ⊗F∨) ∼= Hn−i(F)∨.

This is the form of Serre duality that we usually apply it in.

Theorem 9.2.5. Let X ⊆ PN be a closed subvariety of dimension n. Then the following
are equivalent:

(1) X satisfies Serre duality,
(2) X is Cohen–Macaulay of pure dimension,
(3) for any locally free sheaf E on X, H i(X, E(−q)) = 0 for all i < n and q � 0.

We will need the following lemma in the proof.

Lemma 9.2.6. Let x ∈ X be a smooth point and M be a finitely-generated OX,x-module.
Then pdOX,x

M ≤ r if and only if ExtiOX,x
(M,Ox,x) = 0 for i > r.

We omit the proof of the lemma for now and prove the theorem.

Proof of Theorem 9.2.5. By Proposition 9.2.3, X satisfies Serre duality if and only if the
δ-functor {Hn−i(−)∨}i≥0 is co-effaceable.

To see that (1) implies (3), note that Serre duality shows that

H i(X, E(−q)) ∼= Hn−i(X,ω0
X ⊗ E∨(q)) = 0
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for i < n and q � 0. Conversely, to show (3) implies (1), use that for every F , there is a
surjective map O(−q)⊕? � F .

We just need to show that (2) is equivalent to (3). Recall that X is Cohen–Macaulay of
pure dimension n if and only if depthOX,x ≥ n for all x ∈ X. Note that depthOX,x =
depthOP,x

OX,x and by Theorem 6.1.9

depthOP,x
OX,x = N − pdOP,x

OX,x.

By Lemma 9.2.6, pdOP,x
OX,x ≤ r if and only if ExtiOP,x

(OX,x,OP,x) = 0 for i > r for all
x ∈ X.

Altogether, we conclude that (2) is equivalent to

Ext iOP
(OX ,OP) = 0

for i > r. Recall that Ext iOP
(OX , E) ∼= Ext iOP

(OX ,OP)⊗ E for a locally free sheaf E .

Recall that by Homework 11, Problem 3, we have a spectral sequence that gives for any
coherent sheaf F

Ep,q
2 = Hp(PN ,Ext qOPN

(OX ,F(j)))⇒p Extp+qOPN
(OX ,F(j)).

For j � 0 and p > 0, Ep,q
2 = 0 and

Ext q
OPN (OX ,F)⊗O(j) is globally generated

and

ExtmOPn
(OX ,F(j)) ∼= Γ(PN ,ExtmOPN

(OX ,F(j))).

by Homework 11.

Take F = ωPN .

We show that (3) implies (2). It is enough to show that (3) implies that

Ext iOP
(OX , ωP(j)) = 0

for j � 0. By the above argument, to show this, it is enough to show that

ExtiOP
(OX , ωP(j)) = 0.

By Serre duality on PN (Proposition 9.2.2),

ExtiOP
(OX , ωP(j)) = HN−i(PN ,OX(−j))∨ = HN−i(X,OX(−j))

for N − i < N − r = n. This is 0 by condition (3).

The proof that (2) implies (3) is similar. We already showed that (2) is equivalent to

Ext iOP
(OX ,OP) = 0

for i > r. If (2) holds, then Ext iP(E∨,OP) = 0 for all i > r and locally free sheaves E .
Reversing the above arugment, we conclude that

Hn−i(X, E(−q)) = 0

for i < n and q � 0. �
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While this shows that Serre duality holds for Cohen–Macaulay projective varieties of pure
dimension, the dualizing sheaf ω0

X is in general hard to understand. However, in the case of
smooth varieties, it is actually equal to the canonical bundle.

Proposition 9.2.7. If X ↪→ Pn is smooth, then ω0
X
∼= ωX .

The ideal of the proof is to locally write down X = Z(s) where s ∈ Γ(X, E) is a regular
section of a vector bundle, and then use the Koszul complex to compute ExtnOP

(OX , ωP). We
omit this here, but it can be found in the official notes.

Remark 9.2.8. By the same argument as in the proof of Theorem 9.2.5 shows that if
depth(OX,x) ≥ 2 for all x ∈ X then for any locally free sheaf E on X:

H1(X, E(−q)) = 0

for q � 0.

Corollary 9.2.9. If X is an irreducible, normal, projective variety and dimX ≥ 2, and D
is an effective Cartier divisor such that O(D) is ample, then supp(D) is connected.

Proof. Choose m ≥ 1 such that O(mD) is very ample. Since depthOX,x ≥ 2 for all x inX,
H1(X,OX(−qmD)) = 0 for q � 0. Then we have a short exact sequence

0 O(−qmD) OX OqmD 0

and the long exact sequence in cohomology gives

k = H0(X,OX)→ H0(X,OqmD)→ H1(X,O(−qmD)) = 0,

so H0(X,OqmD) = k. Hence supp(D) is connected. �

10. Algebraic curves

A curve is an irreducible variety of dimension 1.

Recall that if X is a smooth projective curve, then Serre duality implies that if E is a locally
free sheaf on X then

H i(X, E)∨ ∼= H1−i(X,ωX ⊗ E∨).

Example 10.0.1. If X is a complete curve, pa(X) = (−1)dimX(χ(OX) − 1) = h1(X,OX).
If X is smooth, Serre duality shows that h1(X,OX) = h0(X,ωX), and hence

pa(X) = pg(X).

In this case, we simply call this invariant the genus of X.

Let X be a smooth, projective curve. If D =
r∑
i=1

aiPi is a divisor, the degree of D is

deg(D) =
r∑
i=1

ai. Note that deg(D + E) = deg(D) + deg(E).



MATH 632: ALGEBRAIC GEOMETRY II 135

10.1. Riemann–Roch Theorem.

Theorem 10.1.1 (Riemann–Roch). If X is a smooth projective curve of genus g and D is
a divisor on X, then

χ(OX(D)) = deg(D)− g + 1.

Proof. If D = 0,
χ(OX) = h0(OX)− h1(OX) = 1− g.

Given any D, by adding or subtracting a point finitely many times, we get to 0. It is hence
enough to show that for any D and any P ∈ X, the formula holds for D if and only if it
holds for E = D − P . We have a short exact sequence

0 OX(−P ) OX OP 0

and tensoring with OX(D), we get

0 OX(E) OX(D) OX(D)⊗OP︸ ︷︷ ︸
∼=OP

0.

Taking Euler–Poincaré characteristic, we see that

χ(OX(D)) = χ(OX(E)) + χ(OP ) = χ(OX(E)) + 1.

Since deg(D) = deg(E) + 1, this completes the proof. �

Corollary 10.1.2. If D ∼ E, deg(D) = deg(E).

Proof. This is because the left hand side in Riemann–Roch Theorem 10.1.1 only depends on
the line bundle. �

Definition 10.1.3. If L ∈ Pic(X), choose D such that L ∼= OX(D), and define the degree
of L by degL = degD. (Note that this is well-defined by Corollary 10.1.2). This gives a
group homomorphism

deg : Pic(X)→ Z.

Example 10.1.4. If X is a smooth projective curve in Pn, then deg(X) = deg(OX(1)).
Indeed, the Hilbert polynomial of OX satisfies

PX(m) = χ(OX(m)) = deg(OX(m))− g + 1 = m · deg(OX(1))− g + 1

by the Riemann–Roch Theorem 10.1.1 where g is the genus of X.

Remark 10.1.5. Let X be a smooth projective curve of genus g. If L ∈ Pic(X) satisfies
h0(L) ≥ 1, then deg(L) ≥ 0 with equality if and only if L = OX . To see this, choose D ∈ |L|;
it is clear that deg(D) ≥ 0 and equality holds if and only if D = 0.

Corollary 10.1.6. For a smooth projective curve of genus g, deg(ωX) = 2g − 2.

Proof. Apply Riemann–Roch Theorem 10.1.1 with OX(D) = ωX :

deg(ωX)− g + 1 = χ(ωX) = h0(ωX)− h1(ωX) = h1(OX)− h0(OX) = g − 1

by Serre duality. �
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Corollary 10.1.7. If L ∈ Pic(X) such that h1(L) > 0, then deg(L) ≤ 2g − 2 with equality
if and only if L ∼= ωX .

Proof. By Serre duality, h1(L) ∼= h0(ωX ⊗L−1) > 0. By Remark 10.1.5, deg(ωX ⊗L−1) ≥ 0
with equality if and only if ωX ⊗ L−1 ∼= OX and

deg(ωX ⊗ L−1) = deg(ωX)− deg(L) = (2g − 2)− deg(L).

This completes the proof. �

Proposition 10.1.8. If L ∈ Pic(X), then

(1) L is globally generated if and only if

h0(X, L(−P )︸ ︷︷ ︸
L⊗OX(−P )

) = h0(L)− 1

for all P ∈ X,
(2) L is very ample if and only if h0(X,L(−P −Q)) = h0(L)− 2 for any P,Q ∈ X (not

necessary distinct).

Proof. We have a short exact sequence

0 OX(−P ) OX OP 0

and tensoring with L we get

0 L(−P ) L L ⊗OP︸ ︷︷ ︸
L|P

0.

Taking cohomology, we get

0 H0(X,L(−P )) H0(L) L|P︸︷︷︸
∼=k

∼= k

s s(P ).

Therefore, H0(X,L(−P )) = {s ∈ H0(X,L) | s(P ) = 0}, so either h0(X,L(−P )) = h0(L)−1
(when L is globally generate at P ) or h0(X,L(−P )) = h0(L) (when P ∈ Bs(L)).

This proves (1). Also note that (2) implies (1), so we may assume that L is globally generated.

We know that in this case, L is very ample if and only if L separates points and L separates
tangent directions at every point. Hence it is enough to show that

(α) For P 6= Q, L separates P , Q if and only if h0(L(−P −Q)) = h0(L)− 2.
(β) For any P , L separates tangent directions at P if and only if h0(L(−2P )) = h0(L)−2.
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To show (α), note that L separates P and Q if and only if H0(X,L(−P )) ∩H0(X,L(−Q))
has dimension 2. We have a short exact sequence

0 OX(−P −Q) OX O{P,Q} 0.

Tensoring with L and taking H0, we have that

0 H0(L(−P −Q)) H0(L) L(P ) ⊕ L(Q)

s (s(P ), s(Q)),

so H0(L(−P −Q)) = H0(L(−P )) ∩H0(L(−Q)).

To show (β), note that L separates tangent directions at P if and only if there is an s ∈ H0(L)
such that s(P ) = 0 (i.e. sP ∈ mPLP ), but sP 6∈ m2

PLP . We have a short exact sequence

0 OX(−2P ) OX O2P 0.

Tensoring with L, we get

0 L(−2P ) L L ⊗O2P = LP/m2
PLP .

Hence

H0(X,L(−2P )) = {s ∈ H0(L) | sP ∈ m2
PLP}.

Hence L separates tangent directions at P if and only if H0(X,L(−2P )) is a hyperplane in
H0(X,L(−2P )). �

Corollary 10.1.9. Suppose X is a smooth, projective curve of genus g. For L ∈ Pic(X),

(1) if deg(L) ≥ 2g, then L is globally generated,
(2) if deg(L) ≥ 2g + 1, then L is very ample.

Proof. We prove the first assertion, the second is analogous. If deg(L) ≥ 2g − 1, h0(L) =
deg(L)− g + 1 since h1(L) = 0. Since deg(L) ≥ 2g, for any P ∈ X, deg(L(−P )) ≥ 2g − 1,
so h0(L(−P )) = deg(L(−P )) − g + 1 = h0(L) − 1. Applying (1) of Proposition 10.1.8 (1)
gives the result. The proof of (2) is similar. �

Corollary 10.1.10. If L ∈ Pic(X), L is ample if and only if deg(L) > 0.

Proof. If L is ample, there is an m such that Lm is very ample, giving X ↪→ PN such that
OX(1) ∼= Lm. Then 0 < deg(X) = deg(OX(1)) = m · deg(L), so deg(L) > 0.

Conversely, if deg(L) > 0, then for any m such that m · deg(L) ≥ 2g + 1, Corollary 10.1.9
shows that Lm is very ample. �
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10.2. Classification of curves. Genus is the fundamental invariant for curve classification.

(1) Suppose g = 0. A smooth projective curve has genus 0 if and only if X ∼= P1. We
know that the genus of P1 is 0, so we just need to prove the converse. If L = OX(P )
has degree 1 (which is at least 2g + 1), L is very ample, and h0(L) = degL − g + 1.
We then have an embedding X ↪→ P1 which muse be an isomorphism.

(2) Suppose g = 1. In this case, we call X and elliptic curve. Since deg(ωX) = 2g−2 = 0,
h0(ωX) = 1, we see that ωX ∼= OX in this case.

If L ∈ Pic(X), deg(L) = 3 = 2g+1, L is very ample. Note that h0(L) = 3−1+1 =
3. Then we get an embedding X ↪→ P2, which makes X a plane curve of degree 3.
Conversely, if X ⊆ P2 is a smooth curve of degree 3, ωX ∼= ωP2 ⊗O(X)|X ∼= OX , so
it is an elliptic curve.

(3) The case g ≥ 2 is called the general case. In this case, ωX is ample.
The following fact will be proved next time.

Fact 10.2.1. For any g ≥ 2, there is a smooth projective curve of genus g.

For example, if X ⊆ P2 is smooth of degree d ≥ 4, then g =
(
d−1

2

)
.

Exercise. If X ⊆ Pn is smooth and is a smooth intersection of hyperplanes of
degree d1, . . . , dn−1, then

g = d1 . . . dn−1(d1 + · · ·+ dn−1 − n− 1).

However, it is clear we cannot get all genera this way.

10.3. Morphisms between algebraic curves. Any rational map X 99K Y where X is a
smooth curve and Y is a complete variety is a morphism. Every morphism X → Y between
complete curves which is not constant is finite (since it is proper, with finite fibers).

Proposition 10.3.1. Any birational map X 99K Y where X and Y are smooth complete
curves is an isomorphism. Moreover, every smooth complete curve is projective.

Proof. If ϕ : X → Y is birational, then both ϕ and ϕ−1 are morphisms by the above remark,
so ϕ is an isomorphism.

Suppose that X is smooth and complete. Let U ⊆ X be affine, and let U be the closure in

some PN , and let Ũ → U be the normalization. Since U is projective, Ũ is also projective,

so Ũ is a smooth projective curve birational to X. Since X ∼= Ũ by the first assertion, X is
projective. �

Remark 10.3.2. We have an equivalence of categories: smooth projective curves
and

non-constant morphisms

 ∼=−→

 field extensions K/k
of finite type

and transcendence degree 1


X 7→ k(X).

Note that given K, there is a smooth projective curve X such that k(X) ∼= K (choose an
affine curve U with k(U) ∼= K, take closrue in some PN , and then normalize).
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Let f : X → Y be a finite morphism between smooth, projective curves. Note that f is
flat. Given P ∈ X, define the ramification index eP (f) as follows: we have a map of local

rings (u) ⊆ OY,f(P )
ϕ→ OX,P ⊇ (v), where (u) and (v) are maximal ideals, and note that

ϕ(u) = vew for an invertible element w; then ep(f) = e. Note that this is the multiplicity of
f−1(f(P )) at P , which we defined as

`(OX,P/mf(P )OX,P ).

Since f is finite and flat, for any Q ∈ Y :∑
P∈f−1(Q)

eP (f) = deg(f).

Remark 10.3.3. Note that eP (f) = 1 if and only if dfpTpX → Tf(P )Y is an isomorphism.

Remark 10.3.4. For anyQ ∈ Y , the pullback of the divisorQ is f ∗(Q) =
∑

P∈f−1(Q) eP (f)P .

This gives the following formula: for any divisor D on Y

deg(f ∗(D)) = deg(f) · deg(D).

Example 10.3.5. Suppose X is a smooth projective curve of genus ≥ 1. Fix P ∈ X. Then

h0(X,OX(P )) = 1.

Otherwise, there is a divisor D ≥ 0 such that D 6= P and D ∼ P . Then deg(D) = 1,
so D = Q for a point Q 6= P . Since P ∼ Q, there is a function ϕ ∈ k(X)∗ such that
div(ϕ) = P −Q. In this case, ϕ corresponds to a morphism

f : X → P1

and div(ϕ) = f ∗(0)− f ∗(∞). Hence f ∗(0) = P , so deg(f) = 1, so f is birational, and hence
na isomorphism. This contradicts the fact that the genus is at least 1.

Example 10.3.6. Suppose X is a smooth, projective, genus g > 0. Then OX(P ) is ample
(since it has degree > 0). However, |OX(P )| = {P}, so OX(P ) is not globally generated.

Let f : X → Y be a finite morphism between smooth projective curves. Suppose f is
separable. We have the canonical exact sequence

f ∗ΩY︸ ︷︷ ︸
f∗ωY

ΩX︸︷︷︸
ωX

ΩX/Y 0.α

Since f is separable, there is an open subset U ⊆ X such that f |U : U → Y is smooth of
relative dimension 0, in which case α|U is an isomorphism. Note that α corresponds to

s ∈ Γ(X,ωX ⊗ f ∗ω−1
Y )

and s|U 6= 0, so s 6= 0. We define Ramf to be the effective divisor associated to s. Note that

OX(Ramf ) ∼= ωX ⊗ f ∗ω−1
Y .

The short exact sequence above shows that

ΩX/Y
∼= f ∗ωY ⊗ORam(f).

Suppose for simplicity that the characteristic of k is 0.
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Theorem 10.3.7 (Riemann–Hurwitz). We have that

Ram(f) =
∑
P∈X

(eP (f)− 1)P.

In particular, 2gX − 2 = deg(f) · (2gY − 2) +
∑

P∈X(eP (f)− 1).

11. Intersection numbers of line bundles

11.1. General theory.

Theorem 11.1.1 (Snapper). Let X be a complete algebraic variety and F ∈ Coh(X),
L1, . . . ,Lr ∈ Pic(X). Then there is a polynomial P ∈ Q[x1, . . . , xr] of total degree ≤
dim(supp(F)) such that

P (m1, . . . ,mr) = χ(Lm1
1 ⊗ · · · ⊗ Lmr

r ⊗F).

Lemma 11.1.2. Let X be an algebraic variety and F ∈ Coh(X). Then there is a filtration

0 = F0 ⊂ F1 ⊂ · · · ⊂ Fn = F
such that AnnOX

(Fi/Fi−1) is the radical ideal of an irreducible closed subset of X.

Proof. We proceed by Noetherian induction on supp(F). Let I =
√

Ann(F). We have a
filtration

0 = ImF ⊂ Im−1 ⊂ · · · ⊂ IF ⊂ F
such that I annihilates each successive quotient.

If V (I) 6= X, by induction, we have a filtration on each successive quotient, so we get a
filtration on F .

Suppose V (I) = X, i.e. I = 0. Let X1, . . . , Xs be irreducible components of X. If s = 1, we
are done. If s > 1 and Ij is the radical ideal corresponding to Xj, then

I1 ∩ · · · ∩ Is = 0.

Consider the filtration 0 ⊂ I1F ⊂ F . Then I1F is annihilated by I2 ∩ · · · ∩ Is 6= ∅ and
F/I1F is annihilated by I1 6= 0. Therefore, they both have filtrations by induction, and so
does F . �

Proof of Theorem 11.1.1. Argue by induction on d = dim(supp(F)). The case d = −1 is
trivial (where, by convention, dim(∅) = −1, deg(0) = −1).

Assume X is projective. If we have a short exact sequence

0 F ′ F F ′′ 0

and for two of F ′,F ,F ′′, the function given by χ is a polynomial of degree ≤ d, then the
same is true for the third one.

Since X is projective, we may write L1
∼=M1 ⊗M−1

2 for very ample line bundle M1, M2.
Choose A ∈ |M1|, B ∈ |M2| such that A and B contain no associated variety of F . We
have exact sequences
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0 Fm1
1 ⊗F ⊗O(−A) Lm1

1 ⊗F Fm1
1 ⊗F ⊗OA 0

0 Lm1−1
1 ⊗F ⊗O(−B) Lm1−1

1 ⊗F Lm1−1
1 ⊗F ⊗OB 0

=

Tensoring with Lm2
2 ⊗ · · · ⊗ Lmr

r and taking the Euler–Poincaré characteristic, we obtain

χ(F ⊗ Fm1
1 ⊗ · · · ⊗ Lmr

r )− χ(F ⊗ Lm1−1
1 ⊗ Lm2

2 ⊗ · · · ⊗ Lmr
r )

is equal to

χ(F ⊗OA ⊗ Lm1
1 ⊗ · · · ⊗ Lmr

r )− χ(F ⊗OB ⊗ Lm1−1
1 ⊗ Lm2

2 ⊗ · · · ⊗ Lmr
r ).

Note that dim(supp(F⊗OA)), dim(supp(F⊗OB)) ≤ d−1. By induction, the above difference
is a polynomial function of total degree d− 1.

A similar property holds with respect to the other variables. Therefore,

(m1, . . . ,mr) 7→ χ(F ⊗ Lm1
1 ⊗ · · · ⊗ Lmr

r )

is a polynomial of total degree at most d.

Exercise. Deduce the case when X is a complete variety using Chow’s lemma. (See official
notes for solution.) �

Definition 11.1.3 (Intersection number). IfX is a complete variety, F ∈ Coh(X), L1, . . . ,Lr ∈
Pic(X) such that dim supp(F) ≤ r, then (L1 · · · · · · · · · Lr;F) is the coefficient of x1, . . . , xr
in the polynomial P (x1, . . . , xr) such that

P (m1, . . . ,mr) = χ(F ⊗ Lm1
1 ⊗ · · · ⊗ Lmr

r ).

If F = OY where Y is a subvariety of X, we write (L1 · · · · Lr · Y ) and if Y = X, we write
(L1 · · · · · Lr).

Note that (L1 · · · · · Lr · Y ) = (L1|Y · · · · · Lr|Y ).

If L1 = · · · = Lr = L, write (Lr;F) or (Lr) if F = OX .

If X is irreducible and D1, . . . , Dr are Cartier divisors on X, then

(D1 · · · · ·Dr) = (OX(D1) · · · · · OX(Dr)).

Lemma 11.1.4. If P (x1, . . . , xr) ∈ R[x1, . . . , xr] of degree ≤ r, the coefficient of x1 . . . xr in
P is ∑

I⊆{1,...,r}

(−1)|I|P (δI,1, . . . , δI,r)

where

δI,j =

{
0 if j 6∈ I,
−1 if j ∈ I.

Proof. We proceed by induction on r. For r = 1, the assertion is clear. For the inductive
step, consider

Q(X1, . . . , xr−1) = P (x1, . . . , xr−1, 0)− P (x1, . . . , xx−1,−1).
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Then the coefficient of x1 . . . xr−1 in Q is the coefficient of x1 . . . xr in P and deg(Q) ≤
r − 1. �

In particular, the lemma shows that:

(∗) (L1 · · · · · · · Lr;F) =
∑

I⊆{1,...,r}

(−1)|I|χ

(
F ⊗

⊗
j∈I

L−1
j

)
.

We note a few basic properties implied by this observation.

Proposition 11.1.5. Let L1, . . .Lr ∈ Pic(X) and dim(supp(F)) = d ≤ r. Then:

(1) (L1 · · · · · Lr;F) ∈ Z and it is 0 if d < r,
(2) (L1, . . . ,Lr) 7→ (L1 · · · · · Lr;F) is a multilinear symmetric pairing on Pic(X)⊕r,
(3) if Y1, . . . , Yr are irreducible components of supp(F) of dimension r, then

(L1 · · · · · Lr;F) =
r∑
i=1

`OX;Yi
(FYi) · (L1 · · · · · Lr · Yi),

(4) (projection formula): if f : X → Y is a surjective morphism between complete vari-
eties and Li = f ∗(Mi), then

(L1 · · · · · Lr) =

{
0 if dimY < dimX,

deg(f) · (M1 · · · · · Mr) if dimY = dimX.

(5) if X is irreducible and Lr = OX(D) for an effective Cartier divisor, which does not
contain any associated variety of F , then

(L1 · · · · · Lr;F) = (L1 · · · · · Lr−1;F ⊗OD).

Proof. Part (1) clearly follows from (∗). In (2), symmetry is clear and to see multilinearity,
note that

((L′1 ⊗ L′′1) · L2 · · · · · Lr;F)− (L′1 · L2 · · · · · Lr;F)− (L′′1 · L2 · · · · · Lr;F)

by (∗) is equal to
−(L′1 · L′′1 · L2 · · · · · Lr;F) = 0

by (1).

For (3), note that both sides of the equality are additive in short exact sequence. By
Lemma 11.1.2, we may assume that X is irreducible and Ann(F) = 0. Moreover, if we
have a map F → G which is an isomorphism on some open subset of X, the property holds
for F if and only if it holds for G. We can clearly reduce to the case when X is projective.

If X is projective, there is a morphism ϕ : F → F ⊗ O(D) where D is an effective ample
divisor, F ⊗ O(D) is globally generated, and ϕ is an isomorphism on some open subset of
X. Therefore, we may assume that F is globally generated.

If m = `k(X)(FX) and s1, . . . , sm ∈ Γ(X,F) are general, then the map

O⊕mX → F
ei → si
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is an isomorphism on some open subset, so we may assume that F = O⊕mX . In this case, the
assertion is clear.

For (4), we use the Leray Spectral Sequence 3.8.2. We see that for any L ∈ Coh(X),

χ(X,L) =
∑
i≥0

(−1)iχ(Y,Rif∗(L)).

If L = f ∗M, then Rif∗(L) =M⊗Rif∗(OX). Then (∗) shows that

(L1 · · · · · Lr) =
∑
i≥0

(−1)i(M1 · · · · · Mr;R
if∗(OX)).

This is clearly 0 if dimY < dimX.

Assume that X and Y are irreducible. If dimY = dimX, then there is an open subset
U ⊆ Y such that f−1(U)→ U is a finite morphism. Then

dim(supp(Rif∗(OX))) < dimY ≤ r

for i ≥ 1. Moreover,

dimk(X)(R
0f ∗ (OX))X = deg(f),

so the assertion in (4) follows from (3).

To show (5), compute the left hand side using (∗) by considering the two cases r 6∈ I and
r ∈ I. Then (L1 · · · · · Lr;F) is equal to∑

I⊆{0,...,r−1}

(−1)|I|χ

(
F ⊗

⊗
j∈I

L−1
j

)
+

∑
I⊆{0,...,r−1}

(−1)|I|+1χ

(
F ⊗OX(−D)⊗

⊗
j∈I

L−1
j

)

which can be written as ∑
I⊆{0,...,r−1}

(−1)|I|χ

(
F ⊗OD ⊗

⊗
j∈I

L−1
j

)
,

completing the proof. �

Remark 11.1.6. Suppose X is a Cohen–Macaulay complete irreducible variety of dimension
n and D1, . . . , Dn are effective Cartier divisors such that codimX(D1 ∩ · · · ∩Dn) = i. Then
for any x ∈ D1 ∩ · · · ∩Di, the equation of D1, . . . , Di at x form a regular sequence. Then

(D1 · · · · ·Dr) = (D2 · · · ·Dr;OD1) = · · · = h0(X,OD1 ⊗ · · · ⊗ ODr).

(Note that by Proposition 11.1.5, (OX(D);F) = h0(F ⊗OD).)

If all the intersection points are smooth points of X and and all the Di, and all the intersec-
tions are transversal, then

(D1 · · · · ·Dn) = #(D1 ∩ · · · ∩Dn).

Exercise. Check that properties (1)–(5) in Proposition 11.1.5 uniquely characterize the
intersection numbers.
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Remark 11.1.7. If Q ∈ R[x] has degree ≤ d, P (x1, . . . , xr) = Q(x1 + · · · + xr) has total
degree ≤ d and the coefficient of x1 . . . xr is d! times the coefficient of xd in Q.

Suppose L ∈ Pic(X) where X is a complete variety of dimension d. By Snapper’s Theo-
rem 11.1.1, there is a polynomial Q ∈ Q[x], q(M) = χ(Lm) with degQ ≤ d.

Then we obtain the asymptotic Riemann-Roch formula:

χ(Lm) =
(Ld)
d!

md + lower order terms.

Example 11.1.8. Suppose L is very ample and gives an embedding X ↪→ Pn such that
OX(1) ∼= L. Then the polynomial Q defined in Remark 11.1.7 is the Hilbert polynomial of
X, and

(LdimX) = deg(X).

In particular, (LdimX) > 0. More generally, this shows that for any ample line bundle L on
X and any subvariety Y ⊆ X,

(LdimY ;Y ) > 0.

11.2. Intersection numbers for curves and surfaces. Let X be an irreducible complete
curve. Note that (OX(P )) = h0(OP ) = 1 by Proposition 11.1.5 (5). What is (L) in general?

• If X is smooth, (L) = deg(L). (Both sides are additive, so it is enough to show this
when L = OX(P ).)

• In general, consider the normalization X̃
f→ X. By Proposition 11.1.5 (4), (L) =

(f ∗(L)) = deg(f ∗(L)). We the define

deg(L) = deg(f ∗(L)).

Then (∗) implies that

(L) = χ(OX) = χ(L−1),

so

− degL = χ(OX)− χ(L).

The formula

χ(L) = deg(L) + χ(OX)

is Riemann–Roch for singular curves.

From now on, assume X is a smooth projective surface. If

D =
∑
i

aiDi, E =
∑
j

bjEj,

then

(D · E) =
∑
,j

aibj deg(O(Di)|Ej
).

Theorem 11.2.1 (Adjunction formula). Let C ⊆ X be an irreducible curve. Then

2pa(C)− 2 = (C2) + (C ·KX)

where KX is any divisor with corresponding line bundle ωX .
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Proof. If C is smooth, the right hand side is

(C · (C +KX)) = deg((OX(KX + C))|C︸ ︷︷ ︸
ωC

).

This is equal to the left hand side by Riemann–Roch Theorem 10.1.1.

If C is singular, we argue similarly. We showed that

ω0
C
∼= Ext 1

OX
(OC , ωX).

Using the locally free resolution

0 OX(−C) OX OC 0,

we see that
Ext 1

OX
(OC , ωX) ∼= ωX(C)|C .

The fact that deg(ω0
C) = 2pa(C)− 2 follows from the singular version of Riemann–Roch. �

Example 11.2.2. Let X = P1×P1. Then PicX is generated by L1 = pr∗1(P ), L2 = pr∗2(Q).
Then

(L2
1) = 0 = (L2

2),

(L1 · L2) = 1.

If C ⊆ P1 × P1 is an irreducible curve C, we say that C has type (a, b) if C ∼ aL1 + bL2.
Note that

a = (C · L2) ≥ 0, b = (C · L1) ≥ 0.

By Adjuction formula 11.2.1,

2pa(C)− 2 = ((aL1 + bL2) · ((a− 2)L1 + (b− 2)L2)) = a(b− 2) + b(a− 2).

Therefore,
pa(C) = (a− 1)(b− 1)

is the genus of the curve.

In particular, we can obtain curves of arbitrary genus this way.

Theorem 11.2.3 (Riemann-Roch for surfaces). Let D be a divisor on X. Then

χ(OX(D)) = χ(OX) +
1

2
(D · (D −KX)).

Proof. Consider L1,L2 on X. Then

(L1 · L2) = (L−1
1 · L−1

2 ) = χ(OX)− χ(L1)− χ(L2) + χ(L1 ⊗ L2).

In this case, take L1 = OX(D), L2 = ωX ⊗OX(−D). Then

(D · (KX −D)) = χ(OX)− χ(OX(D))− χ(ωX ⊗OX(−D)) + χ(ωX).

By Serre duality,
χ(ωX ⊗OX(−D)) = χ(OX(D)),

χ(ωX) = χ(OX),

so
2(χ(OX(D))− χ(OX)) = (D · (D −KX)),
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giving the result. �

The following exercise is an application of intersection theory.

Exercise. Suppose L ∈ Pic(X) has (L2) > 0. Then there exists C > 0 such that either
h0(X,Lm) > C ·m2 or h0(X,L−m) > C ·m2 for m� 0.

12. Introduction to birational geometry

12.1. Preliminaries. Let f : X → Y be a proper birational morphism with Y normal.

Proposition 12.1.1. If U = Dom(f−1), then

(1) f−1(U)→ U is an isomorphism,
(2) for any y ∈ Y \ U , f−1(y) is connected of dimension ≥ 1,
(3) codimY (Y \ U) ≥ 2.

Proof. Since f is proper, W = {y ∈ Y | f−1(y) is finite} is open in Y . Since f is dominant,
f−1(y) 6= ∅ for all y ∈ Y .

Since Y is normal and f is proper and birational, OY → f∗OX is an isomorphism, so f−1(y)
is connected for all y ∈ Y by Zariski’s Main Theorem 8.1.6.

Consider g = f |f−1(W ) : f−1(W )→ W . It is surjective, injective, homeomorphic, and induces
an isomorphism OW → g∗Of−1(W ), so g is an isomorphism.

For any y ∈ Y \W , dim f−1(y) ≥ 1 and f−1(y) is connected. Clearly, U = dom(f−1) ⊇ W .
Since f |f−1(U) : f−1(U)→ U is an isomorphism, U ⊆ W , so U = W .

Finally, part (3) follows from the result that if we have a diagram

Z1

Z2 S

proper
ϕ

with Z2 normal, then codimZ2(z2 \ dom(ϕ)) ≥ 2. �

Definition 12.1.2. With the notation of Proposition 12.1.1, f−1(Y \ U) is the exceptional
locus of f , written Exc(f).

A prime divisor E ⊆ X is exceptional if E ⊆ Exc(f) (equivalently, dim(f(E)) < dimE).

If D is a prime divisor in Y , the strict transform of D is D̃ = f−1(U ∩D). This is extended
by linearity to Weil divisors.

Proposition 12.1.3. If f : X → Y is a proper birational morphism between smooth varieties,
then there exists a divisor KX/Y on X (the relative canonical divisor) such that

supp(KX/Y ) = Exc(f),

OX(KX/Y ) = ωX ⊗ f ∗(ωY )−1.
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Proof. Recall that we have an exact sequence

f ∗ΩY ΩX ΩX/Y 0.
ϕ

If U = dom(f−1), ϕ|f−1(U) is an isomorphism, so ϕ is injective. Note that

det(ϕ) : f ∗ωY → ωX

corresponds to

s ∈ Γ(X,ωX ⊗ f ∗(ωY )−1)

(by twisting by f ∗ω−1
Y ). Since s|f−1(U) 6= 0, s 6= 0. Let

KX/Y = effective divisor corresponding to s.

Then by definition

OX(KX/Y ) ∼= ωX ⊗ f ∗(ωY )−1.

We just need to check that supp(KX/Y ) = Exc(f). If x ∈ supp(KX/Y ), x ∈ Exc(f), since s
has no zeros on f−1(U).

Conversely, if x 6∈ supp(KX/Y ), there is an open set V 3 x such that V ∩ supp(KX/Y ) = ∅.
For any x ∈ V ,

Tf(x)Y
∗ ∼=→ TXX

∗

so f |V is étale, so f |V has finite fibers. This shows that V ∩Exc(f) = ∅, so x 6∈ Exc(f). The
uniqueness statement follows from the more general Lemma 12.1.4. �

Lemma 12.1.4. If f : X → Y is proper, birational morphism such that X and Y are normal,
and D is a Weil divisor supported on Exc(f) such that D ∼ 0, then D = 0.

Proof. Since D ∼ 0, there exists ϕ ∈ k(X), ϕ 6= 0 such that divX(ϕ) = D. If E is a

prime divisor on Y , ordE(ϕ) = ordẼ(ϕ) = 0 since Ẽ does not show up in D. Therefore,
divY (ϕ) = 0, so ϕ ∈ O∗Y (Y ), and hence ϕ ∈ O∗X(X). This shows that D = 0. �

12.2. Birational maps.

Definition 12.2.1. Let ϕ : X 99K Y be a rational map between irreducible varieties and let
U ⊆ X be an open subset such that ϕ is represented by f : U → Y . Then

Γf = {(x, f(x)) | x ∈ U} ⊆ U × Y

is closed, and we define the graph of ϕ by

Γϕ = Γf ⊆ X × Y.

We check that this definition is independent of the choice of f . Consider the diagram

Γf Γϕ X × Y

U X Y

∼= p

q
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We have that Γϕ ∩ U × Y = Γf and hence p is birational and ϕ = q ◦ p−1. In particular, ϕ
is birational if and only if q is birational.

Suppose we have morphisms
X Y

S

(i.e. ϕ is a rational map of varieties over

S) such that X and Y are proper over S. Then Γϕ ⊆ X ×S Y is closed, so both p and q are
closed.

Definition 12.2.2. If ϕ as above and T ⊆ X is closed, then the image of T under ϕ is
defined as

ϕ(T ) = q(p−1(T )) ⊆ Y.

Then Proposition 12.1.1 gives the following result.

Corollary 12.2.3. Let

X Y

S

be a rational map of varieties over S which

are proper over S and X be normal. If x 6∈ dom(ϕ), then ϕ(x) is connected of dimension at
least 1.

Proof. Consider

Γϕ

X Y.

Since x 6∈ dom(ϕ), x 6∈ dom(p−1). By Proposi-

tion 12.1.1, p−1(x) is connected of dimension at least 1. Since q|p−1(x) is a closed immersion,
this gives the result. �

We state a few simple properties, which are left as exercises. Their proofs can be found in
the official notes.

(1) If X
f→ Y

g→ Z are proper birational maps and X, Y, Z are normal, then

Exc(g ◦ f) = Exc(f) ∪ f−1 Exc(g).

(2) If ϕ : X 99K Y is a birational map, Γϕ−1 corresponds to Γϕ via the isomorphism

X × Y ∼= Y ×X
(x, y) 7→ (y, x).

(3) Suppose X
ϕ
99K Y

ψ
99K Z be rational maps with ϕ dominant. Then

Γψ◦ϕ ∼= Γϕ ×Y Γψ.

Moreover, for any closed subset T ⊆ X, (ψ ◦ ϕ)(T ) ⊆ ψ(ϕ(T )) with equality if ψ is
a morphism.
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12.3. Smooth blow-ups. Recall that if X is an irreducible variety, I 6= 0 is an ideal of OX ,
then

X̃ = BlI X =MaxProj

(⊕
m≥0

Im
)

f→ X

is the blow up of X along I. There is an effective Cartier divisor E on X̃ such that I⊗OX̃ =
OX̃(−E) = OX̃(1).

Proposition 12.3.1 (Universal Property of Blow-ups). If Y is an irreducible variety, given

g : Y → X such that I · OY is locally principal, there exists a unique h : Y → X̃ such that
f ◦ h = g:

X̃

Y X.

fh

g

We omit the proof of this result here. It will not be useful for us, because checking that
I · OY becomes locally principal is very difficult in practice. Instead, we will restrict our
attention to the case when X is smooth and I is an ideal defining a smooth subvariety Z of
codimension r.

In general,

f−1(V (I)) ∼=MaxProj

(⊕
m≥0

Im/Im+1

)
red

 .

If X and Z are smooth,
⊕
m≥0

Im/Im+1 ∼= Sym•(I/I2) and I/I2 is locally free. In this case,

f−1(V (I)) = E ∼=MaxProj(Sym•(I/I2))

Z

is a projective bundle.

In particular, E is a smooth variety and X̃ is a smooth variety. Then OX̃(E)|E ∼= OE(−1).

Example 12.3.2. Suppose Z = {P} is a point. Then E ∼= Pn−1 where n = dimX. Then

(En) = (OPn−1(−1)n−1) = (−1)n−1.

12.4. Picard group of a smooth blow-up. SupposeX and Z are smooth with codimX(Z) =
r ≥ 2. We have the diagram:

f−1(U) X̃ E

U = X \ Z X Z.

∼= f
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Note that

Pic(X)
∼=→ Pic(U)

L 7→ L|U
and we have that

Z Pic(X̃) Pic(f−1(U)) 0

1 OX(E).

The morphism

PicX ⊕ Z→ Pic(X̃)

(L,m) 7→ f ∗(L)⊗OX̃(mE)

is surjective.

We claim that it is also injective. Suppose f ∗L⊗OX̃(mE) ∼= OX̃ . Choose a curve C ⊆ f−1(y),
y ∈ Z. Then

OC ∼= f ∗L ⊗OX̃(mE)|C ∼= OC(−m)

implies that m = 0. Then f ∗L ∼= OX̃ , so

L ∼= L ⊗ f∗OX̃ = f∗(f
∗(L)) ∼= f∗OX̃ ∼= OX .

Therefore, Pic(X̃) ∼= Pic(X)⊕ Z.

Let us compute KX̃/X . We know that KX̃/X = aE, so we just need to find a.

Definition 12.4.1. If X is a smooth variety, x1, . . . , xn ∈ OX(U) form a system of coordi-
nates if dx1, . . . , dxn give an isomorphism

ΩU
∼= O⊕nU .

Equivalently, the morphism ϕ = (x1, . . . , xn) : U → An induces an isomorphism ϕ∗ΩAn →
ΩU , i.e. it is étale.

Algebraically, if p ∈ X and x1, . . . , xn ∈ OX,p are a regular system of parameters, there is an
open neighborhood U 3 p such that x1, . . . , xn ∈ OX(U) form a system of generators.

In our case, Z ⊆ X is smooth, so for any p ∈ Z there is an open neighborhood U 3 p and a
system of coordinates x1, . . . , xn ∈ OX(U) such that Z ∩ U = (x1, . . . , xr = 0). We have a
closed immersion

f−1(U) = Ũ ↪→ U × Pr−1

and Ũ is defined by xiyj = xjyi for 1 ≤ i ≤ j ≤ r.

We have charts V1, . . . , Vr on Ũ where Vi is defined by yi 6= 0 and coordinates u1, . . . , un on
Vi such that

xi = ui, xj = uj for j > r, xj = uiuj for 1 ≤ j ≤ r, j 6= i.

Here uj =
yj
yi

on Vi.
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In these coordinates, note that E|Vj = (ui = 0), since the ideal defining Z is (x1 = · · · =
xr = 0).

For simplicity, assume that i = 1 so that

x1 = u1, xj = u1uj for 2 ≤ j ≤ r, xj = uj for j > r.

The map ϕ : f ∗ΩU → ΩŨ satisfies

f ∗(dx1) = du1,

f ∗(dxj) = d(u1uj) = u1duj + ujdu1 for 2 ≤ j ≤ r,

f ∗(dxj) = duj for j > r.

We know that a = ordE(det(ϕ)), so just need to compute det(ϕ). Under det(ϕ):

f ∗(dx1) ∧ · · · ∧ f ∗(dxn) 7→ du1 ∧ (u1du2 + u2du1) ∧ · · · = ur−1
1 du1 ∧ du2 ∧ · · · ∧ un.

The conclusion is that

KX̃/X = (r − 1)E.

Therefore,

ωX̃
∼= f ∗ωX ⊗OX̃((r − 1)E).

Suppose X is a smooth projective surface and
X̃ = BlpX

X

f
is the blow-up at p.

Then (E2) = (−1), (f ∗D1 · f ∗D2) = (D1 ·D2), and (f ∗D · E) = 0.

Suppose now that D is an effective divisor on X. Then

f ∗D = D̃ + αE

for some constant α.

Exercise. The constant α is multpD defined in coordinates as follows: if around p the
equation for D is h, multpD = max{r | h ∈ mr

p}.

In particular, note that multpD = 0 if and only if p 6∈ supp(D). In this case it is clear that

f ∗D = D̃. Moreover, multpD = 1 if and only if p ∈ D and D is smooth at p.

Question. Given an irreducible curve C ⊆ X, what is pa(C̃) in terms of pa(C)?

By the adjuction formula 11.2.1,

2pa(C)− 2 = (C · (KX + C)),

2pa(C̃)− 2 = (C̃ · (KX̃ + C̃)).
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We have that f ∗C = C̃ +mE where m = multp(C) and KX̃ ∼ f ∗KX + E. Therefore,

2pa(C̃)− 2 = (f ∗(C)−mE) · (f ∗(KX + C) + (1−m)E)

= (C · (KX + C))−m(1−m)(−1)

= 2pa(C)− 2−m(m− 1).

Hence

pa(C̃) = pa(C)− m(m− 1)

2
.

Conclusion. If p ∈ Csing, then m ≥ 2 and 0 ≤ pa(C̃) < pa(C). This implies that if C ⊆ X
is an irreducible curve, then after blowing up singular points finitely many times, we get a
smooth curve.

This gives a resolution of singularities which is easier to compute than the general result of
Hironaka.

Theorem 12.4.2. If f : X → Y is a proper birational morphism of smooth surfaces, f
decomposes as a composition of blow-ups of points on smooth surfaces.
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