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Abstract. In vivo tumours are highly heterogeneous entities which often comprise intratumoural
regions of hypoxia and widespread necrosis. In this paper, we develop a new three phase model of
nutrient-limited, avascular tumour growth to investigate how dead material within the tumour may
influence the tumour’s growth dynamics. We model the tumour as a mixture of tumour cells, dead
cellular material and extracellular fluid. The model equations are derived using mass and momentum
balances for each phase along with appropriate constitutive equations. The tumour cells are viewed as
a viscous fluid pressure, while the extracellular fluid phase is viewed as inviscid. The physical properties
of the dead material are intermediate between those of the tumour cells and extracellular fluid, and
are characterised by three key parameters. Through numerical simulation of the model equations, we
reproduce spatial structures and dynamics typical of those associated with the growth of avascular
tumour spheroids. We also characterise novel, non-monotonic behaviours which are driven by the
internal dynamics of the dead material within the tumour. Investigations of the parameter sub-space
describing the properties of the dead material reveal that the way in which non-viable tumour cells are
modelled may significantly influence the qualitative tumour growth dynamics.
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1. INTRODUCTION

Cancer is a complex family of diseases that typically emerges when successive genetic mutations accumulate
over time, transforming a cell from a ‘normal’ to a malignant phenotype. However, regardless of disease type,
many cancers share common traits that together promote the formation of a highly complex, heterogeneous
tumour microenvironment [17, 18]. In vivo, oxygen and nutrient supply are often insufficient to support the
expansive and unregulated proliferation typical of tumour cell populations. This commonly leads to intratu-
moural regions of severe hypoxia and necrotic cell death, a feature not commonly observed in healthy, normal
tissues [6, 31]. The resulting cellular debris may constitute a significant proportion of the tumour volume and
have a significant impact on its growth dynamics.
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In addition to necrosis, several other mechanisms may contribute to cell death [28]. These include apoptosis, autophagy, senescence and mitotic catastrophe, among others. Furthermore, administering different anti-cancer therapies may induce different modes of cell death in different tumour regions [12]. Given this complexity in vivo, it is unclear how to model dying cells and dead material within the tumour and, further, how interactions of this material with viable cell populations may affect the tumour’s net growth dynamics.

Avascular in vitro tumour spheroids represent a simplified, idealised environment in which to study aspects of tumour growth and treatment effects [19, 35]. Oxygen, along with other nutrients required for proliferation, is supplied from the exterior of the tumour spheroid and is consumed by proliferating tumour cells. As in vitro tumour spheroids grow, the centre of the tumour becomes hypoxic and eventually develops into a necrotic core upon sustained nutrient deprivation. This central region of necrotic cell death counteracts the proliferation occurring at the spheroid boundary, resulting in deceleration of tumour growth towards a steady, equilibrium size. As such, tumour spheroids grown in this way typically have distinct, reproducible structures and follow dynamics which result in sigmoidal growth curves [13, 30].

The dynamics of avascular tumours have been modelled extensively. The simplest, spatially-resolved models of avascular tumour growth may be reduced to an ordinary differential equation (ODE) for the evolution of the external tumour boundary coupled to a reaction-diffusion equation for the intratumoural nutrient concentration [14]. Such models have been used to reproduce the tumour composition, nutrient consumption and growth saturation dynamics observed in vitro [7, 14–16, 25].

More recently, more complex frameworks have been used to study the spatiotemporal dynamics of heterogeneous tumour growth. Multiphase models provide a continuum framework which may be used to investigate interactions between different components of a growing tissue, modelling the microenvironment as a mixture of two or more constituent phases. A range of models of this type have been used to model tumour growth, the simplest decomposing the tumour into two phases [5, 8, 21, 34]. There are several different ways to model the material properties of each phase. Some models view the tumour as a mixture of fluid phases [5, 8], while others consider multiple phase types within the mixture to investigate the physical interactions and stresses induced within a growing tumour. These include rigid, non-deformable solid phases [23, 29], linear-elastic phases [2, 3] and those with viscoelastic/viscoplastic properties [1].

In this paper we develop a new three phase model to investigate the influence of dead material present within the tumour volume on its growth dynamics; we view the dead material as an ‘intermediate’ phase whose properties are intermediate between the viable tumour cell population and the extracellular fluid. We identify three key parameters in our model which summarise the mechanical properties of the dead material, with appropriate limits of these parameters corresponding to sub-cases of our model which are similar to previous two phase models in the literature. In Section 2 we develop our model and show how to reduce the system to a closed set of equations governing the dynamics of the tumour cell and dead material phases. In Section 3 we use numerical simulations to characterise the growth dynamics exhibited by the model, including some novel, non-monotonic behaviours. In Section 4 we perform parameter sensitivity analyses to investigate how the properties of the dead material influence the tumour growth dynamics and thus the impact of accounting for dead cellular material within the tumour on model predictions.

2. MODEL DEVELOPMENT

In this section we derive a new multiphase, mixture model of avascular tumour growth, extending existing two phase models which distinguish tumour cells and extracellular fluid [5, 8]. Our model proposes that a non-viable cell population may form a significant portion of the tumour and may affect its growth dynamics. We treat this phase as comprising of all of the non-viable cellular material and cellular debris within the tumour, irrespective of cell death mechanism or stage of decay. As such, this phase gives, in some sense, an ‘averaged’ description of this component of the tumour environment across all of these modes of cell death and is a transitional phase between the viable tumour population and the extracellular fluid. We hereafter refer to this phase simply as being comprised of ‘dead material’. We view the dead material as a viscous fluid whose mechanical properties
may differ from those of the tumour cells (also viewed as a viscous fluid) and extracellular fluid (viewed as inviscid).

The spatial distribution of each phase is described by the volume fractions $\phi_i(x, t)$ for the tumour cell, dead material and extracellular fluid phases, respectively. The movement of each phase is given by the phase velocities, $\mathbf{v}_i(x, t)$, with the phase pressures and stress tensors represented by $p_i(x, t)$ and $\mathbf{\sigma}_i(x, t)$, respectively. We apply mass and momentum balances to each phase to determine how the dependent variables evolve over time. Tumour growth is further assumed to depend on the availability of nutrients, in particular oxygen, and so the system is coupled to a reaction-diffusion equation for the oxygen concentration $c(x, t)$. The governing equations are derived in detail in Sections 2.1–2.3.

2.1. Growth model equations

We apply conservation of mass and momentum to each phase ($i = 1, 2, 3$). We assume equal phase densities and justify this assumption by noting that the material comprising biological cells is broadly similar to the interstitial fluid. As such, mass fractions and volume fractions become equivalent and we may ignore densities in the resulting system of equations, which can be written as:

$$\frac{\partial \phi_i}{\partial t} + \nabla \cdot (\mathbf{v}_i \phi_i) = S_i,$$

$$0 = \nabla \cdot (\phi_i \mathbf{\sigma}_i) + \mathbf{F}_i. \quad (2.2)$$

We note that for biological tissues we consider slow-flow regimes and so the inertia terms can be neglected in the momentum equations at leading order [20, 27]. The model equations are specialised by specification of appropriate constitutive equations for the stress tensors, $\mathbf{\sigma}_i$, mass sources/sinks, $S_i$, and momentum sources/sinks, $\mathbf{F}_i$; these are described in Section 2.2.

The governing equations are coupled to a reaction-diffusion equation for the oxygen field, $c$, given by

$$0 = D \nabla^2 c - \Gamma \phi_1 H_{\epsilon}(c - c_N),$$

where the tumour cells consume oxygen at a rate $\Gamma$ and $D$ is the diffusion coefficient. We define

$$H_{\epsilon}(c) = \frac{1}{2} \left( 1 + \tanh \left( \frac{c}{\epsilon} \right) \right) \quad (2.4)$$

as a smooth approximation to the Heaviside function for oxygen consumption for small $\epsilon$. This term provides a smooth, monotonic description of oxygen consumption which saturates at large oxygen concentrations and goes to 0 at $c = 0$. This term is similar to the form used by other authors [33]. The oxygen field is assumed to be in a quasi-steady state since the timescale for diffusion is much shorter than that for tumour growth (oxygen takes approximately 10 to diffuse 100 $\mu$m whereas tumour doubling times are days or months [14]). This separation of timescales enables us to neglect the dilution term that is required for reaction-diffusion equations on growing domains [10].

2.2. Constitutive relations

We close equations (2.1)–(2.3) by prescribing appropriate constitutive equations, along with initial and boundary conditions. Firstly, we assume that the mixture is saturated, that is, the three phases constitute the entirety of the tumour volume and so we impose the ‘no voids’ condition:

$$\sum_{i=1}^{3} \phi_i = 1. \quad (2.5)$$
The mass source and sink terms, $S_i$, in equation (2.1) account for mass transfer between the phases and may be associated with proliferation and cell death processes. The source term for the tumour cell phase, $S_1$, is given by

$$S_1 = \eta \phi_1 \varphi_3 H_e (c - c_H) - \chi \phi_1 H_e (c_N - c) - c \phi_1.$$  \hspace{1cm} (2.6)

The first term in equation (2.6) describes proliferation of the viable tumour cell population, with the rate of mitosis in normoxic conditions given by the parameter $\eta$. Proliferation is assumed to occur at a rate proportional to the product of the local volume fraction of the tumour cell phase, $\phi_1$, and the extracellular fluid, $\phi_3$, since the material and nutrients required for proliferation are assumed to be derived from this phase. We assume further that only well-oxygenated cells (i.e. those for which the local oxygen concentration exceeds the hypoxic threshold, $c_H$) may proliferate, with cells in regions where $c < c_H$ entering quiescence. The second term relates to necrosis induced by nutrient starvation when the oxygen concentration drops below the threshold $c_N < c_H$ and occurs at rate $\chi$. Proliferation and necrosis happens alongside a baseline level of apoptotic cell death which occurs throughout the tumour at a constant rate, $\kappa$ (the third term).

Material lost from the tumour phase due to cell death acts as a source term in the mass balance equation for the dead material phase (Eq. (2.7)). If we assume that the dead material is degraded at a constant rate, $\lambda$, and proportional to the number of dead cells, then this phase undergoes exponential decay and we may write

$$S_2 = \chi \phi_1 H_e (c_N - c) + \kappa \phi_1 - \lambda \phi_2.$$  \hspace{1cm} (2.7)

Our three phase mixture is assumed to conserve mass locally, with volume changes due to cell proliferation and death occurring as a result of mass transfer between the phases, and so we impose

$$S_3 = - (S_1 + S_2) = \lambda \phi_2 - \eta \phi_1 \phi_3 H_e (c - c_H).$$  \hspace{1cm} (2.8)

As such, the fluid phase is required for local proliferation in the cell phase, while the dead material decays to become part of the extracellular fluid.

In prescribing the momentum source/sink terms, $F_i$, in equation (2.2) we follow the form typically used in the literature [20] and impose

$$F_1 = p_i \nabla \phi_i + \sum_{j=1}^{3} \sum_{j \neq i} d_{ij} \phi_j (v_j - v_i).$$  \hspace{1cm} (2.9)

The first term in equation (2.9) describes how the phase pressure $p_i$ drives transport down gradients in the volume fraction of phase $i$. We note that there is no consensus for the pressure dependence in this term; some authors prefer to use the global pressure $p$ [5, 8], while others use the phase pressures $p_i$ [20]. In both cases, this term satisfies a Lagrangian multiplier constraint related to the no voids condition (Eq. (2.5)) since the phase pressures, $p_i$, include a term for the global pressure, $p$ (see Eq. (2.11)). Simulations instead specifying $p \nabla \phi_i$ in this term revealed a similar range of qualitative behaviours (results not shown), as might be expected due to the isotropic nature of the stress tensors, $\sigma_i$ (see Eq. (2.10)). As such, the results in this paper are not significantly affected by this choice.

The second term in equation (2.9) describes the momentum exchange, or drag, due to the differential movement of the constituent phases. The drag terms are assumed to sum to 0 over all phases so the interphase drag coefficients satisfy $d_{ij} = d_{ji}$.
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Figure 1. Illustrative sketch showing the dependence of the cell-sensing pressure $\Sigma_\phi$ on the cell volume fraction $\phi$ (defined by Eq. (2.12)). We note that there is no interaction between cells if they are too sparsely seeded ($\Sigma_\phi = 0$ if $\phi \leq \phi_{\text{min}}$). For intermediate volume fractions the cells tend to aggregate ($\Sigma_\phi < 0$ for $\phi \in (\phi_{\text{min}}, \phi^*)$), whereas at high volume fractions the cells repel each other ($\Sigma_\phi > 0$ for $\phi \in (\phi^*, 1)$).

The stress tensors, $\sigma_i$, account for the mechanical properties of each phase. We treat each component of the mixture as a fluid phase with potentially different viscosities and so the $\sigma_i$ take the form given in equation (2.10) ($\mathbf{I}$ denotes the unit tensor). In particular we specify an ordering of the phases in which the dead material phase has intermediate viscosity, $\mu_2 = \theta \mu_1$, between the viscous tumour phase, with viscosity $\mu_1$, and the inviscid extracellular fluid, where $0 \leq \theta \leq 1$. We note that while the mixture as a whole is incompressible (due to Eq. (2.5)), the same is not true for each phase due to the local effects of cell proliferation and so we retain the bulk viscosity term, $\lambda_i$. However we follow Hubbard et al. [20], and assume local thermodynamic equilibrium in which case $\lambda_i = -\frac{2}{3} \mu_i$.

\[
\begin{align*}
\sigma_i &= -p_i \mathbf{I} + \mu_i (\nabla v_i + \nabla v_i^T) + \lambda_i (\nabla \cdot v_i) \mathbf{I} \\
&= \text{isotropic phase pressure} + \text{shear viscosity} + \text{bulk viscosity} + \lambda_i \text{ thermodynamic equilibrium} \\
\mu_1 &\geq \mu_2 = \theta \mu_1 \geq \mu_3 = 0,
\end{align*}
\]

(2.10)

The momentum interaction terms, $F_i$, in equation (2.9) and the stress tensors, $\sigma_i$, in equation (2.10) include phase-specific pressure terms, $p_i$, which need to be specified to close the system. Following [8] we assume a global isotropic fluid pressure, $p$, with an additional pressure, $\Sigma_\phi$, representing cell-sensing ascribed to the cell and dead material phases. The cell-sensing capacity of the dead material is assumed to be intermediate between that of the tumour cells and the extracellular fluid, which we model via the parameters $0 \leq \theta_p, \theta_\mu \leq 1$. A positive value of $\Sigma_\phi$ corresponds to a repulsive cell pressure, whilst negative values correspond to regions of cellular adhesion (see Fig. 1). The phase pressures, $p_i$, are specified in equation (2.11), while the cell-sensing term, $\Sigma_\phi$,
is defined in equation (2.12) where $H(\cdot)$ is the Heaviside function:

$$p_1 = p + \Sigma_\phi(\phi_1 + \theta_\Sigma \phi_2), \quad p_2 = p + \theta_p \Sigma_\phi(\phi_1 + \theta_\Sigma \phi_2), \quad p_3 = p$$

(2.11)

$$\Sigma_\phi(\phi) = \zeta(\phi - \phi_{\text{min}})^2(\phi - \phi^*) \frac{(1 - \phi)}{H(\phi - \phi_{\text{min}})}$$

(2.12)

Of particular note is the manner in which we model the dead material phase, which has volume fraction $\phi_2$. As stated previously, we view the dead material as a viscous fluid whose properties are intermediate between those of the tumour cells and the extracellular fluid phases. One of the main aims of this work is to investigate how the way in which the physical properties of the dead material are modelled affects the system dynamics. The parameter vector $\theta = (\theta_\mu, \theta_p, \theta_\Sigma)$ summarises the mechanical properties of this phase relative to the other two phases in the mixture, with $\theta$ taking values in $[0, 1]^3$. In particular, from equations (2.10)–(2.12) we note that $\theta = (1, 1, 1)$ corresponds to a two-phase sub-case of the full model in which the dead material is essentially a compartment of the cellular phase and retains the same mechanical properties as the viable tumour cells. Conversely, the limit $\theta = (0, 0, 0)$ pertains to a two-phase model in which the dead phase has the same properties as the extracellular fluid.

The parameter $\theta_\mu$ specifies the viscosity of the dead phase relative to the cell phase (see Eq. (2.10)). The parameters $\theta_p$ and $\theta_\Sigma$ pertain to relative cell-sensing function of this phase. Biologically, this cell-sensing may arise through inter-cellular interactions between cells and their filopodia in the case of cellular adhesion, or stress imposed on the cell membrane and cytoskeleton in regions of high cellular density, for example. Depending on the cell death pathway and stage of decay, we propose that cells in this phase may retain some of this function. In particular, $\theta_p$ characterises the relative ability of the non-viable cell population to perform this type of activity, while the parameter $\theta_\Sigma$ represents the relative contribution of this phase to the cell-sensing pressures experienced by the surrounding cells, as defined in equation (2.11).

A summary of all the model parameters defined in the system of equations (2.1)–(2.12) is given in Table 1.

### 2.3. Initial and boundary conditions

Equations (2.1)–(2.12) govern the dynamics of our multiphase model. When closed with appropriate initial and boundary conditions, this model describes the spatial and temporal evolution of a tumour growing in 3D. For simplicity, in this paper we hereafter restrict attention to a 1D Cartesian geometry. We assume symmetry in our growing tumour and define coordinates such that $x = 0$ is at the centre of the tumour, where we impose symmetry conditions for the phase velocities, $v_i$, and oxygen concentration, $c$:

$$v_i = 0, \quad \frac{\partial c}{\partial x} = 0 \quad \text{at} \quad x = 0.$$  

(2.13)

The tumour boundary at $x = R(t)$ is defined to be at the exterior of the cell phase where the volume fraction $\phi_1$ drops to 0. The boundary then moves with the tumour cell phase velocity here such that

$$\frac{dR}{dt} = v_1|_{x=R(t)}.$$  

(2.14)

We impose Dirichlet boundary conditions for the isotropic pressure, $p$, and the oxygen concentration, $c$, at the exterior boundary:

$$p = 0, \quad c = c_\infty \quad \text{at} \quad x = R(t).$$  

(2.15)

The tumour is assumed to grow into an extracellular fluid which offers little (or no) resistance to movement. In this scenario we assume that the boundary of the tumour is stress-free. Additionally, following Tao and
Table 1. Table of multiphase model parameters appearing in equations (2.1)–(2.12).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Γ</td>
<td>O₂ consumption rate</td>
</tr>
<tr>
<td>D</td>
<td>O₂ diffusion coefficient</td>
</tr>
<tr>
<td>c∞</td>
<td>Normoxic O₂ concentration at exterior boundary</td>
</tr>
<tr>
<td>c_H</td>
<td>Tumour hypoxia threshold</td>
</tr>
<tr>
<td>c_N</td>
<td>Tumour necrosis threshold</td>
</tr>
<tr>
<td>ε</td>
<td>Heaviside smoothing parameter</td>
</tr>
<tr>
<td>η</td>
<td>Proliferation rate</td>
</tr>
<tr>
<td>κ</td>
<td>Apoptosis rate</td>
</tr>
<tr>
<td>χ</td>
<td>Necrosis rate</td>
</tr>
<tr>
<td>λ</td>
<td>Dead material decay rate</td>
</tr>
<tr>
<td>d_{ij}</td>
<td>Drag coefficient of phase j on phase i</td>
</tr>
<tr>
<td>µ_i</td>
<td>Viscosity of phase i</td>
</tr>
<tr>
<td>θ_μ</td>
<td>Relative viscosity of dead and tumour phases</td>
</tr>
<tr>
<td>θ_p</td>
<td>Relative ‘cell-sensing’ ability of dead phase</td>
</tr>
<tr>
<td>θ_Σ</td>
<td>Relative influence of dead phase on cell-sensing</td>
</tr>
<tr>
<td>ζ</td>
<td>Cell-sensing strength</td>
</tr>
<tr>
<td>φ^*</td>
<td>‘Natural’ cell volume fraction</td>
</tr>
<tr>
<td>φ_{min}</td>
<td>Minimum cell-sensing volume fraction</td>
</tr>
</tbody>
</table>

Rajagopal [26, 32], we assume proportional splitting of traction on this boundary for our other boundary condition¹ which gives

\[
\frac{4}{3} \mu_1 \frac{\partial v_1}{\partial x} - \Sigma_\varphi (\phi_1 + \theta_\Sigma \phi_2) = \frac{4}{3} \theta_\mu \mu_1 \frac{\partial v_2}{\partial x} - \theta_p \Sigma_\varphi (\phi_1 + \theta_\Sigma \phi_2) = 0 \quad \text{at} \quad x = R(t). \tag{2.16}
\]

Equations (2.13) and (2.16) thus specify two boundary conditions for each of the phase velocities \(v_1\) and \(v_2\) whose evolution is described by two coupled second order elliptic equations (Eq. (2.2)).

Equation (2.1) is a hyperbolic equation for the evolution of the volume fraction \(\phi_1\). Since the exterior boundary moves with the phase velocity \(v_1\), we have that both \(x = R(t)\) and \(x = 0\) are characteristics and so we require no additional boundary conditions for the volume fraction \(\phi_1\). This is not the case for the volume fraction \(\phi_2\). Where the exterior boundary of the tumour is an outflow boundary for this phase (\(v_2 > v_1\) at \(x = R(t)\)) then the solution for \(\phi_2\) may still be specified along characteristics and we do not need to specify any additional boundary condition on \(x = R(t)\). However, when we have an inflow boundary we must impose an additional boundary condition for this phase. We assume that any cellular debris that flows across the tumour boundary is cleared or decays away such that we have an exterior boundary layer for this phase in which the volume fraction \(\phi_2\) drops to 0, allowing for no inflow of non-viable material into the tumour. As such, we impose

\[
\phi_2^+ = 0 \quad \text{at} \quad x = R(t), \tag{2.17}
\]

where \(\phi_2^+\) represents the volume fraction of this phase immediately exterior to the tumour boundary \(R(t)\).

It then only remains to specify the initial conditions:

\[
\phi_1 = \tilde{\phi}_1(x), \quad \phi_2 = \tilde{\phi}_2(x), \quad R = R_0 \quad \text{at} \quad t = 0, \tag{2.18}
\]

¹We note that these boundary conditions do not require a factor of \(\phi_1\) and \(\phi_2\), respectively, since in our simulations we use non-zero initial conditions and thus the source terms, \(S_1\) and \(S_2\), in equations (2.6) and (2.7) ensure that \(\phi_1\) and \(\phi_2\) remain non-zero.
where $\tilde{\phi}_1(x)$ and $\tilde{\phi}_3(x)$ are the initial volume fractions of the tumour cell and dead material phases, respectively, and $R_0$ is the initial outer tumour radius.

2.4. Reducing the full multiphase system

Equations (2.1)–(2.18) describe the dynamics of our multiphase mixture. We may simplify this system by eliminating the volume fraction and velocity pertaining to the extracellular fluid, $\tilde{\phi}_3$ and $v_3$, and the isotropic global pressure, $p$.

The no voids condition given by equation (2.5) gives

$$\tilde{\phi}_3 = 1 - \tilde{\phi}_1 - \tilde{\phi}_2. \quad (2.19)$$

By summing the equations for conservation of mass of each phase (Eq. (2.1)), integrating with respect to $x$ and applying the boundary conditions at $x = 0$, we obtain an identity for the mixture velocity, $\sum_i \phi_i v_i = 0$. As such, the velocity of the fluid phase is given by

$$v_3 = -\frac{1}{\phi_3} (\phi_1 v_1 + \phi_2 v_2). \quad (2.20)$$

Similarly, by summing the equations for conservation of momentum (Eq. (2.2)), we may obtain an expression for $\frac{dp}{dx}$ in terms of the volume fractions $\tilde{\phi}_1$ and $\tilde{\phi}_2$, and the velocities $v_1$ and $v_2$:

$$\frac{dp}{dx} = -\phi_1 \frac{\partial \Sigma_\phi}{\partial x} - \theta_p \tilde{\phi}_2 \frac{\partial \Sigma_\phi}{\partial x} + 4 \frac{\mu_1}{3} \frac{\partial}{\partial x} \left( \tilde{\phi}_1 \frac{\partial v_1}{\partial x} \right) + 4 \frac{\theta_p \mu_1}{3} \frac{\partial}{\partial x} \left( \tilde{\phi}_2 \frac{\partial v_2}{\partial x} \right). \quad (2.21)$$

In this way, we obtain a reduced system of equations describing the evolution of the volume fractions $\tilde{\phi}_1$ and $\tilde{\phi}_2$, the phase velocities $v_1$ and $v_2$, and the oxygen tension $c$. The eliminated variables $\tilde{\phi}_3$, $v_3$ and $p$ may be recovered from equations (2.19)–(2.21).

2.5. Summary of reduced model equations

For completeness, we state below the reduced system of equations that define our multiphase model of tumour growth. A table summarising all of the parameters that appear in the governing equations is presented in Table 1.

Mass conservation equations:

$$\frac{\partial \phi_1}{\partial t} + \frac{\partial}{\partial x} (\phi_1 v_1) = \eta \phi_1 (1 - \phi_1 - \phi_2) H_e (c - c_H) - \chi \phi_1 H_e (c_N - c) - \kappa \phi_1, \quad (2.22)$$

$$\frac{\partial \phi_2}{\partial t} + \frac{\partial}{\partial x} (\phi_2 v_2) = \chi \phi_1 H_e (c_N - c) + \kappa \phi_1 - \lambda \phi_2, \quad (2.23)$$

Oxygen profile:

$$0 = D \frac{\partial^2 c}{\partial x^2} - \Gamma \phi_1 H_e (c - c_H), \quad (2.24)$$

Momentum balances:

$$0 = 4 \frac{\mu_1}{3} (1 - \phi_1) \frac{\partial}{\partial x} \left( \tilde{\phi}_1 \frac{\partial v_1}{\partial x} \right) - 4 \frac{\theta_p \mu_1}{3} \phi_1 \frac{\partial}{\partial x} \left( \tilde{\phi}_2 \frac{\partial v_2}{\partial x} \right) + d_{12} \phi_1 \phi_2 (v_2 - v_1)$$

$$- d_{13} \phi_1 (\phi_2 v_2 + (1 - \phi_2) v_1) - \phi_1 (1 - \phi_1) \frac{\partial \Sigma_\phi}{\partial x} + \theta_p \phi_1 \phi_2 \frac{\partial \Sigma_\phi}{\partial x}, \quad (2.25)$$
where \( \Sigma \).

Initial and boundary conditions:

\[
0 = -\frac{4}{3} \mu_1 \phi_2 \frac{\partial}{\partial x} \left( \phi_1 \frac{\partial v_1}{\partial x} \right) + \frac{4}{3} \theta_p \mu_1 (1 - \phi_2) \frac{\partial}{\partial x} \left( \phi_2 \frac{\partial v_2}{\partial x} \right) + d_{12} \phi_1 \phi_2 (v_1 - v_2) \\
- d_{23} \phi_2 (\phi_1 v_1 + (1 - \phi_1) v_2) - \theta_p \phi_2 (1 - \phi_2) \frac{\partial \Sigma \phi}{\partial x} + \phi_1 \phi_2 \frac{\partial \Sigma \phi}{\partial x},
\]

(2.26)

where

\[
\Sigma \phi (\phi) = \frac{\zeta (\phi - \phi_{\min})^2 (\phi - \phi^*)}{(1 - \phi)} H(\phi - \phi_{\min}),
\]

(2.27)

2.6. Numerical solution of the model equations

We solve equations (2.22)–(2.32) numerically in order to simulate tumour growth for a variety of parameter regimes. We develop a simple, stable finite difference scheme, however we note that a more sophisticated scheme may be required for detailed investigation of certain cases. A description of the numerical method is presented in Appendix A.

For all simulations, we start with an initial radius \( R_0 = 0.3 \). The initial volume fraction of tumour cells is uniform on \( x \in [0, R_0] \) with volume fraction \( \tilde{\phi}_1 = \phi^* \). Since the governing equations are singular when \( \phi_2 \equiv 0 \), we prescribe the uniform initial condition \( \tilde{\phi}_2 = 0.005 \) for \( x \in [0, R_0] \).

The choice of uniform initial composition does not significantly affect the resulting evolution of the tumour over time (results not shown). Varying the uniform initial volume fraction of the tumour cell phase, \( \tilde{\phi}_1 \), simply introduces a small time delay during which the material within the tumour is redistributed before starting on the same growth trajectory. More specifically, if \( \tilde{\phi}_1 + \theta_2 \tilde{\phi}_2 < \phi^* \) on \( x \in [0, R_0] \) then the adhesion in the tumour phase, as given by \( \Sigma \phi \) in equation (2.12), results in an initial contraction of the tumour radius while the volume fraction of the tumour phase within the tumour increases. When \( \Sigma \phi (\tilde{\phi}_1 + \theta_2 \tilde{\phi}_2) |_{x=R(t)} > 0 \), the tumour radius starts to increase and the tumour follows the same qualitative growth trajectory as for other choices of initial condition. Similar behaviour was reported by Breward et al. [5] for a two phase model of avascular tumour growth.

In a similar manner, we may vary the initial tumour radius, \( R_0 \). For all values of \( R_0 \) chosen, our simulations resulted in the same steady state configuration (results not shown). However for simulations in which the internal composition is important in driving the qualitative growth behaviour (cf. Sects. 3.3 and 3.4), starting the simulation at too large an initial radius may result in a qualitatively different trajectory moving towards the steady state. In these cases, the uniform initial tumour composition, \( \tilde{\phi}_1 \), does not have enough time to be redistributed in order to influence the dynamics in the manners described in Sections 3.3 and 3.4. However for all reasonable, small values of \( R_0 \) relative to the steady state tumour radius, the resulting trajectories simulated were the same.
Table 2. The parameter ranges included in the parameter sweep for the multiphase tumour growth model as defined by equations (2.22)–(2.32).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values for parameter sweep</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_N$</td>
<td>${0.1, 0.2, 0.3}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>${0.5, 1, 1.5, 3}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>${0.1, 0.3, 0.5, 0.75, 1}$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>${0.02, 0.05, 0.1, 0.5}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>${0.05, 0.1, 0.15, 0.25, 0.5, 0.75}$</td>
</tr>
<tr>
<td>$d_{13} = d_{23}$</td>
<td>${0, 0.1, 0.5, 1}$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>${0.5, 1, 2, 3}$</td>
</tr>
<tr>
<td>$\phi^*$</td>
<td>${0.5, 0.6, 0.7, 0.8}$</td>
</tr>
<tr>
<td>$\phi_{\text{min}}$</td>
<td>${0, 0.2, 0.5, 0.75, 1} \times \phi^*$</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>${0.5, 1, 2, 3, 5}$</td>
</tr>
</tbody>
</table>

Table 3. Table of fixed model parameter values for all simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>2</td>
</tr>
<tr>
<td>$c_\infty$</td>
<td>1</td>
</tr>
<tr>
<td>$c_H$</td>
<td>0.3</td>
</tr>
<tr>
<td>$D$</td>
<td>1</td>
</tr>
<tr>
<td>$d_{12}$</td>
<td>1</td>
</tr>
</tbody>
</table>

3. Characterising tumour growth dynamics

Typical values for many of the model parameters are unclear. As such, we may rescale the variables in our model by typical values and hereafter consider all parameters as dimensionless quantities. We investigate the dynamics of growing tumours under these model equations by performing a sweep over a range of parameter values and characterising the qualitative growth behaviours observed. We vary 13 different model parameters, selecting parameter values from the sets given in Table 2. The remaining model parameters are held fixed at the values stated in Table 3. We simulate the model for each parameter combination up to time $t = 100$.

We characterise the qualitative dynamics identified by this parameter sweep in Sections 3.1–3.4. In Section 3.1 we describe monotonic tumour growth which approaches a steady-state, while in Section 3.2 we present typical travelling wave solutions. The qualitative behaviours described in Sections 3.1 and 3.2 are consistent with experimental observations, the resulting spatial structures reproducing those of avascular spheroids. Such results have been reported previously for similar (and also simpler) models [5, 8]. In Sections 3.3 and 3.4 we characterise two types of non-monotonic dynamics exhibited by our multiphase model that, to the best of our knowledge, have not been reported for existing models of avascular tumour growth. The parameter values for each of the simulation results discussed in this paper are given in Table 4. In Section 3.5 we catalogue the parameter sets from our sweep for which the tumour approaches a steady state size.

3.1. Steady state solutions

The typical evolution of a tumour spheroid follows monotonic, sigmoidal growth towards a steady state [13]. Our model reproduces these dynamics and one such example is presented in Figure 2.
Table 4. Table of parameter values for each simulation discussed; cases i–iv pertain to simulation results presented in Section 3, whereas cases A–D refer to simulation results discussed in Section 4.

<table>
<thead>
<tr>
<th>Case</th>
<th>$c_N$</th>
<th>$\eta$</th>
<th>$\chi$</th>
<th>$\kappa$</th>
<th>$\lambda$</th>
<th>$d_{13} = d_{23}$</th>
<th>$\zeta$</th>
<th>$\phi^*$</th>
<th>$\phi_{\text{min}}$</th>
<th>$\mu_1$</th>
<th>$\theta_p$</th>
<th>$\theta_{p'}$</th>
<th>$\theta_{\Sigma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>0.05</td>
<td>0.1</td>
<td>0.1</td>
<td>3</td>
<td>0.8</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ii</td>
<td>0.1</td>
<td>2</td>
<td>1</td>
<td>0.05</td>
<td>0.2</td>
<td>1</td>
<td>2</td>
<td>0.6</td>
<td>0.12</td>
<td>3</td>
<td>0.25</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>iii</td>
<td>0.2</td>
<td>1</td>
<td>1</td>
<td>0.05</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
<td>0.16</td>
<td>0.5</td>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>iv</td>
<td>0.3</td>
<td>0.5</td>
<td>0.75</td>
<td>0.02</td>
<td>0.5</td>
<td>0</td>
<td>2</td>
<td>0.7</td>
<td>0.5</td>
<td>0.12</td>
<td>2</td>
<td>0.25</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>0.1</td>
<td>0.5</td>
<td>0.75</td>
<td>0.02</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0.8</td>
<td>0.12</td>
<td>3</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>B</td>
<td>0.1</td>
<td>0.5</td>
<td>2</td>
<td>0.05</td>
<td>0.5</td>
<td>0.1</td>
<td>0.5</td>
<td>0.8</td>
<td>0.16</td>
<td>0.5</td>
<td>0.25</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>C</td>
<td>0.1</td>
<td>1</td>
<td>0.75</td>
<td>0.05</td>
<td>0.5</td>
<td>0.3</td>
<td>0.6</td>
<td>0.45</td>
<td>2</td>
<td>0.12</td>
<td>3</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>D</td>
<td>0.1</td>
<td>0.5</td>
<td>0.3</td>
<td>0.05</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>2</td>
<td>0.8</td>
<td>0.12</td>
<td>2</td>
<td>0.1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2. Example of a simulation in which the tumour grows monotonically and approaches a steady state, solving equations (2.22)–(2.32) and using the parameter values in Tables 3 and 4, case i. (a) A cross-section of tumour profile at time $t = 100$ showing the internal distribution of each phase. The volume fraction of the tumour cells, $\phi_1$, is shown in dark blue, the dead material volume fraction, $\phi_2$, is shown in light blue, and the volume fraction for the extracellular fluid, $\phi_3$, is represented in yellow. The dashed red and yellow vertical lines mark the positions of the internal radii $R_H$ and $R_N$, respectively. The arrows represent the internal flow of material at steady state. (b) The oxygen concentration, $c$, throughout the tumour at time $t = 100$ (blue line). The black horizontal dashed lines mark the thresholds for hypoxia and necrosis ($c_H > c_N$). (c) The phase velocities $v_i$ for $i = 1, 2, 3$ at time $t = 100$ coloured corresponding to the respective volume fractions, $\phi_i$. (d) The tumour radius trajectory $R(t)$ (blue line) with the red point marking the time point $t = 100$ corresponding the other plots.
Figure 3. (a) Tumour radius trajectory (blue curve) exhibiting travelling wave behaviour from simulation of equations (2.22)–(2.32) using the parameter values in Tables 3 and 4, case ii. The red dots mark the time points \( t = 10, 40, 100 \) for which we visualise the tumour composition. (b) Visualisation of the internal composition of the tumour for the time series \( t = 10, 40, 100 \) showing how the tumour’s spatial structure changes over time as it evolves to a travelling wave. The composition of the tumour is represented as in Figure 2.

Figure 2 visualises a snapshot of the tumour at the end of the simulation at \( t = 100 \). We observe an outer proliferative rim, \( R_H < x < R \), in which the tumour phase volume fraction is approximately constant. At \( x = R_H = 1.31 \), the oxygen concentration, which decreases monotonically with distance from the tumour boundary, attains the threshold value for hypoxia, \( c_H \), and a quiescent region forms for \( x < R_H \). At \( x = R_N = 0.65 \), the oxygen concentration reaches the threshold for necrosis, \( c_N \), and we observe the formation of a central necrotic core, characterised by a large volume fraction of dead material, \( \phi_2 \), and a low value of the tumour cell volume fraction, \( \phi_1 \).

We note that when the steady state is achieved the tumour is not in a dormant state: equilibrium arises when the mass gained in the outer, well-oxygenated region of the tumour by cell proliferation balances that lost in the central necrotic core due to cell death. The tumour phase velocity, \( v_1 \), is zero at the tumour boundary, \( v_1(x, t) < 0 \) for \( x \in (0, R) \). As such, an internal circulation is set up whereby proliferation occurring in the outer rim acts to replace cell death occurring in the central necrotic core. This inward movement has been observed experimentally in vitro [11]. We note that in this case, mass is lost from the tumour due to the flow of cellular debris out of the tumour boundary. The dead material in the necrotic core undergoes exponential decay and acts as a mass source for the extracellular fluid phase (see Eqs. (2.7) and (2.8)). The flow of extracellular fluid is positive in the centre of the tumour, \( x \in (0, R_H) \), but also flows into the tumour at the exterior boundary, providing the material required for cell proliferation at the outer rim of the tumour. The circulation pattern of the constituent phases at steady state is indicated by the arrows in Figure 2.

3.2. Travelling wave solutions

For large regions of parameter space, the model generates travelling wave solutions. That is, after an initial transient period during which the tumour composition is dynamic, the tumour profile settles to a steady
Figure 4. Tumour radius trajectory (blue line) for a simulation in which the steady state is reached after an initial ‘overshoot’, solving equations (2.22)–(2.32) and using the parameter values in Tables 3 and 4, case iii. The red dots mark the time points \( t = 30, 60, 150 \) for which we visualise snapshots of the internal tumour composition and phase velocities in Figure 5. The vertical dashed green line marks the time, \( t_{\text{max}} \), at which the tumour attains its maximum radius, \( R_{\text{max}} \).

composition which moves with a constant velocity as a travelling wave. This is evident from the trajectory of the tumour radius shown in Figure 3 for one such simulation exhibiting this behaviour.

Figure 3b visualises a snapshot of the tumour compositions at 3 different time points throughout the simulation, as marked by the red points in Figure 3. At early times \( (t = 10) \) the tumour’s spatial composition is similar to that depicted in Figure 2. As the tumour grows sufficiently large such that \( c(0,t) \leq c_N \leq c_H \) we observe a large region of extensive necrosis at the centre of the tumour. As in Figure 2, this corresponds with a change of composition towards the centre of the tumour whereby, broadly speaking, \( \frac{\partial \phi_1}{\partial x} > 0 \) and \( \frac{\partial \phi_2}{\partial x} < 0 \) for \( x < R_H \). However, in this case, as the tumour grows larger, the dead material phase at the centre of the tumour is degraded resulting in \( \phi_1, \phi_2 \ll 1 \) at \( x = 0 \) and the composition shown in Figure 3b at \( t = 40 \). This profile persists at later times and manifests as a travelling wave solution with constant wave speed. It is unclear which parameters/mechanisms determine the formation of a travelling wave as opposed to reaching a steady state tumour radius and this remains to be investigated in future work but we note that travelling waves have been reported for similar multiphase models [5, 22].

While it may be possible for spheroids to grow as travelling waves \textit{in vitro}, we typically observe tumours both \textit{in vitro} and \textit{in vivo} that evolve to a steady state. As such, henceforth we focus on regions of parameter space that give rise to steady state solutions. We note also that travelling wave solutions of the type presented in Figure 3 are not indicative of an invasive tumour. For such an interpretation, the model would need to be adapted to consider a tumour growing into surrounding tissue, in contrast to the stress-free boundary conditions imposed here.

3.3. ‘Overshooting’ the steady state

Our three phase model also exhibits non-monotonic growth dynamics. The first non-monotonic behaviour that we characterise is shown by the trajectory in Figure 4. Here, the outer tumour radius initially increases
Figure 5. Time series showing the (a) internal tumour composition and (b) phase velocities $v_1$ and $v_2$ throughout the simulation resulting in ‘overshoot’ dynamics shown in Figure 4. We observe a switch in the ordering of $v_1$ and $v_2$ at $x = R(t)$ between $t = 60$ and $t = 150$ which results in the non-monotonic trajectory. The volume fractions, $\phi_i$, and phase velocities, $v_i$, are represented as in Figure 2 ($v_3$ not shown).

monotonically, overshooting its steady state size. The tumour then starts to regress and approaches its steady state radius monotonically from above. The dashed green line in Figure 4 marks the time $t_{\text{max}}$ at which the tumour attains its maximum radius, $R_{\text{max}}$. The red points indicate time points at which we visualise the corresponding tumour compositions in Figure 5a and phase velocities in Figure 5b.

The ‘overshoot’ in the outer tumour radius arises due to a change in the nature of the solution at the tumour boundary. During the initial growth phase, the tumour appears to approach steady state in a standard, monotonic manner with the phase velocity for the dead cells at the boundary less than the cell velocity there, so that $\frac{dR}{dt} = v_1(R(t), t) > v_2(R(t), t)$ (see Fig. 5). However, as the velocity of the boundary decreases, it approaches the velocity of the dead material phase there. The turnaround point, at $t = t_{\text{max}}$, occurs when $v_1(R(t), t) = v_2(R(t), t)$. For $t > t_{\text{max}}$, $v_1(R(t), t) < v_2(R(t), t)$ so that there is an outflow of dead material on the tumour boundary. Thereafter dead material is lost from the interior of the tumour and the tumour decreases in volume. This continues until the tumour evolves to a steady state radius which is smaller than the maximum radius, $R_{\text{max}}$. The steady state tumour composition is shown in Figure 5a and the tumour boundary is an outflow boundary for dead material at steady state. We note that the steady state tumour composition is similar to that presented in Section 3.1 (cf. Fig. 2) although the tumour’s growth dynamics are very different.

3.4. Damped oscillations about the steady state

In Sections 3.1 and 3.3 we described tumour growth trajectories that ultimately approach a steady state solution monotonically, either from below or above. However, our model also admits solutions for which the tumour undergoes damped oscillations about the steady state radius. The long-term dynamics for one such simulation are shown in Figure 6.

In this case, the outer tumour boundary is an outflow boundary for the dead phase. In particular, $v_2(x, t) > 0 \ \forall x \in (0, R(t)]$, which leads to the gradual loss of this cellular debris from the interior of the tumour across the boundary. However this outward flow of non-viable cells results in a build up of dead material at the
edge of the necrotic core, where there is also a significant volume fraction of viable tumour cells, $\phi_1$. It is this internal build-up of dead material which drives the oscillations in tumour radius observed.

In our model, the material required for proliferation of the viable tumour cells is provided by the extracellular fluid phase and therefore the rate of proliferation is proportional to the volume fraction of this phase, $\phi_3 = 1 - \phi_1 - \phi_2$. In the previous simulations shown, at steady state a balance is reached within the tumour between the total new tumour mass from proliferation and the mass lost due to cell death. When the dead material builds up at the edge of the necrotic core, it creates a ‘pinch point’ at which $\phi_3 \ll 1$, as annotated in Figure 6. We introduce the notation $\epsilon(t) = \min_x \phi_3(x, t)$ and denote by $x_\epsilon(t)$ the position within the tumour at which this pinch point occurs. In Figure 7 we visualise the damped oscillations as a spiral in the $(x_\epsilon, \epsilon)$ phase plane. The start and end points of the oscillations are indicated by green and red points, respectively, in both Figures 6 and 7.

The accumulation of dead material locally restricts tumour cell proliferation even where oxygen levels are high, and so the tumour volume decreases while the necrotic material clears. This corresponds to an increase in $\epsilon(t)$ and a decrease in $x_\epsilon$. Once sufficient necrotic material has been cleared the tumour cells then resume proliferation. The increased proliferation again results in the build up of dead material and the pinching off of the fluid phase, so that $\dot{\epsilon} < 0$ (where $\dot{}$ denotes the derivative with respect to $t$). Once the total proliferation
Figure 7. Phase plot in the \((x, \epsilon)\)-plane of the oscillatory tumour dynamics, where \(\epsilon(t) = \min_{\tilde{x}} \phi_3(x, t)\) and \(x_\epsilon(t)\) is the location of \(\epsilon(t)\). The arrows show the direction of increasing \(t\), and the green and red points mark the start and end of the trajectory, respectively.

within the tumour surpasses cell death, the tumour radius begins to increase again and correspondingly \(\dot{x}_\epsilon > 0\). This process drives the oscillatory dynamics observed in Figures 6 and 7.

3.5. Parameter sweep results

We catalogue all parameter combinations which generate steady state solutions and summarise the resulting equilibrium compositions in Figure 8. The right hand plot in Figure 8 shows the corresponding tumour radii at steady state for the aforementioned parameter sets. The blue bars give the position of the outer tumour radius at steady state, with the dashed green line representing \(R_0\) for reference. Where applicable, we also display the positions of internal radii \(R_H\) (red bars) and \(R_N\) (yellow bars) as a summary of the steady state tumour composition. The radii \(R_H\) and \(R_N\) mark the spatial positions at which the oxygen concentration drops below the thresholds \(c_H\) and \(c_N\), respectively. We also mark the positions of key parameter sets (A, B, C & D) which we investigate further in Section 4 (see Fig. 9).

The parameter combinations are sorted by the resulting steady state tumour radius. From visual inspection alone, it is difficult to determine any correlations between the parameter values and the tumour radius and composition at steady state, however we may make some general observations. The central columns of parameters, namely \(\zeta\), \(\phi^*\) and \(\phi_{\text{min}}\), relate to the cell-sensing activity in the tumour. Our simulations suggest that stronger cellular interactions (larger values of \(\zeta\)) combined with larger values of \(\phi^* - \phi_{\text{min}}\), the range of densities for which the cells experience adhesion, give rise to larger steady state solutions which do not become travelling wave solutions. Additionally, the more ‘cell-like’ the dead material phase is deemed to be, corresponding to large values of \((\theta_{\mu}, \theta_{p}, \theta_{\Sigma})\), the more active material there is within the tumour, driving its evolution to a larger steady state radius. We observe this in the greater prominence of ‘green’ values in the bottom right of the heat map. We note also that low necrotic decay rates, \(\lambda\), tend to give rise to smaller steady state tumours, whilst low rates of apoptosis, \(\kappa\), and low drag coefficients with the fluid phase, \(d_{i3}\), tend to correspond to larger steady state tumours.
THE EFFECTS OF DEAD MATERIAL ON THE GROWTH OF AVASCULAR TUMOURS

4. The influence of the dead material on tumour growth dynamics

As described in Section 2.2, the parameter vector $\theta = (\theta_\mu, \theta_p, \theta_\Sigma)$ summarises the mechanical properties of the dead material phase relative to the tumour cell and extracellular fluid phases. Recall that the parameter $\theta_\mu$ specifies the relative viscosity of the dead phase (Eq. (2.10)), while the parameters $\theta_p$ and $\theta_\Sigma$ pertain to the cell-sensing properties of this phase (see Eq. (2.11)). In this section we perform a parameter sensitivity analysis in which the parameters $\theta_\mu$, $\theta_p$, and $\theta_\Sigma$ range across the unit cube. In this way we aim to determine how the manner in which we model the dead material phase affects the system dynamics. We note that the two corners of the cube, $(1, 1, 1)$ and $(0, 0, 0)$, correspond to two-phase limits of the full multiphase model.

We take a selection of parameter sets from the catalogue of values used to generate the steady state solutions described in Section 3. For each parameter combination, we perform a new parameter sweep over the sub-space $\theta \in [0, 1]^3$, holding all other parameters fixed. As such, we isolate, in each case, the dependence on the material properties of the dead phase of the growth dynamics given an original parameter combination for which the tumour evolves to a steady state. We visualise the resulting trajectories for tumour radius over time for a selection of 4 such parameter sweeps in Figure 9. The original parameter sets for each case are annotated in Figure 8 with the values listed in Table 4, cases A–D.
Figure 9. Tumour trajectories from a parameter sweep of the mechanical properties of the dead material phase, $\theta \in [0, 1]^3$ for 4 different cases, obtained by solving equations (2.22)–(2.32). All model parameters other than $\theta = (\theta_\mu, \theta_p, \theta_\Sigma)$ remain fixed. The fixed parameter values for each case are listed in Table 4, cases A–D, and have been correspondingly annotated in Figure 8.

The results presented in Figure 9 reveal that, for certain parameter sets, the qualitative growth dynamics can change markedly as we sweep across the sub-space $\theta \in [0, 1]^3$. In the rest of this section we analyse further the range of different effects observed.

4.1. Qualitative dynamics insensitive to the properties of the dead material

For certain parameter regimes, the properties of the dead material phase have little influence on the evolution of the tumour radius. In Figure 9A the growth dynamics are almost identical at early times. In this case, variation in $\theta$ appears to modulate the rate at which the tumour approaches its steady state, with a few cases evolving to travelling wave solutions rather than reaching equilibrium.

We may summarise the proportion of the tumour volume at time $t$ that is comprised of each phase by defining the spatially averaged quantities

$$\bar{\phi}_i(t) = \frac{1}{R(t)} \int_0^{R(t)} \phi_i(x,t)dx.$$ (4.1)

In Figure 10 we visualise the composition of the tumour at the end of the simulation for each parameter set. We sort the parameter combinations by final tumour radius and plot a heatmap of parameter sets as previously, with each row corresponding to a particular choice of $\theta$. In the central plot of Figure 10 we visualise the final tumour composition, while the right-hand plot shows the final outer tumour radius, $R$, and the positions of the internal radii, $R_H$ and $R_N$. 
Figure 10. Summary of the steady state tumour compositions arising from case A of the \( \theta \)-sweep (see Fig. 9). Left plot: heatmap of \( \theta \) parameter values corresponding to each simulation (visualisation as for Fig. 8). Central plot: proportion of the tumour volume at steady state comprised of each phase where \( \bar{\phi}_i \) is defined by equation (4.1). The tumour cell, dead material and extracellular fluid phases are represented by the dark blue, light blue and yellow regions, respectively. Right plot: histogram showing the positions of the outer tumour radius, \( R \) (blue), and the internal radii, \( R_H \) (red) and \( R_N \) (yellow), at steady state for each simulation. The vertical dashed green line marks the initial radius, \( R_0 \), for each simulation.

We notice that in this case, varying \( \theta \) does not significantly affect the resulting tumour composition. An increase in the steady state size of the outer tumour radius corresponds to a similar decrease in the average tumour cell volume fraction, \( \bar{\phi}_1 \). As such, all tumours have a similar total mass of tumour cells at steady state, and the parameter vector \( \theta \) acts to modulate the distribution of this material.

In Figure 9B, all trajectories exhibit the same qualitative behaviour and they group into 5 bands. This grouping suggests dominance of a single parameter or parameter combination. In Figure 11 we visualise the parameter combinations along with summary statistics for the steady state tumour composition, as previously. For this case the steady state tumour radii are not sufficiently large to create a necrotic core and so \( R_N = 0 \) for all parameter combinations. The grouping of the tumours is also evident from the compositions at steady state. From the \( \theta \) parameter heatmap it is clear that the contribution of the dead phase to cell-sensing, \( \theta_S \), is the dominant parameter, with larger values of \( \theta_S \) yielding faster growing tumours which evolve to larger steady state sizes.

4.2. Dead material has a quantitative effect on growth dynamics

However there are cases for which variation in the \( \theta \) parameters has a more significant impact on the tumour growth dynamics. While the original parameter sets all gave rise to tumours which evolved to a
steady state, we see in case C in Figure 9 that most regions in the cube $\theta \in [0,1]^3$ result in travelling wave solutions.

For this case, we may quantify the affect of the parameter vector $\theta$ by considering the resulting wave speed. In Figure 12 we plot the velocity of the tumour boundary at the end of each simulation. We again notice that, for large values at least, $\theta_3$ is the dominant parameter in determining wave speed. Large values of $\theta_3$ create larger pressures in the tumour cell phase which thus drive faster tumour growth. When $\theta_3$ takes smaller values this effect is not so clear with the other two parameters, $\theta_\mu$ and $\theta_p$, having more of an influence on the dynamics. It is not clear why a small number of simulations reach a steady state rather than evolving to a travelling wave profile, with further investigation of this difference a direction for future work.

4.3. Dead material has a qualitative effect on growth dynamics

In Figure 9D, the mechanical properties of the dead material phase have a significant influence on the tumour growth dynamics. Monotonic and non-monotonic approaches to the steady state are observed for different values of $(\theta_\mu, \theta_p, \theta_3)$, while in other regions of parameter space the system is unable to sustain a viable tumour.

We illustrate the influence of the $\theta$ parameters more clearly in Figure 13 by considering a sub-space of the unit cube. We traverse a line between two corners of the cube, taking $\theta_\mu = \theta_p = \theta_3 \in [0, 1]$. We note again that the corners $\theta = (0, 0, 0)$ and $\theta = (1, 1, 1)$ may be considered as two phase limits of our three phase model. We observe large variation in the qualitative tumour dynamics, with larger values of $\theta$ corresponding to tumours
that grow faster and evolve to larger equilibrium sizes. Conversely, smaller values of \( \theta \) yield smaller tumours, so that, in some cases, the system is unable to sustain a viable tumour.

We conclude that the dead material and its mechanical properties can have a large influence on the qualitative growth dynamics. In particular, the limiting cases with \( \theta_\mu = \theta_p = \theta_\Sigma = 0 \) and \( \theta_\mu = \theta_p = \theta_\Sigma = 1 \) may give rise to markedly different growth trajectories.

### 5. Discussion

In this paper we have presented a new three phase model to investigate the influence of dead material on the growth dynamics and spatial structure of avascular tumours. We characterise the physical properties of the dead material as intermediate between those of the viable tumour cells and the extracellular fluid. The physical properties of this phase in relation to the tumour cell phase are summarised by 3 key model parameters, given by the vector \( \theta = (\theta_\mu, \theta_p, \theta_\Sigma) \).

Using numerical simulation of the model equations, we were able to reproduce biologically realistic tumour dynamics and spatial structures which are commonly observed in \textit{in vitro} avascular tumour spheroids. In Section 3.1 we presented an example simulation result which showcased the heterogeneity in tumour composition and the complex internal dynamics which may occur in tumours at steady state. By contrast, in Section 3.2

---

\(^2\)Simulations for small values of \( \theta \) resulted in numerical instability due to the volume fraction for the fluid phase, \( \phi_3 \), becoming very small upon contraction of the tumour radius. Accurately simulating this computationally would require a more sophisticated numerical scheme. Equally, the validity of the multiphase assumptions when one or more phases becomes extinct is also an open question to be addressed, but beyond the scope of the work presented in this paper.
the results presented exhibited travelling wave dynamics. The complex interactions within the model which drives each of these contrasting qualitative dynamical behaviours is currently unclear. Further analysis of these mechanisms is a significant avenue for future work.

We further characterised some non-monotonic growth behaviours exhibited by the model which are driven by the intratumoural dynamics of the dead material phase. To the best of our knowledge, these dynamics have not been captured by existing models of avascular tumour growth. It is unclear whether some of these features may be artefacts of the 1D geometry used here. In particular, we may expect that the ‘pinch-off’ of the fluid phase resulting in oscillatory tumour dynamics may not be stable to symmetry-breaking perturbations in 2D and 3D. Future work on this model will include asymptotic analysis of these dynamics and extension of the numerics into 2D and/or 3D to further investigate the effects described here.

The local structure of the tumour vasculature is well-known to influence the growth of in vivo tumours [4, 9, 17]. In this model we have neglected explicit mention of the tumour vasculature and have focussed our attention on the impact of heterogeneity in internal tumour composition on the qualitative growth dynamics. Future work would include simulating the model in more complex geometries than the 1D cartesian simulations presented in this paper. In this setting the model could be further extended to incorporate the influence of tumour vasculature [20].

In Section 4 we investigated the influence of the dead phase on the tumour growth dynamics. For some cases considered, we observed large variations in tumour radius over time as we move around the parameter sub-space $\theta \in [0,1]^3$. We conclude that the material properties of the non-viable cells, and the way in which we model them, may have a significant influence on the dynamics observed. This is of importance when using mathematical models as the basis for making predictions of tumour growth dynamics.

When therapies are administered to tumours they may induce further widespread cell death throughout the tumour, significantly altering the tumour composition. In light of the results presented here, we anticipate that
the resulting redistribution of material between the tumour cell and dead material phases is likely to significantly impact the resulting regrowth dynamics and thus the observed response dynamics. In future work, we plan to extend the model presented here to incorporate therapeutic effects.

**APPENDIX A. NUMERICAL SCHEME**

In this section we outline the numerical method that we used to solve equations (2.22)–(2.32). In Section A.1 we first map the system of equations to a fixed domain. In Sections A.2–A.5 we derive a finite difference scheme for each equation in turn. While there are many methods which could be employed to solve the given equations, we develop a simple, convergent finite difference scheme since we are interested in the qualitative behaviour of the model dynamics.

The numerical method is implemented on a fixed mesh in the fixed domain coordinates with \( n \) equally-spaced nodes such that \( \Delta \xi = \frac{1}{n-1} \). We index the nodes in space by \( j = 1, \ldots, n \) and denote \( \xi_j = (j-1)\Delta \xi \). We solve the system of equations using explicit time-stepping with fixed timestep \( \Delta t \) and denote the simulation timestep by \( t_n = n\Delta t \). We introduce the following notation for variables evaluated at each mesh node and timestep, here using the volume fraction \( \phi_1 \) as an example:

\[
\phi_{1,j}^n = \phi_1(\xi_j, t_n).
\]

**A.1 Fixed domain equations**

Equations (2.22)–(2.32) are defined on a growing domain with \( 0 \leq x \leq R(t) \). From a numerical standpoint, the growing domain makes it difficult to keep a mesh with equally-spaced nodes on which to solve the model equations. When solving these equations, it is convenient first to map them onto a fixed domain, \( x \mapsto \xi \in [0, 1] \), such that \( \xi = \frac{x}{R(t)} \). We solve the transformed equations in these coordinates and then map back onto the growing domain when presenting simulation results. It is straightforward to show that the transformed equations can be written as follows:

\[
\frac{\partial \phi_1}{\partial t} - \frac{\xi}{R} \frac{dR}{dt} \frac{\partial \phi_1}{\partial \xi} + \frac{1}{R} \frac{\partial}{\partial \xi} (\phi_1 v_1) = \eta \phi_1 (1 - \phi_1 - \phi_2) H_\epsilon (c - c_H) - \chi \phi_1 H_\epsilon (c_N - c) - \kappa \phi_1, \tag{A.1}
\]

\[
\frac{\partial \phi_2}{\partial t} - \frac{\xi}{R} \frac{dR}{dt} \frac{\partial \phi_2}{\partial \xi} + \frac{1}{R} \frac{\partial}{\partial \xi} (\phi_2 v_2) = \chi \phi_1 H_\epsilon (c_N - c) + \kappa \phi_1 - \lambda \phi_2, \tag{A.2}
\]

\[
0 = \frac{D}{R^2} \frac{\partial^2 c}{\partial \xi^2} - \Gamma \phi_1 H_\epsilon (c - c_H), \tag{A.3}
\]

\[
0 = \frac{4}{3} \frac{\mu_1}{R^2} (1 - \phi_1) \frac{\partial}{\partial \xi} \left( \phi_1 \frac{\partial v_1}{\partial \xi} \right) - \frac{4}{3} \frac{\theta_p \mu_1}{R^2} \phi_1 \frac{\partial}{\partial \xi} \left( \phi_2 \frac{\partial v_2}{\partial \xi} \right) + d_{12} \phi_1 \phi_2 (v_2 - v_1)
- d_{13} \phi_1 (\phi_2 v_2 + (1 - \phi_2) v_1) + \frac{\theta_p \phi_1 \phi_2 \partial \Sigma_\phi}{R} \frac{\partial}{\partial \xi} - \frac{\phi_1 (1 - \phi_1) \partial \Sigma_\phi}{R} \frac{\partial}{\partial \xi}, \tag{A.4}
\]

\[
0 = \frac{4}{3} \frac{\mu_2}{R^2} (1 - \phi_2) \frac{\partial}{\partial \xi} \left( \phi_2 \frac{\partial v_2}{\partial \xi} \right) - \frac{4}{3} \frac{\mu_1}{R^2} \phi_2 \frac{\partial}{\partial \xi} \left( \phi_1 \frac{\partial v_1}{\partial \xi} \right) + d_{12} \phi_1 \phi_2 (v_1 - v_2)
- d_{23} \phi_2 (\phi_1 v_1 + (1 - \phi_1) v_2) + \frac{\phi_1 \phi_2 \partial \Sigma_\phi}{R} \frac{\partial}{\partial \xi} - \frac{\phi_2 (1 - \phi_2) \partial \Sigma_\phi}{R} \frac{\partial}{\partial \xi}, \tag{A.5}
\]

where

\[
\Sigma_\phi(\phi) = \frac{\zeta (\phi - \phi_{\min})^2 (\phi - \phi^*)}{(1 - \phi)} H(\phi - \phi_{\min}), \tag{A.6}
\]
\[
\frac{dR}{dt} = v_1|_{\xi=1},
\] (A.7)

with
\[
\frac{\partial c}{\partial \xi} = 0, \quad v_1 = v_2 = 0 \quad \text{at} \quad \xi = 0,
\]
(A.8)

\[
\phi_2^+ = 0, \quad c = c_{\infty} \quad \text{at} \quad \xi = 1,
\]
(A.9)

\[
\frac{4}{3} \mu_1 \frac{\partial v_1}{\partial \xi} - \sum_{\phi} (\phi_1 + \theta \Sigma \phi_2) = \frac{4}{3} \frac{\theta_p \mu_1}{R} \frac{\partial v_2}{\partial \xi} - \theta_p \sum_{\phi} (\phi_1 + \theta \Sigma \phi_2) = 0 \quad \text{at} \quad \xi = 1,
\]
(A.10)

and
\[
\phi_1 = \tilde{\phi}_1(\xi), \quad \phi_2 = \tilde{\phi}_2(\xi), \quad R = R_0 \quad \text{at} \quad t = 0.
\]
(A.11)

The numerical methods for each equation are combined to solve the full system of equations via the pseudocode presented in Algorithm 1.

**Algorithm 1: Pseudo-code for numerical scheme.**

Set mesh size $\Delta \xi$ and timestep $\Delta t$

/*Initialisation at $t = 0$*/

Set initial conditions: $\phi_1(\xi, 0) = \tilde{\phi}_1(\xi), \phi_2(\xi, 0) = \tilde{\phi}_2(\xi), R(0) = R_0$

Solve coupled momentum equations for initial phase velocities $v_1(\xi, 0)$ and $v_2(\xi, 0)$ (Equations (53) and (54))

Solve for initial oxygen field, $c(\xi, 0)$ (Equations (66)-(68))

for each timestep until $t = T$

/*Update variables with explicit time dependence*/

Update hyperbolic equations for volume fractions $\phi_1(\xi, t)$ and $\phi_2(\xi, t)$ using upwind method

(Equations (45)-(50))

Check CFL condition for stability of upwind method satisfied

Update tumour radius $\nu(t)$ with forward Euler time-stepping (Equation (51))

/*Update variables without explicit time dependence*/

Solve coupled elliptic equations for phase velocities $v_1(\xi, t)$ and $v_2(\xi, t)$ (Equations (53) and (54))

Update oxygen field, $c(\xi, t)$, using fixed-point iteration scheme with pseudo-time-stepping (Equations (66)-(68))

end

**A.2 Upwinding for conservation of mass equations (Eqs. (A.1) and (A.2))**

**A.2.1 Interior nodes**

We solve these hyperbolic equations using upwinding for the advection terms and standard, central differences for the non-advection terms [24]. Since the phase velocities, $v_i$, are not constant in $\xi$, the direction of advection is given by the sign of $v_i - \xi \frac{dR}{dt}$ at each node. As such we take care to choose the correct upwinding formulation in each case. Note that since the tumour boundary moves with the tumour phase velocity, $\frac{dR^n}{dt} = v_{1,N}$. The finite difference scheme for the interior nodes, $j = 2, \ldots, N - 1$, is given below.
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Case: \( \frac{1}{R^n} (v_{i,j}^n - \xi_j^n v_{1,N}^n) > 0 \)

\[
\phi_{i,j}^{n+1} = \phi_{i,j}^n - \frac{1}{R^n} (v_{i,j}^n - \xi_j^n v_{1,N}^n) \frac{\Delta t}{\Delta \xi} (\phi_{i,j}^n - \phi_{i,j-1}^n) - \frac{\Delta t}{R^n} \phi_{i,j}^n \frac{1}{2 \Delta \xi} (v_{i,j+1}^n - v_{i,j-1}^n) + \Delta t S_{1,j}^n \tag{A.12}
\]

Case: \( \frac{1}{R^n} (v_{i,j}^n - \xi_j^n v_{1,N}^n) < 0 \)

\[
\phi_{i,j}^{n+1} = \phi_{i,j}^n - \frac{1}{R^n} (v_{i,j}^n - \xi_j^n v_{1,N}^n) \frac{\Delta t}{\Delta \xi} (\phi_{i,j+1}^n - \phi_{i,j}^n) - \frac{\Delta t}{R^n} \phi_{i,j}^n \frac{1}{2 \Delta \xi} (v_{i,j+1}^n - v_{i,j-1}^n) + \Delta t S_{1,j}^n. \tag{A.13}
\]

Since we are using an upwinding scheme, we must check at each timestep that equations (A.12) and (A.13) satisfy the CFL stability condition [24]. In this case we require that \( \left| \frac{1}{R} (v_i - \xi \frac{\partial R}{\partial \xi}) \right| \frac{\Delta t}{\Delta \xi} \leq 1 \) for all nodes.

A.2.2 Boundary nodes

We exploit the fact that \( \xi = 0 \) is a characteristic and use forward differences to solve the characteristic equation for \( \phi_{1,1} \). We note also that symmetry about the origin gives \( v_{1,1} = 0 \). Thus our finite difference scheme at \( \xi_1 = 0 \) is

\[
\phi_{1,j}^{n+1} = \phi_{1,j}^n + \Delta t \left( -\frac{\phi_{1,1}^n v_{1,2}^n}{R^n} \frac{\Delta t}{\Delta \xi} + S_{1,j}^n \right). \tag{A.14}
\]

At the exterior boundary, \( \xi = 1 \), for \( \phi_1 \) we use the fact that it is also characteristic (since the boundary moves with the phase velocity) and use a backward difference for \( v_{1,N} \). The corresponding difference equation is given by

\[
\phi_{1,N}^{n+1} = \phi_{1,N}^n + \Delta t \left( -\frac{\phi_{1,1}^n (v_{1,N}^n - v_{1,N-1}^n)}{R^n} \frac{\Delta t}{\Delta \xi} + S_{1,N}^n \right). \tag{A.15}
\]

At \( \xi = 1 \) for \( \phi_2 \) there are two cases to consider since the exterior boundary is no longer a characteristic. For an outflow boundary, where \( v_{2,N}^n > v_{1,N}^n \), we use the usual upwind equation with a one-sided backward difference for \( \phi_2 \):

\[
\phi_{2,N}^{n+1} = \phi_{2,N}^n - \frac{1}{R^n} \frac{\Delta t}{\Delta \xi} (v_{2,N}^n - v_{1,N}^n)(\phi_{2,N}^n - \phi_{2,N-1}^n) + \Delta t \left( -\frac{\phi_{2,N}^n (v_{2,N}^n - v_{2,N-1}^n)}{R^n} \frac{\Delta t}{\Delta \xi} + S_{2,N}^n \right). \tag{A.16}
\]

For an inflow boundary, where \( v_{2,N}^n < v_{1,N}^n \), we also use upwinding but impose the additional boundary condition \( \phi_{2}^n = 0 \) as described in the main text. Thus, our ‘ghost node’ at \( j = N + 1 \) is 0 and we have

\[
\phi_{2,N}^{n+1} = \phi_{2,N}^n - \frac{1}{R^n} \frac{\Delta t}{\Delta \xi} (v_{2,N}^n - v_{1,N}^n)(-\phi_{2,N}^n) + \Delta t \left( -\frac{\phi_{2,N}^n (v_{2,N}^n - v_{2,N-1}^n)}{R^n} \frac{\Delta t}{\Delta \xi} + S_{2,N}^n \right). \tag{A.17}
\]

A.3 Forward difference for \( R(t) \) (Eq. (A.7))

We use an explicit scheme to solve Equation (A.7) so that

\[
R^{n+1} = R^n + \Delta t v_{1,N}^n. \tag{A.18}
\]
A.4 Coupled equations for conservation of momentum (Eqs. (A.4) and (A.5))

A.4.1 Interior nodes

We discretise \( \frac{\partial}{\partial \xi} \left( \phi_i \frac{\partial v_i}{\partial \xi} \right) \) using a central difference at half grid points in order to obtain a symmetric approximation [24]. We use a Taylor expansion and one-sided differences to approximate \( \phi_{i,j+1/2} \). In this way we obtain the discretisation in equation (A.19) which we denote by \( \Delta_{i,j} \) for convenience, where \( i \) indexes the phase and \( j \) the central node of the approximation. For derivatives of \( \Sigma_\alpha \) we use standard central differences.

\[
\frac{\partial}{\partial \xi} \left( \phi_i \frac{\partial v_i}{\partial \xi} \right) \approx \frac{1}{\Delta \xi^2} \left[ \frac{1}{2} (\phi_{i,j+1}^{n+1} + \phi_{i,j}^{n+1}) v_{i,j+1}^{n+1} - \left( \frac{1}{2} \phi_{i,j-1}^{n+1} + \phi_{i,j}^{n+1} + \frac{1}{2} \phi_{i,j+1}^{n+1} \right) v_{i,j}^{n+1} \right]
+ \frac{1}{2} (\phi_{i,j+1}^{n+1} + \phi_{i,j+1}^{n+1}) v_{i,j+1}^{n+1} =: \Delta_{i,j}.
\] (A.19)

Applying these approximations to equations (A.4) and (A.5) yields the following finite difference equations:

\[
0 = -\phi_{i,j}^{n+1} \left( 1 - \phi_{i,j}^{n+1} \right) \frac{1}{R^{n+1}} \frac{1}{2\Delta \xi} (\Sigma_{\phi,j+1}^{n+1} - \Sigma_{\phi,j-1}^{n+1}) + \frac{4}{3} (1 - \phi_{i,j}^{n+1}) \frac{\mu_1}{(R^{n+1})^2} \Delta_{1,j}
+ \frac{\theta_3 \phi_{i,j}^{n+1} \phi_{i,j}^{n+1}}{(R^{n+1})^2} \frac{1}{2\Delta \xi} (\Sigma_{\phi,j+1}^{n+1} - \Sigma_{\phi,j-1}^{n+1}) - \frac{4}{3} \frac{\theta_3 \mu_1}{(R^{n+1})^2} \phi_{i,j}^{n+1} \Delta_{2,j}
+ d_{12} \phi_{i,j}^{n+1} \phi_{i,j}^{n+1} (v_{i,j+1}^{n+1} - v_{i,j-1}^{n+1}) - d_{13} \phi_{i,j}^{n+1} (\phi_{i,j}^{n+1})^2 (v_{i,j}^{n+1} + (1 - \phi_{i,j}^{n+1}) v_{i,j-1}^{n+1}),
\] (A.20)

\[
0 = -\theta_3 \phi_{i,j}^{n+1} \phi_{i,j}^{n+1} \frac{1}{2\Delta \xi} (\Sigma_{\phi,j+1}^{n+1} - \Sigma_{\phi,j-1}^{n+1}) + \frac{4}{3} (1 - \phi_{i,j}^{n+1}) \frac{\mu_1}{(R^{n+1})^2} \Delta_{1,j}
+ \frac{\theta_3 \phi_{i,j}^{n+1} \phi_{i,j}^{n+1}}{(R^{n+1})^2} \frac{1}{2\Delta \xi} (\Sigma_{\phi,j+1}^{n+1} - \Sigma_{\phi,j-1}^{n+1}) - \frac{4}{3} \frac{\theta_3 \mu_1}{(R^{n+1})^2} \phi_{i,j}^{n+1} \Delta_{1,j}
+ d_{12} \phi_{i,j}^{n+1} \phi_{i,j}^{n+1} (v_{i,j+1}^{n+1} - v_{i,j-1}^{n+1}) - d_{23} \phi_{i,j}^{n+1} (\phi_{i,j}^{n+1})^2 (v_{i,j}^{n+1} + (1 - \phi_{i,j}^{n+1}) v_{i,j-1}^{n+1}).
\] (A.21)

We note that in equations (A.20) and (A.21), \( \Sigma_{\phi,j} \) is evaluated at \( (\phi_{1,j} + \theta_3 \phi_{2,j}) \).

Equations (A.20) and (A.21) comprise a coupled linear system which may alternatively be written in the form \( M \mathbf{v} = \mathbf{d} \) for the velocity vector \( \mathbf{v} = [v_1, v_2]^T \). The matrix, \( M \), is of ‘block tridiagonal’ form such that

\[
M = \begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\]

where \( A, B, C, D \) are tridiagonal matrices defined by:

\[
A_{j,j} = -\frac{4}{3} (1 - \phi_{i,j}^{n+1}) \frac{\mu_1}{(R^{n+1})^2} \frac{1}{\Delta \xi^2} \left( \frac{1}{2} \phi_{i,j-1}^{n+1} + \phi_{i,j}^{n+1} + \frac{1}{2} \phi_{i,j+1}^{n+1} \right) - \phi_{i,j}^{n+1} (d_{12} \phi_{i,j}^{n+1} + d_{13} (1 - \phi_{i,j}^{n+1})),
\] (A.22)

\[
A_{j,j+1} = \frac{4}{3} (1 - \phi_{i,j}^{n+1}) \frac{\mu_1}{(R^{n+1})^2} \frac{1}{\Delta \xi^2} \phi_{i,j}^{n+1} (\phi_{i,j}^{n+1} + \phi_{i,j+1}^{n+1}),
\] (A.23)

\[
B_{j,j} = \frac{4}{3} \phi_{i,j}^{n+1} \frac{1}{\Delta \xi^2} \left( \frac{1}{2} \phi_{i,j-1}^{n+1} + \phi_{i,j}^{n+1} + \frac{1}{2} \phi_{i,j+1}^{n+1} \right) + (d_{12} - d_{13}) \phi_{i,j}^{n+1} \phi_{i,j+1}^{n+1},
\] (A.24)

\[
B_{j,j+1} = \frac{4}{3} \phi_{i,j}^{n+1} \frac{1}{\Delta \xi^2} \phi_{i,j+1}^{n+1} (\phi_{i,j}^{n+1} + \phi_{i,j+1}^{n+1}),
\] (A.25)

\[
C_{j,j} = \frac{4}{3} \phi_{i,j}^{n+1} \frac{1}{\Delta \xi^2} \left( \frac{1}{2} \phi_{i,j-1}^{n+1} + \phi_{i,j}^{n+1} + \frac{1}{2} \phi_{i,j+1}^{n+1} \right) + (d_{12} - d_{23}) \phi_{i,j}^{n+1} \phi_{i,j+1}^{n+1},
\] (A.26)
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\[ C_{j,j} = \frac{4}{3} \left( \frac{\mu_1}{(R^{n+1})^2} \right) \phi_{2,j} + \frac{1}{2\Delta^2} \left( \phi_{1,j} + \phi_{1,j+1} \right), \quad (A.27) \]

\[ D_{j,j} = -\frac{4}{3} \left( 1 - \phi_{2,j} \right) \frac{\theta_0 \mu_1}{(R^{n+1})^2} \Delta \phi \left( \frac{1}{2} \phi_{2,j-1} + \phi_{2,j} + \frac{1}{2} \phi_{2,j+1} \right) - \phi_{2,j} \left( d_{12} \phi_{1,j} + d_{23} (1 - \phi_{1,j}) \right), \quad (A.28) \]

\[ D_{j,j+1} = \frac{4}{3} \left( 1 - \phi_{2,j} \right) \frac{\theta_0 \mu_1}{(R^{n+1})^2} \Delta \phi \left( \phi_{2,j} + \phi_{2,j+1} \right). \quad (A.29) \]

A.4.2 Boundary nodes

We combine the discretisation for the interior nodes with the boundary conditions at the boundaries \( \xi = 0 \) and \( \xi = 1 \). The symmetry conditions at \( \xi = 0 \) give:

\[ v_{n+1}^{\alpha,1} = v_{n+1}^{\beta,1} = 0. \quad (A.30) \]

We apply backward differences for the no-stress conditions at the exterior boundary \( \xi = 1 \):

\[ v_{1,N}^{n+1} = v_{1,N-1} + \frac{3}{4} \frac{R^{n+1}}{\mu_1} \Delta \phi \Sigma_{\phi,1}^{n+1}, \quad (A.31) \]

\[ v_{2,N}^{n+1} = v_{2,N-1} + \frac{3 \theta_0}{4} \frac{R^{n+1}}{\mu_1} \Delta \phi \Sigma_{\phi,2}^{n+1}. \quad (A.32) \]

A.5 Fixed-point iteration scheme for \( c \) with pseudo-timestepping (Eq. (A.3))

A.5.1 Interior nodes

We use a fixed-point iteration scheme to deal with the non-linearity in equation (A.3) arising from the \( \tanh \) term. That is, for a non-linear system \( A(u)u = b(u) \) we perform iterations, indexed by \( k \), solving the linear system \( A(u_k)u_k = b(u_k) \) until convergence is reached. We combine this fixed-point iteration scheme with a ‘pseudo-timestep’, \( \rho \), in order to iterate towards the quasi-steady state solution. We use an implicit scheme for this pseudo-timestepping and so we solve the following finite difference scheme for \( c_{k+1} \):

\[ \frac{1}{\rho} (c_j^{k+1} - c_j^k) = \frac{D}{(R^{n+1})^2} \left( \frac{1}{(\Delta \phi)^2} (c_j^{k+1} - 2c_j^k + c_j^{k-1}) - \Gamma \phi_{1,j} \left( \frac{c_j^k - c_N}{\epsilon} \right) \right). \quad (A.33) \]

We assume convergence to have occurred at iteration \( k \) when \( \max_j |c_j^k - c_j^{k-1}| \) falls below a pre-determined threshold, at which point we define \( c_{n+1} = c^k \).

A.5.2 Boundary nodes

The linearised system in equation (A.33) is solved with the boundary conditions at \( \xi = 0 \) and \( \xi = 1 \) at each iteration. The symmetry boundary condition at \( \xi = 0 \) gives:

\[ c_1^{k+1} = c_2^{k+1}, \quad (A.34) \]

while the Dirichlet condition at the exterior boundary, \( \xi = 1 \), gives:

\[ c_N^{k+1} = c_\infty. \quad (A.35) \]
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