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Abstract. A tissue interaction model for skin organ pattern formation is presented. Possi-
ble spatially patterned solutions on rectangular domains are investigated. Linear stability analysis
suggests that the model can exhibit pattern formation. A weakly nonlinear two-dimensional pertur-
bation analysis is then carried out. This demonstrates that when bifurcation occurs via a simple
eigenvalue, patterns such as rolls, squares, and rhombi can be supported by the model equations.
Our nonlinear analysis shows that more complex patterns are also possible if bifurcation occurs via
a double eigenvalue. Surprisingly, hexagonal patterns could not develop from a primary bifurcation.
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1. Introduction. The development of a complex multicellular organism from
a single initial cell is one of the most intriguing phenomena in the natural sciences.
Mathematical models have been widely used to investigate how embryonic cells be-
come organized in a collection of spatial structures and forms, a process called morpho-
genesis. Particular examples include the formation of structure, such as hair, scales,
feathers and glands, on the vertebrate skin. The skin is composed of two basic layers,
the epidermis and the dermis, which are separated by a thin layer of tissue called the
basal lamina. The vast majority of models proposed so far for morphogenesis in the
skin have focused on pattern formation in one or other of these layers.

Two widely used models for pattern formation are reaction-diffusion models (Tur-
ing 1952) and mechanochemical models (see Murray, 1989 for review). Models of both
types have been proposed as possible mechanisms underlying the formation of patterns
in either the dermal or epidermal layers of skin.

Experimental evidence (refer to Murray and Cruywagen (1994) for references)
indicates, however, that there is a strong coupling between these two layers. Nagor-
cka, Manoranjan, and Murray (1987) introduced the first tissue interaction models
based on coupled reaction-diffusion systems. Shaw and Murray (1990) used a coupled
mechanochemical system to model tissue interaction. Both papers demonstrated that
a complex spatial pattern could arise from the coupling of two systems which could,
individually, give rise to pattern.

These initial tissue-interaction models have the common property of being able
to produce patterns independently in the dermis and the epidermis. Biologically,
however, the dermis cannot produce coherent patterns without the presence of the
epidermis and vice versa. Cruywagen and Murray (1992) subsequently proposed a
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model in which two mechanochemical-type systems can produce patterns only if they
are coupled. Their model is more realistic, biologically, encompassing the crucial
components involved in tissue interaction. It is one of the more realistic models
proposed thus far, since it includes mechanochemical features such as cell adhesion
molecules (CAMs) and tissue interaction via cell-cell signalling.

Here we show with the aid of a bifurcation analysis that on a two-dimensional
domain, this model not only gives rise to the usual simple patterns but can also exhibit
vastly complex patterns which are sometimes seen in nature.

We describe the full model in section 2. As this is a very complicated system
we derive a reduced form of the model which retains the key features of the full
model. The reduced model, consisting of a parabolic equation coupled with an el-
liptic equation, admits the usual basic uniform steady-state solution. In the appro-
priate parameter space, determined by the linear analysis presented in section 3,
this steady state can be driven unstable and eventually evolves into a new nonho-
mogeneous steady-state solution. To get a better idea of the patterns possible, we
examine the system analytically and numerically in the vicinity of the bifurcation
point.

Although pattern formation models in one dimension have been extensively stud-
ied using bifurcation analysis, the complexity of the analysis on two-dimensional do-
mains is such that only a few studies have been carried out. Maini and Murray
(1988), analyzed the nonlinear behavior of a single equation model in the vicinity of
a simple eigenvalue. Ngwa and Maini (1995) investigated spatio-temporal patterns
in a mechanical model using analytic and numerical techniques. Recently, a number
of papers have analyzed the pattern formation properties of reaction-diffusion models
in two dimensions (see Benson, Maini, and Sherratt (1997) and references therein).
Such detailed studies do not exist for mechanochemical models, and our purpose here
is to extend the analysis to such models.

We consider our tissue interaction model on a two-dimensional rectangular do-
main, taken to model skin. This system bifurcates to spatial pattern at either a simple
eigenvalue, as is the case for the one-dimensional problem, or at a multiple eigenvalue.
Of particular mathematical interest is the bifurcation problem from a multiple eigen-
value, since, as far as we know, this has not been widely studied in tissue interaction
models. The linear and nonlinear analyses of the equations in such cases are naturally
much more involved. Instead of only single mode patterns evolving, various modes can
interact to produce mixed mode solutions. In these cases more complicated but also
biologically realistic patterns can evolve due to the interaction of different modes of
pattern. However, the analysis is also much more complicated. In this paper, specific
attention is given to degenerate cases in the bifurcation analysis.

The bifurcation analysis gives a good indication of the type of patterns one could
expect for various parameter ranges. We look specifically at rolls, rhombi, hexagons,
and more complicated mixed mode patterns, since these are very common in nature.

In section 4 a weakly nonlinear multiple time-scale bifurcation analysis is used
to examine the type of patterns that can arise. Specific examples are considered in
section 5. For each, a bifurcation diagram is plotted and the solution predicted from
the nonlinear analysis is compared with numerical simulations of the model equations.

2. The mathematical model. The model we consider here is a simplified ver-
sion of the original continuum tissue interaction model of Cruywagen and Murray
(1992). We briefly describe this model and refer the reader to the original paper for
full details. By retaining only the most important components it is easier to examine
the specific role played by different biological processes in the formation of pattern.
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The model consists of two submodels, one for describing dermal cell movement
and one for describing epithelial sheet deformation. These two submodels are coupled
via tissue interaction between the dermal and epithelial skin layers.

The epithelial sheet is modeled as a two-dimensional, visco-elastic continuum (see,
for example, Murray and Oster (1984); Murray (1989)). Since the system is in a low
Reynold’s number regime, we assume that the visco-elastic and cell traction stresses
within the epidermis are balanced by the external body forces. Assuming that the
field variable u(x, t) represents the displacement at time t of a material point in the
epithelial layer which was initially at position x, the force balance equation takes the
form

∇·


elastic stress︷ ︸︸ ︷

E

1 + υ

[
ε− β1∇2ε+ υ′(θ − β2∇2θ)I

]

+

viscous stress︷ ︸︸ ︷
µ1
∂ε

∂t
+ µ2

∂θ

∂t
I +

traction︷ ︸︸ ︷
τs2(n)

(1 + cs2(n))
I

 =
body forces︷︸︸︷

ρu ,(2.1)

where ε = (∇u + ∇uT )/2 is the strain tensor, θ = ∇ · u the dilation, T denotes
the transpose, and I is the unit tensor. The parameter υ′ = υ/(1 − 2υ) where υ
is Poisson’s ratio, E is Young’s modulus, and, µ1 and µ2 are the shear and bulk
viscosities, respectively (Landau and Lifshitz (1970)).

The strength of the long-range elastic stresses are measured by β1 and β2 which
are both positive (see Murray (1989) for a discussion of these terms). The epidermis
is attached to the basal lamina with adhesion tethers; ρ reflects the strength of these
attachments. The epithelial sheet exerts active traction which we assume depends on a
signal chemical s, which diffuses from the dermis into the epidermis, thus introducing
dermal to epidermal interaction. This active traction is modeled in the usual way by
a switch function (see, for example, Murray and Oster (1984)), with τ measuring the
magnitude of the switch and c the abruptness of the switch.

An epithelial cell conservation equation relates the epidermal cell density N(x, t)
to the displacement u. Since the only contribution to cell flux is convection, the
equation is simply

∂N

∂t
=

convection︷ ︸︸ ︷
−∇ ·N ∂u

∂t
.(2.2)

For modeling dermal morphogenesis a chemotaxis equation, related to the cell-
chemotaxis model of Oster and Murray (1989) and based on the morphoregulator
hypothesis of Edelman (see, for example, Edelman (1986)) is used. According to this
hypothesis, skin organ morphogenesis is controlled by cell-cell adhesion mechanisms
mediated by CAMs. Chemical modulation can have a marked effect on the binding
rates and binding strengths of CAMs (Grumet and Edelman (1988)), so we assume
that a chemical signal concentration e, diffusing from the epidermis into the dermis,
is responsible for CAM expression, thus introducing epidermal to dermal interaction.
The conservation equation for dermal cell density, n(x, t), takes the form

∂n

∂t
=

diffusion︷ ︸︸ ︷
∇ ·D∇n−

chemotaxis︷ ︸︸ ︷
∇ · nα∇e,(2.3)
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where D is the coefficient of random diffusion and α is the chemotactic factor. Both
parameters are positive.

We assume, reasonably, that the chemicals e, diffusing from the epidermis to the
dermis, and s, diffusing from the dermis to the epidermis, are produced by the cells
in the epidermal and dermal layers, respectively. As a first approximation we express
the chemical concentrations as

e(N) = keN, s(n) = ksn,(2.4)

where ke and kn are positive constants. Note that the original system as proposed by
Cruywagen and Murray (1992) is much more involved, since they actually used four
reaction-diffusion equations to model the chemical dynamics (two equations for each
layer).

The system (2.1), (2.2), (2.3), and (2.4) constitutes the field equations of our
tissue-interaction model. The full system is extremely complex but by making a few
reasonable biological assumptions it can in fact be reduced to two coupled nonlinear
equations, thus making it more amenable to analysis, while still retaining the essential
biological features of the full model.

It is reasonable to assume that the epithelial viscosity parameters µ1 and µ2
are negligibly small compared with the other parameters in the equation, so we set
them to zero. Note that taking the divergence of the epidermal tensor equation (2.1),
reduces it to a scalar dilation equation in θ. Since the strains are very small in the
epithelial sheet during the initial stages of morphogenesis, we can also apply the usual
small strain assumption to equation (2.2). After linearizing about the steady state
N = 1 a linear relationship N = 1− θ between epidermal cell density and dilation is
obtained. This relationship, along with equations (2.4), is substituted into equations
(2.1) and (2.3) to give a simplified caricature model.

The reduced model involves only an elliptic equation in epithelial dilation θ and
a parabolic equation in dermal cell density, n, namely,

∇2θ − β∇4θ +∇2
{

τn2

1 + cn2

}
= ρθ,(2.5a)

∂n

∂t
= D∇2n−∇ · (n∇α(1− θ)) ,(2.5b)

where k2
s has been incorporated into the parameters τ and c, ke has been included in

the parameter α, β = β1 + β2, and β, τ , and ρ have been divided by (1 + υ′).
The specific tissue geometry considered is idealized as a rectangular domain B

with dimensions (Lx, Ly), and we assume zero-flux boundary conditions

(η · ∇)n = 0, (η · ∇)θ = 0, (η · ∇3)θ = 0 on ∂B,(2.6)

where η is the unit normal vector on the boundary ∂B of the domain B. This ensures
that the dermal and epidermal cell densities are conserved.

3. Linear stability analysis. Here we examine the two-dimensional tissue in-
teraction problem linearized about the biologically realistic steady state θ = 0, n = 1,

ρθ = ∇2θ − β∇4θ + P∇2n,(3.1a)
∂n

∂t
= D∇2n+ α∇2θ,(3.1b)
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where

P =
2τ

(1 + c)2 .

By looking for solutions of the form eik·x+λt we find that the dispersion relation takes
the form

λ(k2) = −c(k
2)

b(k2)
,

where

b(k2) = βk4 + k2 + ρ,

c(k2) = βDk6 − (αP −D)k4 + ρDk2.

It is easy to determine the conditions under which c(k2) < 0 and hence the param-
eter space in which the linear analysis predicts spatially nonhomogeneous solutions.
We require that

αP −D > 0 and (αP −D)2 > 4βρD2.

From this it follows that increasing the effect of the interaction mechanism, which is
achieved by increasing either α or P , destabilizes the system from its homogeneous
steady state. We choose the chemotactic factor α as our bifurcation parameter and
define αc as the critical value at which the linear homogeneous steady state loses
stability. For α > αc we have a range of unstable eigenvalues (k2

−, k
2
+) where

k2
± =

(αP −D)±
√

(αP −D)2 − 4βρD2

2βD
.

At the critical point where α = αc,

(αcP −D)2 = 4βρD2,

while the critical eigenvalue

k2
c =

αcP −D
2βD

.

Solutions to the linear system (3.1) satisfying the boundary conditions (2.6) are

w(x, t) =
(
θ
n

)
=
∑
φ̃,ψ̃

pf (φ̃, ψ̃)
(

1
M(k2)

)
eλ(k2)t cosφx cosψy,(3.2)

where the discrete wavevectors k = (φ, ψ)T are members of the sequence

φ =
φ̃π

Lx
, ψ =

ψ̃π

Ly
, φ̃, ψ̃ = 0, 1, 2, . . . ,(3.3)

and

M(k2) =
−αk2

λ(k2) +Dk2 .

Each pf (φ̃, ψ̃) is determined by a Fourier transform of the initial conditions.
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The spatially heterogeneous solution that emerges for large time (from the linear
analysis), then, is the sum of the terms, or modes, in (3.2) corresponding to the mode
pairs (φ̃, ψ̃) for which

λ

(πφ̃
Lx

)2

+

(
πψ̃

Ly

)2
 > 0.

In the remainder of this section we shall be concerned mainly with examples for
which the uniform steady state is unstable to modes corresponding to only one of
the discrete eigenvalues, say k2

c . Depending on the domain size, k2
c could be either

a simple or a multiple eigenvalue. If k2
c is a multiple eigenvalue, one or more of the

mode pairs (φ̃, ψ̃) from the above sequence (3.3) satisfies the expression

k2
c =

(
φ̃π

Lx

)2

+

(
ψ̃π

Ly

)2

.

For the square domain, Lx = Ly, some examples of mode pairs corresponding to
a simple eigenvalue are {(1, 1)}, {(2, 2)}. Double eigenvalues correspond to the sets of
mode pairs {(0, 1), (1, 0)}, {(0, 2), (2, 0)}, while a triple eigenvalue would, for example,
correspond to {(5, 5), (1, 7), (7, 1)} and so on.

A large variety of linear patterns could develop from various sets of allowable
modes. Since the dermal cell density solution n differs from the epithelial dilation θ
only by the constant factor M(k2

c ), its solution is qualitatively similar to that of θ.
For simplicity we shall therefore only examine the dilation solutions θ of the linear
problem (3.1).

In general, single mode pair solutions give rise to rhombic spatial patterns, since
the linear time independent solution which emerges is of the form

θ(x) = cosφx cosψy,(3.4)

where kc = (φ, ψ)T is the discrete wavevector satisfying the zero-flux boundary con-
ditions (2.6). Note that the solution (3.4) has been scaled so that θ(0, 0) = 1.

Expression (3.4) can be rewritten, in terms of polar coordinates (r, ϑ), as

θ(r, ϑ) =
cos{κr cos(ϑ− 1

2ϕ)}+ cos{κr cos(ϑ+ 1
2ϕ)}

2
,(3.5)

where

κ =
√
φ2 + ψ2 =

√
k2
c , ϕ = 2 arccos

(
φ/
√
k2
c

)
.(3.6)

It is now easy to see that ϕ represents the rhombic angle of the solution and that the
solution is indeed invariant under a rhombic rotation; that is,

θ(r, ϑ) = θ(r, ϑ+ π) = Rθ(r, ϑ) = θ(r, ϑ),

where R is the rhombic operator.
If ϕ = π/2 or ϕ = 3π/2, then φ = ψ and a square or chessboard-type pattern

results. This is a special case of the rhombic pattern, and the solution is square
rotationally invariant.
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FIG. 1. The linear double mode solution corresponding to the mode pairs (2, 6) and (6, 2) plotted
on the square domain (3, 3); see expression (3.4). Here α = β = 1

2 . Regions where the solution is
larger than 0.8 are shaded.

The simplest nonhomogeneous pattern possible on the two-dimensional rectan-
gular domain is the roll, which occurs when either φ = 0 or ψ = 0 in the rhombic
solution (3.4). The roll is invariant under a rotation of π.

All the linear patterned solutions arising from a simple eigenvalue, as discussed
above, tessellate the plane, since they satisfy

Γ(x+ jω1 + lω2) = Γ(x),

where Γ = (n, θ)T is the solution of the system, j, l are integers and ω1, ω2 are appro-
priately chosen independent vectors. Patterns corresponding to multiple eigenvalues
are not usually tessellations of the plane.

A much richer class of mixed mode patterns does, however, exist. For exam-
ple, when we have a double eigenvalue k2

c , with the two corresponding wavevectors,
say (φ1, ψ1)T and (φ2, ψ2)T , satisfying the zero-flux boundary conditions (2.6), two
rhombic patterns interact; thus

θ(x) = α cosφ1x cosψ1y + β cosφ2x cosψ2y,(3.7)

where α and β are real numbers so that α+β = 1. (This scales the time-independent
solution so that θ(0, 0) = 1.) Specifically, if we consider a square domain of dimen-
sions (3, 3) and isolate the unstable eigenvalue k2

c = 40π2/9, then the corresponding
unstable mode pairs are (2, 6) and (6, 2). The time-independent solution to the linear
problem, where α = β = 1/2, is as illustrated in Figure 1.

Mixed mode patterns can vary considerably depending on the modes interacting.
There is, however, a simple pattern tessellating the plane that can be generated by
two interacting modes. When the two wavevectors are(

φ1
ψ1

)
=
(

κ√
3κ

)
,

(
φ2
ψ2

)
=
(

2κ
0

)
,(3.8)

or (
φ1
ψ1

)
=
( √

3κ
κ

)
,

(
φ2
ψ2

)
=
(

0
2κ

)
,(3.9)
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FIG. 2. Contour graph of the linear hexagonal pattern corresponding to the mode pairs (6, 2) and
(0, 4) plotted on the rectangular domain (2

√
3, 2); see expression (3.9). Regions where the solution

is larger than 0.8 are shaded.

and α = 2/3, β = 1/3, then a hexagonal pattern results. With wavevectors as in (3.8)
the solution can be written as

θ(x) =
cosκ(

√
3y + x) + cosκ(

√
3y − x) + cos 2κx

3
,(3.10)

which, in terms of polar coordinates (r, ϑ), is

θ(x) =
cos{2κr sin(ϑ+ π

6 )}+ cos{2κr sin(ϑ− π
6 )}+ cos{2κr sin(ϑ− π

2 )}
3

.

The polar coordinate form shows the invariance of θ under a hexagonal rotation, that
is, invariance to rotation by π/3; thus

θ(r, ϑ) = θ
(
r, ϑ+

π

3

)
= Hθ(r, ϑ) = θ(r, ϑ),

where H is the hexagonal rotation operator.
As an illustrative example, assume that the uniform steady state is unstable to

modes for the case k2
c = 4π2 on the domain (2

√
3, 2). The corresponding mode pairs

are (6, 2) and (0, 4) so that the two wavevectors have the required form (3.9), where
κ = π. The resulting pattern is shown in Figure 2. Note that hexagonal solutions not
only satisfy zero-flux conditions on the boundaries of a rectangular domain, but do
so also on all the hexagonal symmetry boundaries.

Naturally, where we have a triple or higher multiple eigenvalue, a much richer
and more complex range of linear patterns is possible.

We have only considered linear solutions in this section. It is, however, impor-
tant to realize that linear analysis gives only a rough indication as to the patterns
we should expect from nonlinear systems. To fully investigate our nonlinear tissue
interaction problem (2.5), a weakly nonlinear analysis as well as numerical simulations
are necessary.

4. Nonlinear bifurcation analysis. We consider, as mentioned above, the
two-dimensional system on the rectangular domain B = (Lx, Ly) and assume the
zero-flux boundary conditions as given in (2.6). We further choose the magnitude of
the dimensions Lx and Ly so that stability is lost at an isolated multiple eigenvalue
k2
c . We perform a perturbation analysis in the neighborhood of this eigenvalue by

setting

α = αc + α1ε+ α2ε
2 + α3ε

3 + · · · , where 0 < ε� 1,(4.1)
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and also

t = T1/ε+ T2/ε
2 + T3/ε

3 + · · · ,(4.2)

thus introducing the multiple time scales

T1 = εt, T2 = ε2t, T3 = ε3t,

and so on (refer to Matkowsky (1970)).
We assume a power series expansion for θ and n of the form

θ(x, ε, T1, . . .) = εθ1(x, T1, . . .) + ε2θ2(x, T1, . . .) + · · · ,(4.3a)
n(x, ε, T1, . . .) = 1 + εn1(x, T1, . . .) + ε2n2(x, T1, . . .) + · · · ,(4.3b)

where the variables θ and n are considered as functions of x, ε, and Ti, i = 1, 2, 3, . . ..
For algebraic simplicity we initially set

ñ(x, ε, T1, . . .) = 1− n(x, ε, T1, . . .)

and substitute this into the interaction term of equation (2.5a). The interaction term
is then expanded in its Taylor series about ñ = 0,

τ(1 + ñ)2

1 + c(1 + ñ)2 = p0 + p1ñ+ p2ñ
2 + p3ñ

3 +O(ε4),(4.4)

where the expressions for pi are given in Appendix A.
As in the one-dimensional case, our system can be written in the form

L
(
θ
ñ

)
= G+E,(4.5)

where L is the linear operator, G is the function arising from the nonlinear terms,
and E is the function arising from the dependence of α on ε and the time derivatives.
We have

L ≡
(
−β∇4 +∇2 − ρ p1∇2

αc∇2 D∇2

)
.

As before we denote the components of a two-dimensional vector by the superscripts
(1) and (2), so

G(1) = −∇2(p2ñ
2 + p3ñ

3) +O(ε4),
G(2) = −αc∇ · (ñ∇θ) +O(ε4),

and

E(1) = 0,

E(2) = −∇ · {(ñ+ 1)∇(α1 + εα2)εθ}+ ε
∂ñ

∂T1
+ ε2

∂ñ

∂T2
+O(ε4).

The matrix L(φ,ψ), arising from applying the operator L on terms of the form ei(φ,ψ)·x,
is defined as

L(φ,ψ) =
(
−β(φ2 + ψ2)2 − (φ2 + ψ2)− ρ −p1(φ2 + ψ2)

−αc(φ2 + ψ2) −D(φ2 + ψ2)

)
.



1494 G. C. CRUYWAGEN, P. K. MAINI, AND J. D. MURRAY

By substituting the series expansions (4.3) into (4.5) and equating coefficients
of powers of ε, the system of nonlinear equations is reduced to a hierarchy of linear
equations.

Equating coefficients of O(ε) gives

L
(
θ1
n1

)
= 0.

We assume that k2
c is the only unstable eigenvalue with corresponding modes

growing on the long time scale. Solving the O(ε) equation gives(
θ1
n1

)
=

∆∑
i=1

(
1
Mi

)
Ai(T1, T2) cosφix cosψiy,(4.6)

where ∆ is the multiplicity of the eigenvalue and the functions Ai(T1, T2) are the slow
time dependent amplitudes. As before, for notational convenience, we only consider
the Ai as functions of T1 and T2. Since kc = (φi, ψi)T the unstable eigenvalue satisfies

k2
c = φ2

i + ψ2
i ,

where

φi =
φ̃iπ

Lx
, ψi =

ψ̃iπ

Ly
, i = 1, 2, . . . ,∆,

and φ̃i, ψ̃i can only take on nonnegative integer values. Since

L(φi,ψi)

(
1
Mi

)
= 0,

we find that

M = Mi = −αc
D
.

At O(ε2),

L
(
θ2
n2

)
= S,

where

S(1) = −p2∇n2
1,(4.7a)

S(2) = −αc∇ · (n1∇θ1)− α1∇2θ1 +
∂n1

∂T1
.(4.7b)

By substituting θ1 and n1 into the above equations, we can find the expression for S.
Terms of the form cosφix cosψiy appear in the right-hand side of this equation

if integers i, j, and k exist, where 1 ≤ i, j, k ≤ ∆, and i 6= j, so that

φi + φj = φk and ψi − ψj = ψk

or

φi − φj = φk and ψi + ψj = ψk.(4.8)
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Since these terms are solutions of the homogeneous problem

L
(
θ2
n2

)
= 0,

secular terms arise in the particular solution for (θ2, n2)T . If these secular terms
do appear, we suppress them by making use of the Fredholm alternative (see, for
example, Keener (1988)). The full details are discussed below.

Even if conditions (4.8) are not satisfied, secular terms still appear in the O(ε2)
solution because of the last two terms in the expression for S; see (4.7). We suppress
these secular terms by setting α1 = 0 and T1 = 0 in our power series expansions (4.1)
and (4.2) so that the amplitudes Ai are now dependent only on T2.

The solution of (4.7) consists of a complimentary function and a particular integral
and so we write (

θ2
n2

)
=
(
θh2
nh2

)
+
(
θp2
np2

)
,(4.9)

where the complimentary solution(
θh2
nh2

)
=

∆∑
i=1

Ci cosφix cosψiy,

with Ci a vector function of Ti, i = 2, 3, . . ..
At O(ε3),

L
(
θ3
n3

)
= R,(4.10)

where

R(1) = −∇2(2p2n1n2 + p3n
3
1),

R(2) = −∇αc · (n1∇θ2)−∇αc · (n2∇θ1)− α2∇2θ1 +
∂n1

∂T2
.

The expression for R, after substituting the expressions for n1, n2, θ1, and θ2, can be
written in the following form

R = R0(cosφix, cosψiy) +R1(cos(φi ± 2φj)x, cosψiy)
+R2(cosφix, cos(ψi ± 2ψj)y) +R3(cos 3φix, cosψiy)
+R4(cosφix, cos 3ψiy) +R5.(4.11)

The expression R5 consists of terms of the form

cos 3φix cos 3ψiy, cos(φi ± 2φj)x cos(ψi ± 2ψj)y,

cos(φi ± φj ± φl)x cos(φi ± φj ± φl)y,

where i 6= j 6= l, 1 ≤ i, j, l ≤ ∆, and each ±-operator should be considered as
being independent of preceding ±-operators. As is evident from the text, the actual
expression for R5 is not required in the analysis.
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The vector R contains terms of the form cosφix cosψiy, which are solutions of
the homogeneous problem

L
(
θ3
n3

)
= 0,(4.12)

so that they give rise to secular terms in the solution for (θ3, n3)T . Again we use the
Fredholm alternative to suppress these secular terms as we shall show below. This
leads to the typical Landau-type amplitude equations. To determine the amplitude
equations when the multiplicity of the eigenvalue is higher than two involves highly
complex algebraic manipulation. We therefore restrict our analysis to the simpler
cases where ∆ = 1 and ∆ = 2. There are three main cases to consider.

∆ = 1. If ∆ = 1, then φ1 = ψ1 = φ and secular terms appear in the O(ε3)
solution. To supress these secular terms we use the Fredholm alternative. A solution
w = (θ3, n3) exists for (4.10) if and only if the Fredholm alternative is satisfied, that
is, the inner product

〈w∗,R〉 = 0,

where w∗ is the bounded solution of the adjoint problem to (4.12) and the inner
product is defined as

〈v,w〉 = lim
T2→∞

1
T2LxLy

∫ T2

0

∫ Lx

0

∫ Ly

0

(
v(1)w(1) + v(2)w(2)

)
dy dx dT,

where the bar denotes the complex conjugate.
It is simple to show that the adjoint operator to L is LT . The solution of the

adjoint homogeneous problem is therefore

w∗ =
(

1
M∗

)
A∗ cosφx cosψy,(4.13)

where A∗ is real and

M∗ = −p1

D
.

We find the Landau equation

dA1(T2)
dT2

= α2ΓA1(T2) + ΩA3
1(T2),(4.14)

where the expressions for Γ and Ω are given in Appendix B.
Here, A1 is the amplitude to O(ε) of the epithelial dilation solution θ. Note that

Γ is the initial exponential growth rate of the solution and that Γ > 0, since M < 0.
Since the signs of Ω and α2 can vary, we have four different types of behavior when
T2 →∞; see, for example Cruywagen and Murray (1992). It is easy to show, however,
that the solution of (4.14) only evolves to a nonhomogeneous bounded steady state if
we are in the parameter space where Ω < 0 and have a supercritical bifurcation; thus
α2 > 0.

We can assume, without loss of generality, that α2 = 1. The amplitude of θ is
then (−Γ/Ω)

1
2 , while that of n is M(−Ω/Γ)

1
2 . With zero-flux boundary conditions

the steady-state solution that emerges is(
θ
n

)
=
(

0
1

)
+ ε

(
−Ω

Γ

) 1
2
(

1
M

)
cosφx cosφy +O(ε2) as T2 →∞.(4.15)
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We examine some specific numerical examples in the next section to test the accuracy
of this analytical solution.

∆ = 2 and secular terms appear at O(ε2). From (4.8) we know that for
∆ = 2, secular terms already appear in the O(ε2) solution (4.9) when, for i, j = 1, 2
and i 6= j,

φi + φj = φj and ψi − ψj = ψj

or

φi − φj = φj and ψi + ψj = ψj .(4.16)

This is true if, for example,

φ1 = φ, ψ1 =
√

3φ, φ2 = 2φ, ψ2 = 0(4.17)

for any φ. Since our system of equations (2.5) is translation invariant in x and y and
the analysis is not affected by a translation of wavevectors, it is sufficient to consider
only this case. As we have seen in the linear analysis of the previous section, see (3.8)
and (3.9), hexagonal patterns fall within this class of solutions.

Here the inner product is defined as

〈v,w〉 = lim
T1→∞

1
T1LxLy

∫ T1

0

∫ Lx

0

∫ Ly

0
(v(1)w(1) + v(2)w(2)) dy dx dT.(4.18)

It is easy to show that the solutions of the adjoint problem to

L
(
θ2
n2

)
= 0

are

w∗1 = A∗1

(
1
M∗

)
cosφx cos

√
3φy, w∗2 = A∗2

(
1
M∗

)
cos 2φx,

where A∗1 and A∗2 are arbitrary real constants and, as before, M∗ = −p1/D.
Now calculating 〈w∗1,S〉 = 0 and similarly for w∗2 we find the two amplitude

equations

dA1

dT1
= α1ΓA1 + ΩA1A2,(4.19a)

dA2

dT1
= α1ΓA2 +

1
4

ΩA2
1,(4.19b)

where Γ and Ω are given in Appendix B. From the linear analysis we know that the
homogeneous steady state loses stability at a supercritical bifurcation; thus α1 > 0.

The time-independent solutions for system (4.19) are

A
(s0)
1 = 0, A

(s0)
2 = 0,

and

A
(s1)
1 = ± 4α1p1

M(2MDp2 − αcp1)
, A

(s1)
2 =

2α1p1

M(2MDp2 − αcp1)
,

so A
(s1)
1 = ±2A(s1)

2 . The different solutions A(s1)
1 = 2A(s1)

2 and A
(s1)
1 = −2A(s1)

2
merely give patterns of different phases. Without loss of generality we only consider
the case A(s1)

1 = 2A(s1)
2 .
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The stability of each solution (A(si)
1 , A

(si)
2 )T , i = 0, 1, is determined from a linear

stability analysis of equations (4.19) about the steady state. Thus, in the usual way,
we substitute

A1 = A
(si)
1 + Ã1, A2 = A

(si)
2 + Ã2, i = 0, 1,

into (4.19), where |Ã1| � 1 and |Ã2| � 1. Now the stability of the perturbations
about the solutions (A(si)

1 , A
(si)
2 )T is determined by the eigenvalues of the matrix M

where

M =
(
m1,1 m1,2
m2,1 m2,2

)
.(4.20)

For the expressions of the components ofM refer to Appendix C. The eigenvalues of
this system are

λ =
1
2
m2,2 ±

1
2

√
m2

2,2 + 4m1,2m2,1,

and since m2,2 > 0 and m1,2m2,1 > 0, they are always positive. Thus no stable
steady-state pattern is possible for this specific mode combination.

Since hexagonal patterns fall within the class of patterns considered here, the
nonlinear analysis therefore predicts that our small strain quasi-steady-state tissue
interaction system does not exhibit steady-state hexagonal patterned solutions arising
as primary bifurcations from the uniform steady state (but see section 5, Example
5.6).

∆ = 2 and secular terms appear at O(ε3). For ∆ = 2 secular terms appear
in the O(ε3) solution when the unstable eigenvalue is such that the two corresponding
allowable wavevectors do not satisfy conditions (4.16). Suppressing secular terms as
in the previous two cases leads to the system of Landau equations

dA1

dT2
= α2ΓA1 + Ω1A

3
1 + Υ1A1A

2
2,(4.21a)

dA2

dT2
= α2ΓA2 + Ω2A

3
2 + Υ2A

2
1A2,(4.21b)

where

Γ = −φ
2
1 + ψ2

1

M
> 0.

The expressions for Ω1, Ω2, Υ1, and Υ2 depend on the specific wavevectors involved
as we shall see below.

The four time-independent solutions of this system and the conditions for their
existence are

A
(s0)
1 = 0, A

(s0)
2 = 0,

(A(s1)
1 )2 = −α2Γ

Ω1
> 0, A

(s1)
2 = 0,

A
(s2)
1 = 0, (A(s2)

2 )2 = −α2Γ
Ω2

> 0,

(A(s3)
1 )2 =

α2Γ(Υ1 − Ω2)
Ω1Ω2 −Υ1Υ2

> 0, (A(s3)
2 )2 =

α2Γ(Υ2 − Ω1)
Ω1Ω2 −Υ1Υ2 > 0.

(4.22)
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Linearizing (4.21) about the steady states we find, as before, that the linear
stability of the steady states is determined by the eigenvalues of the matrix M (see
(4.20)), which are

λ =
1
2

(m1,1 +m2,2)± 1
2

√
(m1,1 −m2,2)2 + 4m1,2m2,1.(4.23)

The expressions for the components of M, mi,j are given in Appendix C. The signs
of the eigenvalues and thus the stability properties of the steady states are dependent
on the parameter values.

The linear analysis predicted that pattern formation would only be possible for
(2.5) if we have a supercritical bifurcation; that is, α2 > 0. Without loss of generality
we therefore assume that α2 = 1.

We have three nonhomogeneous steady-state solutions for large time, two single
mode steady states and a mixed mode steady state. They are given by(

θ
n

)
=
(

0
1

)
+ εA

(s1)
1

(
1
M

)
cosφ1x cosψ1y +O(ε2),(4.24a) (

θ
n

)
=
(

0
1

)
+ εA

(s2)
2

(
1
M

)
cosφ2x cosψ2y +O(ε2),(4.24b) (

θ
n

)
=
(

0
1

)
+ εA

(s3)
1

(
1
M

)
cosφ1x cosψ1y

+ εA
(s3)
2

(
1
M

)
cosφ2x cosψ2y +O(ε2),(4.24c)

where the different A(si)
1 and A(si)

2 are the steady states (4.24) of the Landau equations
(4.21), respectively.

We next discuss the forms which the expressions Ω1, Ω2, Υ1, and Υ2 take. There
are three cases to consider.

Case 1. If φi 6= 0 and ψi 6= 0, i = 1, 2, then terms of the form cosφix cosψiy
appear only in the expression for R0 in equation (4.11). The values of Ω1, Ω2, and
Υ = Υ1 = Υ2 obtained after using the Fredholm alternative are given in Appendix D.

Case 2. If one and only one of φi or ψi, i = 1, 2 is equal to zero, then terms of
the form cosφix cosψiy not only appear in the expression for R0 but also in R1 or
R2 and R3 or R4 (see equation (4.11)). As before it is sufficient to consider only one
case, say

φ1 6= 0, ψ1 6= 0, φ2 = 0, ψ2 6= 0,

where φ2
1 + ψ2

1 = ψ2
2 .

For this particular set of wavevectors, terms of the form cosφix cosψiy appear in
R0, R1, and R3. Suppressing the secular terms results in the same expressions for
Ω1 and Υ2 as in Case 1 above. Expressions for Ω2 and Υ2 are given in Appendix D.

Case 3. If one and only one of φ1 = ψ2 = 0 or φ2 = ψ1 = 0 is true, then terms
of the form cosφix cosψiy appear in the expression for R0, R1 or R2, and R3 or
R4 (see equation (4.11)). Again it is sufficient to consider only one combination of
wavevectors, say

φ1 = φ, ψ1 = 0, φ2 = 0, ψ2 = φ.

The values of Ω1, Ω2, and Υ = Υ1 = Υ2 obtained after using the Fredholm
alternative are given in Appendix D.
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This weakly nonlinear analysis gives a good indication of what type of patterns
to expect as well as parameter ranges for which various steady-state patterns would
exist. Numerical simulations for specific examples are considered in the next section to
verify our calculations and to illustrate some of the patterns exhibited by the model.

5. Numerical simulations. In this section we use numerical methods to solve
the reduced small strain quasi-steady-state system (2.5) on rectangular domains. We
select parameters so that we are in the vicinity of a primary bifurcation point from
the uniform steady state. The numerical results can then be compared with those
predicted by the bifurcation analysis of the previous section.

An implicit finite difference numerical scheme is used to solve the nonlinear equa-
tions (2.5). For examples where the small parameter ε = 0.1, the computation took
on average about 15 to 20 hours CPU time to reach a steady-state solution on a
DEC5500 Risc Ultrix computer. For smaller values of ε, for example, ε = 0.01, the
growth rate of the patterns are even slower so that it becomes impractical to solve
the model equations in real time.

In the first example we solve the system for parameter values such that the uniform
steady state is linearly unstable to only one mode. In all the other examples, the
uniform steady state is linearly unstable to two modes. As initial conditions we
used random perturbations with minimum and maximum values ±0.001, about the
homogeneous steady state θ = 0, n = 1, to simulate the natural inhomogeneties
present in skin tissue.

To ensure that the numerical method employed is stable and convergent we solved
the equations using different mesh sizes in both time and space. Because of computer
time constraints we never used more than a 1000 mesh points for discretizing the
rectangle B.

Example 5.1. We consider system (2.5) and isolate the eigenvalue k2
c = 4π2. For

isolating an eigenvalue, say k2
c , the following two equations must be satisfied:

βk4
c − ρ = 0,(5.1a)

(αcP2 −D)k2
c − 2ρD = 0.(5.1b)

For linear instability, the value of the bifurcation parameter, α in this case, must be
increased marginally beyond the critical value αc.

One set of parameter values that satisfies the above equations when k2
c = 4π2 is

β = 0.0126651, ρ = 19.7369, τ = 4.0, c = 1.0, D = 2.0, αc = 2.0.

On the square domain (
√

2,
√

2), these parameter values result in the (2, 2) mode being
isolated. The analytical prediction for the steady state pattern, as obtained in the
nonlinear analysis of the previous section, is therefore given in (4.15). We computed
the expressions for Ω and Γ (see equation (4.14)) for the above parameter set. With
ε = 0.1 the predicted solution for large time is

θ(x, y, t) ≈ 0.16 cos
(

2πx√
2

)
cos
(

2πy√
2

)
,

n(x, y, t) ≈ 1− 0.16 cos
(

2πx√
2

)
cos
(

2πy√
2

)
.

This is in excellent agreement with the numerically computed solutions for θ and n
which reach maximum and minimum amplitudes for large time of 0.16 and −0.16,
respectively.
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FIG. 3. The qualitative bifurcation diagram for the steady-state solutions associated with various
mode pairs of system (4.19) when the parameter values are as in Example 5.2. The two mode pairs
are (2, 3) and (3, 2). Solid lines indicate stable steady states, while broken lines indicate unstable
steady states.

Example 5.2. In this example the model parameters are selected so as to isolate
the eigenvalue k2

c = 6.5π2. By using equations (5.1) we find that a possible parameter
set is

β = 0.00779393, ρ = 32.0762, τ = 4.0, c = 1.0, D = 2.0, αc = 2.0.

As in the first example, we consider the problem on the domain (
√

2,
√

2); however,
in this case, the uniform steady state is linearly unstable to two modes, namely (2, 3)
and (3, 2).

We can now use expressions (4.22) for determining the steady states and (4.23)
for determining their stability. Note that the values of Ωi and Υi are as in Case 1.
There are three nonhomogeneous steady states—two single mode steady states which
are stable and a mixed mode steady state which is unstable. We can now construct
the bifurcation diagram as predicted by the nonlinear analysis. So as to separate the
two single mode steady states on the bifurcation diagram when they have the same

value, we plot the bifurcation parameter αc against the value
√
A

(si)
1 + 2A(si)

1 (see
Figure 3).

The amplitudes of the steady-state solutions were computed from (4.22) and the
predicted solutions (see (4.24)) are

θ(x, y, t) ≈ 0.16 cos
(

2πx√
2

)
cos
(

3πy√
2

)
,

n(x, y, t) ≈ 1.0− 0.16 cos
(

2πx√
2

)
cos
(

3πy√
2

)
or

θ(x, y, t) ≈ 0.16 cos
(

3πx√
2

)
cos
(

2πy√
2

)
,

n(x, y, t) ≈ 1.0− 0.16 cos
(

3πx√
2

)
cos
(

2πy√
2

)
.

Since we are dealing with a square domain and the problem is invariant under a
change of x and y, the above two solutions are equivalent. Our numerical solutions
have maximum and minimum values of 0.17 and −0.17, respectively, which compare
very well with our analytical predictions as shown in Figure 4.

Example 5.3. By selecting the parameter set

β = 0.005960, ρ = 41.9458, τ = 4.2025, c = 1.05, D = 2.0, α = 2.0,
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FIG. 4. The computed dilation solution θ for parameter values as in Example 5.2 is shown in
the contour graph (a), while the predicted solution is shown in (b). Regions where θ ≥ 0.05 are
shaded in both graphs.

we isolate the unstable eigenvalue k2
c = 8.5π2. On the square domain (

√
2,
√

2) the
uniform steady state is linearly unstable to the modes (1, 4) and (4, 1). The bifurcation
diagram, calculated from our nonlinear analysis, is similar to that in Figure 3. Here,
however, the mixed mode solution is stable, while the two single mode solutions are
unstable. So the expected solution is

θ(x, y, t) ≈ 0.14 cos
(
πx√

2

)
cos
(

4πy√
2

)
+ 0.14 cos

(
4πx√

2

)
cos
(
πy√

2

)
,

n(x, y, t) ≈ 1.0− 0.14 cos
(
πx√

2

)
cos
(

4πy√
2

)
+ 0.14 cos

(
4πx√

2

)
cos
(
πy√

2

)
.

The numerical simulations of the nonlinear system do indeed evolve to a mixed mode
solution, as seen in Figure 5. Although the peaks in our numerical solution are not
as high as those in our predicted solution, the troughs are almost of equal depth, and
the two solutions share similar characteristics. Hence the solutions are qualitatively
similar.

Example 5.4. Here we select the parameters

β = 0.00405285, ρ = 61.6850, τ = 4.5, c = 1.12132, D = 2.0, α = 2.0,

to isolate the unstable eigenvalue k2
c = 12.5π2. If we consider the system of equations

on the rectangular domain (
√

2,
√

2/2), the uniform steady state is linearly unstable
to the modes (5, 0) and (3, 2). Our bifurcation diagram allows for only the two single
mode steady states—one is stable and the other unstable (see Figure 6).

The expressions for Ωi and Υi, i = 1, 2, are as in Case 2. The predicted steady-
state solution is

θ(x, y, t) ≈ 0.23 cos
(

3√
2
πx

)
cos
(

4πy√
2

)
,

n(x, y, t) ≈ 1.0− 0.23 cos
(

3√
2
πx

)
cos
(

4πy√
2

)
.

For both random initial conditions and stripe-like initial conditions resembling the
mode (5, 0), we found a steady-state solution resembling the predicted mode. The
troughs of the computed pattern have minimum values −0.23, while the peaks have
a maximum value of 0.28. The error is therefore O(ε2) as expected.
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FIG. 5. The numerically computed contour graph of the dilation θ when the parameter values
are as in Example 5.3. The solution predicted by the nonlinear analysis is shown in (b). Note that
we have a mixed mode steady state here. Regions where θ > 0.07 are shaded in both graphs.

FIG. 6. The qualitative bifurcation diagram for the steady-state solutions of system (4.19) when
the parameter values are as in Example 5.4. The steady state associated with the first mode pair,
(5, 0), is unstable and that associated with the second, (3, 2), is stable.

Example 5.5. In this example we isolate the unstable eigenvalue satisfying k2
c =

9π2. To do this we choose the parameters

β = 0.00562895, ρ = 44.4132, τ = 4.8, c = 1.19089, D = 2.0, α = 2.0.

We consider the problem on the square domain (1, 1) so that the uniform steady
state is linearly unstable to the modes (2, 0) and (0, 2). The bifurcation diagram is
similar to that in the previous example (see Figure 6) except for the fact that both
the nonhomogeneous steady states are now stable. The expressions for Ωi and Υi are
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FIG. 7. Contour graph of the numerically computed steady-state solution θ for the parameter
set in Example 5.6. A hexagonal-type pattern arises due to a secondary bifurcation.

now as in Case 3. The nonlinear analysis predicts either

θ(x, y, t) ≈ 0.30 cos(3πx),

n(x, y, t) ≈ 1.0− 0.30 cos(3πx)

or

θ(x, y, t) ≈ 0.30 cos(3πy),

n(x, y, t) ≈ 1.0− 0.30 cos(3πy),

as the steady state solutions. The numerical solutions have amplitudes of ±0.17. This
is much smaller than predicted, so the nonlinear analysis does not give such accurate
results for this case. Qualitatively, however, the solutions are identical.

Example 5.6. We show an example in which the prediction by the weakly nonlinear
analysis fails. We isolate the same eigenvalue as in Example 5.2 and use the same
parameters except for

τ = 3.0625, c = 0.75.

Our bifurcation diagram is similar to that in Example 5.3, so that we expect the mixed
mode solution, made up of the mode pairs (2, 3) and (3, 2), to develop. Numerical
simulations show, however, that the mixed steady state is only a transient and that a
hexagonal-type steady-state pattern eventually develops—each peak is closest to its
six nearest neighbors (see Figure 7).

It seems, therefore, that a secondary bifurcation has occurred here. Our nonlinear
analysis, however, cannot predict this since it only applies to primary bifurcation
points. Therefore, although our weakly nonlinear analysis indicates that hexagonal
patterns are not possible, such steady patterns could still evolve due to secondary
bifurcations. Another possibility is that an alternative scaling of the equations may
give results consistent with our numerical solutions (Wheeler (1985)). Due to the
algebraic complexity of the system, we do not pursue this further. The key result
is that the numerical simulations show that the model can exhibit stable hexagonal
patterns.
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In the majority of examples considered, the numerical results agreed well with the
perturbation solutions obtained from the multiscale bifurcation analysis. Even bet-
ter agreement could have been achieved by using smaller values for the perturbation
parameter ε. Furthermore, the mesh size used in the finite difference approximations
was rather crude and a finer mesh would also contribute toward more accurate solu-
tions. However, due to computing time constraints it was impractical to incorporate
these features into our simulations.

6. Conclusion. In this paper we have presented a weakly nonlinear analysis
to determine the pattern-forming capability of a tissue interaction model for skin
organ formation on a rectangular domain. This model hypothesizes that skin organ
formation occurs as a result of cell aggregation followed by the differentiation of
cells in high density aggregates. This model hypothesis is different from that of
reaction diffusion theory, in which it is assumed that cell density remains uniform,
but cells differentiate in response to a spatially varying prepattern in some chemical
morphogen. There is strong experimental evidence that patterns in the skin arise
due to cell aggregation (see, for example, Wessells (1965) and Murray, Deeming, and
Ferguson (1990)).

This model differs from others in the literature in that dermal-epidermal tissue
interaction is a prerequisite for spatial pattern formation. In this respect, it agrees
well with biological observations. We are unaware of other models which reflect this
dermal-epidermal interdependence. Most skin pattern formation models give rise to
patterns in either layer, completely independent of the other layer.

The bifurcation analysis, although very complex, enabled us to derive parameter
spaces in which certain patterns occur. It furthermore provided an indication of
the wealth of patterns that the model can exhibit. Due to the large number of
model parameters, it would have been an impossible task to identify all the various
solutions numerically. However, the analysis we presented, which holds only in the
vicinity of primary bifurcation points, is somewhat limited in that the model can also
produce other types of patterns. An important class of patterns that cannot arise
from a primary bifurcation in this model are hexagonal patterns. Such patterns are
considered to be very stable and are common in nature. Recently, a number of studies
of hexagonal pattern formation in chemical systems have been carried out (see, for
example, Maini, Painter, and Chau (1997)). However, Example 5.6 shows that stable
hexagonal patterns can arise in our model as a result of what we conjecture is a
secondary bifurcation.

Another limitation of the analysis is that when the uniform steady state is linearly
unstable to multiple modes, as in Example 5.2, the domain of attraction of initial
conditions for each of the modes cannot be predicted. To determine which solution is
preferred for a specific set of initial conditions, the system has to be solved numerically.

In many cases, skin organ patterns are actually laid down sequentially, and it is
believed that travelling waves of determination (Zeeman (1974)) often initiate mor-
phogenetic processes. For example, stripe pigment patterns on the alligator develop
sequentially. The hexagonal pattern of feather germs observed on dorsal chick skin
actually arises as a wave of spatio-temporal pattern sweeps outward from the dorsal
midline.

Cruywagen, Maini, and Murray (1992) discuss the modeling of sequential pattern
formation and illustrate how the tissue interaction model described here can actually
produce patterns sequentially. The more detailed version of the tissue interaction
model does in fact possess travelling wave solutions (Cruywagen, Maini, and Murray
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(1994a)). The model can also sustain spatial patterns in the wake of a travelling wave
(Cruywagen, Maini, and Murray (1994b)).

In this paper, we have shown that a variety of spatial patterns can also occur
as stable solutions to the reduced small strain quasi-steady-state system (2.5). The
patterns illustrated in Examples 5.1 and 5.6 resemble those of feather germs on chicken
skin. The stripe-like pigment patterns seen on alligators are similar to the solution
of Example 5.5 (see Murray, Deeming, and Ferguson (1990)). The more complex
patterns seen on some vertebrates, especially reptiles, can also be explained by our
model via mode interaction as we have shown in Example 5.3.

Appendix A. The expressions for pi refer to the series expansion in (4.4),

p0 =
τ

1 + c
, p2 =

τ(1− 3c)
(1 + c)3 ,

p1 =
2τ

(1 + c)2 , p3 =
4τc(c− 1)
(1 + c)4 .

Appendix B. The expressions for Γ and Ω as they appear in (4.14) are

Γ = −2φ2

M
> 0,

Ω = −αc

(
a

(1)
1 + b

(1)
1 + d

(1)
1 −

d
(2)
1

2M

)
φ2

+
D

p1

(
2p2a

(2)
1 + 2p2b

(2)
1 + p2d

(2)
1 +

9
8
p3M

2
)
φ2.

The expressions for Γ and Ω as they appear in (4.19) are

Γ = −4φ2

M
> 0, Ω = −2φ2

(
αc −

2Dp2M

p1

)
.

Refer to Appendix E for the expressions of ai, bi, di.

Appendix C. The elements of the matrix M in (4.20) and their signs are

m1,1 = 0, m1,2 = −8α1φ
2

M
> 0,

m2,1 =
4α1φ

2

M
> 0, m2,2 = −4α1φ

2

M
> 0

since M < 0 and α1 > 0.
The elements of M as used in (4.23) are

m1,1 = α2Γ + 3Ω1

(
A

(si)
1

)2
+
(

Υ1(A(si)
2 )

)2
,

m1,2 = 2Υ1A
(si)
1 A

(s)
2 ,

m2,1 = 2Υ2A
(si)
1 A

(s)
2 ,

m2,2 = α2Γ + 3Ω2

(
A

(si)
2

)2
+ Υ2

(
A

(si)
1 )

)2
.
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Appendix D. The expressions for Ω1, Ω2, Υ1, and Υ2 appearing in the Landau
equations for the three cases considered when ∆ = 2 and secular terms appear at
O(ε3) are given below.

(Refer to Appendix E for the expressions of ai, bi, di, ai,j , bi,j , di,j , and ei,j .)
Case 1. We have

Ω1 = −αc
(
a

(1)
1 φ2

1 + b
(1)
1 ψ2

1

)
− 1

2
αc

(
d

(1)
1 −

d
(2)
1

2M

)(
φ2

1 + ψ2
1
)

+
D

p1

(
p2a

(2)
1 + p2b

(2)
1 +

1
2
p2d

(2)
1 +

9
16
p3M

2
)(

φ2
1 + ψ2

1
)
,

Ω2 = −αc
(
a

(1)
2 φ2

2 + b
(1)
2 ψ2

2

)
− 1

2
αc

(
d

(1)
2 −

d
(2)
2

2M

)(
φ2

2 + ψ2
2
)

+
D

p1

(
p2a

(2)
2 + p2b

(2)
2 +

1
2
p2d

(2)
2 +

9
16
M2p3

)(
φ2

2 + ψ2
2
)
,

and Υ1 = Υ2 = Υ, where

Υ =
D

4p1

(
2p2a

(2)
1,2 + 2p2b

(2)
1,2 + 2p2d

(2)
1,2 + 2p2e

(2)
1,2 + 3p3M

2
) (
φ2

1 + ψ2
1
)

− 1
4
αc

(
a

(1)
1,2 + b

(1)
1,2 + d

(1)
1,2 + e

(1)
1,2

) (
φ2

1 + ψ2
1
)

− αc
4M

[(
a

(1)
1,2M − a

(2)
1,2

)
(φ1φ2 + ψ1ψ2

)
+
(
b
(1)
1,2M − b

(2)
1,2

)
(φ1φ2 − ψ1ψ2)

+
(
d

(1)
1,2M − d

(2)
1,2

)
(−φ1φ2 + ψ1ψ2)

+
(
e

(1)
1,2M − e

(2)
1,2

)
(−φ1φ2 − ψ1ψ2)

]
.

Case 2. The expressions for Ω1 and Υ2 are as in Case 1 above:

Ω2 = −αc

(
b
(1)
2 +

1
2
d

(1)
2 −

d
(2)
2

4M

)
ψ2

2 −
αcp1

2D

(
d

(1)
2 M +

1
2
d

(2)
2

)
ψ2

2

+
D

p1

(
p2b

(2)
2 +

1
2
p2d

(2)
2 +

9
16
p3M

2
)
ψ2

2 +
M

2

(
p2d

(2)
2 +

3
8
p3M

2
)
ψ2

2

and

Υ1 = Υ2 +
[
2p2Ma

(2)
2 +

3
4
p3M

3 +
1
2
p2M

(
a

(2)
1,2 + b

(2)
1,2 + d

(2)
1,2 + e

(2)
1,2

)]
ψ2

2

− p1αc
D

[
a

(2)
2 ψ2

2 +
1
4
M
(
a

(1)
1,2 + d

(1)
1,2

) (
ψ2

1 + ψ1ψ2
)

+
1
4
M
(
b
(1)
1,2 + e

(1)
1,2

) (
ψ2

1 − ψ1ψ2
)
−
(
a

(2)
1,2 − b

(2)
1,2 + d

(2)
1,2 − e

(2)
1,2

)
ψ1ψ2

]
.
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Case 3. We have

Ω1 = −αc

(
a

(1)
1 +

1
2
d

(1)
1 −

d
(2)
1

4M

)
φ2 − αcp1

2D

(
d

(1)
1 M − 1

2
d

(2)
1

)
φ2

+
1
2
M

(
p2d

(2)
1 +

3
8
p3M

2
)
φ2 +

D

p1

(
p2a

(2)
1 +

1
2
p2d

(2)
1 +

9
16
M2p3

)
φ2,

Ω2 = −αc

(
b
(1)
2 +

1
2
d

(1)
2 −

d
(2)
2

4M

)
φ2 − αcp1

2D

(
d

(1)
2 M − 1

2
d

(2)
2

)
φ2

+
1
2
M

(
p2d

(2)
2 +

3
8
p3M

2
)
φ2 +

D

p1

(
p2b

(2)
2 +

1
2
p2d

(2)
2 +

9
16
M2p3

)
φ2.

Also Υ1 = Υ2 = Υ where

Υ = p2

(
D

2p1
+

1
M

)
φ2
(
a

(2)
1,2 + b

(2)
1,2 + d

(2)
1,2 + e

(2)
1,2

)
− 1

4
αc

(
1 +

p1M

D

)(
a

(1)
1,2 + b

(1)
1,2 + d

(1)
1,2 + e

(1)
1,2

)
φ2

+
3
4
p3M

2
(
D

p1
+M

)
φ2.

Appendix E. The values of the parameters ai, bi, di, ai,j , bi,j , di,j , and ei,j ,
as used in Appendices B, C, and D, are

ai =

 adj(L(2φi,0))

det(L(2φi,0))
1
2Mφ2

i

(
2p2M

αc

)
if φi > 0,

0 if φi = 0,

bi =

 adj(L(0,2ψi))

det(L(0,2ψi))
1
2Mψ2

i

(
2p2M

αc

)
if ψi > 0,

0 if ψi = 0,

di =
adj(L(2φi,2ψi))
det(L(2φi,2ψi))

1
2
M
(
φ2
i + ψ2)( 2p2M

αc

)
,

and also

ai,j =
adj(L(φi+φj ,ψi+ψj))
det(L(φi+φj ,ψi+ψj))

[(φi + φj)2 + (ψi + ψj)2]
1
4
M

(
2p2M

αc

)
,

bi,j =
adj(L(φi+φj ,ψi−ψj))
det(L(φi+φj ,ψi−ψj))

[(φi + φj)2 + (ψi − ψj)2]
1
4
M

(
2p2M

αc

)
,

di,j =
adj(L(φi−φj ,ψi+ψj))
det(L(φi−φj ,ψi+ψj))

[(φi − φj)2 + (ψi + ψj)2]
1
4
M

(
2p2M

αc

)
,

ei,j =
adj(L(φi−φj ,ψi−ψj))
det(L(φi−φj ,ψi−ψj))

[(φi − φj)2 + (ψi − ψj)2]
1
4
M

(
2p2M

αc

)
,

where the operators det and adj indicate the determinant and adjoint, respectively,
of the corresponding matrices. Calculating ai, for example, we find that
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a
(1)
i =

2Mφ2
i (αcp1 − 2p2DM)

64Dβφ4
i + 16(D − αcp1)φ2

i + 4Dρ
,

a
(2)
i =

−16αcβMφ4
i + 4αcM(2p2M − 1)φ2

i − αcρM
128Dβφ4

i + 32(D − αcp1)φ2
i + 8Dρ

.

Similar forms can be found for bi,j , di,j , and ei,j .
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