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We explore the effect of disjoining pressure on a thin film equation in the presence of a

non-uniform body force, motivated by a model describing the reverse draining of a mag-

netic film. To this end, we use a combination of numerical investigations and analytical

considerations. The disjoining pressure has a regularizing influence on the evolution of the

system and appears to select a single steady-state solution for fixed height boundary con-

ditions; this is in contrast with the existence of a continuum of locally attracting solutions

that exist in the absence of disjoining pressure for the same boundary conditions. We nu-

merically implement matched asymptotics expansions to construct equilibrium solutions

and also investigate how they behave as the disjoining pressure is sent to zero. Finally,

we consider the effect of the competition between forcing and disjoining pressure on the

coarsening dynamics of the thin film for fixed contact angle boundary conditions.
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1 Introduction

In this paper we consider thin film evolution equations on a finite domain with joint

contributions from a disjoining pressure and a spatially dependent body force whose

gradients are of order one. Our motivation comes from the study of ferrofluids. In the

presence of a non-uniform magnetic field, the magnetic particles in a ferrofluid experi-

ence a force, a phenomenon known as magnetophoresis [15]. In [21], experiments were

conducted with a draining magnetic soap film in the presence of a strong magnet. Using

the setup pictured in Fig. 1, Moulton and Pelesko derived the following dimensionless
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Figure 1. Setup for the draining magnetic film system of Refs. [21, 20]. [Reproduced from

[20], with permission]

evolution equation for the thickness of the draining vertical film

ht +
∂

∂x

(
h3

3
(σhxxx + γ(x))

)
= 0, (1.1)

where

γ(x) = 1− 3λx

(1 + x2)4
. (1.2)

Here h(x, t) is the film half-thickness, σ is an inverse capillary number characterising

surface tension, and γ(x) represents the spatially dependent body force: the first term

corresponds to gravity, which acts in the positive x-direction, and the second term is

the magnetic force acting along the axis of a current loop and pulling the film upward,

i.e. in the negative x-direction. The constant λ appears as a dimensionless parameter

relating the magnetic force to gravity (for more details, see [21]). Figure 2 shows γ and

its antiderivative Γ(x) as functions of x for λ = 1.
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Figure 2. The forcing γ(x) and its antiderivative Γ(x) = x+λ/(2(1 +x2)3), plotted for λ = 1.

The dimensionless Equation (1.1) is reached through the standard lubrication approx-

imation, with vertical lengths scaled by the length of the frame L, and the film half-

thickness scaled by the height of the film on the frame h0.1 Then ε = h0/L is a small

parameter. The vertical velocity component is scaled by U0 = ρgh20/µ, where g is gravity,

ρ is fluid density, and µ is dynamic viscosity; the horizontal velocity component is scaled

by εU0; and the time scale is L/U0. In the experiments of [21], L = 5cm, h0 ≈ 50µm and

the time scale is on the order of 5s. The magnetic parameter λ ranges from 1 to 2, which

corresponds to a magnetic field strength on the order of 1500 G, and σ ranges from 0.001

to 0.005.

For strong enough magnetic field, γ(x) can be made negative in portions of the domain,

leading to a non-uniform body force in the vertical direction. In the experiments in [21],

this was exploited to demonstrate the interesting phenomenon of reverse draining, in

which the vertical force of the magnetic field overcame the downward gravitational force,

and the soap film could be made to drain upward against gravity. Equilibrium solutions

1 We assume h0 is a characteristic length in the horizontal direction, and thus use the same

scaling for fixed contact angle boundary conditions, (BC2) discussed below.
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of the system (1.1), with fixed height boundary conditions and the forcing function γ(x)

either given by (1.2) or arbitrary, were analyzed in depth in [20]. The equilibrium solution

set was shown to have a rich structure, with a strong connection between the form of

the forcing function and the structure of equilibrium solutions. In particular, families

of piecewise continuous equilibrium solutions were found, with h = 0 over a portion of

the domain and discontinuities in hxx at the piecewise junctions. Numerical simulations

suggested convergence of the dynamics towards these piecewise solutions as time t→∞.

In other words, the solutions continued to remain smooth as far as the numerics could be

pushed and divergence of the third derivative seemed to only occur in infinite time. Also,

based on numerical simulations, the continuum family of equilibrium solutions appeared

to be locally attracting. However, since the limit h → 0 represents rupture of the film,

these solutions are not physically valid as equilibrium profiles, and it is expected that

other effects, neglected in [21, 20], should come into play as the thickness of the film is

reduced.

In particular, an important effect that was not included in [21, 20] is that of disjoining

pressure (DP), which is used to account for intermolecular forces in very thin film regions.

Letting Π(h) denote the DP, the evolution equation (1.1) becomes

ht +
∂

∂x

(
h3

3
(σhxxx + Πx(h) + γ(x))

)
= 0. (1.3)

Following [29] we consider the following form for DP

Π(h) = A

((
h∗

h

)n
−
(
h∗

h

)m)
, n > m > 1, (1.4)

where A is a dimensionless pressure term (in [21] pressure is scaled by µLU0/h
2
0). Asso-
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ciated with (1.4) is a disjoining energy

EDP(h) = −
∫ h

h∗
Π(h̃)dh̃ (1.5)

which has a single stable minimum at the generally very thin film thickness h = h∗. This

leads to an attractive force when h > h∗ and a repulsive force for h < h∗ that diverges as

h→ 0. In terms of soap films, the DP term can be used to capture the presence of “black

film”: a thinning film that reaches a very small thickness, typically on the order of 100

nm, at which point repulsion between the opposing surfaces of the film resists further

thinning. The exact shape of the energy well depends on the exponents n and m, and

the strength of the DP, captured by the constant A.

The form of boundary conditions can be very important for film evolution and solution

properties. Here, we study (1.3) on a finite length domain x ∈ [0, 1], and consider two

types of boundary conditions at x = 0, 1. To investigate the regularizing role of DP, we

use a fixed height boundary condition, which we denote (BC1). This is written

(BC1): h(0) = h(1) = 1. (1.6)

To investigate the competition between forcing and disjoining pressure, we consider a

fixed contact angle condition, denoted (BC2), which reads

(BC2): hx(0) = 0, hx(1) = 0, (1.7)

In both cases we impose zero flux of fluid across the boundaries, that is

[
h3
(
σhxxx +

∂

∂x
Π(h) + γ(x)

)]
x=0,1

= 0. (1.8)
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The no flux condition implies a fixed volume of fluid, and leads to the volume constraint

∫ 1

0

h(x, t) dx = V :=

∫ 1

0

h(x, 0) dx. (1.9)

While the primary motivation for our study comes from soap films, the analysis is

also relevant to two dimensional liquid films on a solid substrate, i.e. a thin film in a

box. It should be noted that the general form of such a system would also include an

equation for the surface slip velocity and surfactant concentration. In the case of large

surfactant concentrations, the liquid-air interface can become rigid – this is the assump-

tion of tangential immobility, utilised in [21] in deriving (1.1). In this case, and with

surfactant gradients neglected, the drainage problem leads to the same single evolution

equation as flow on a no-slip substrate [29]. It should be pointed out that in the case of

large magnetic fields, the use of a surface slug-flow assumption was found to have little

effect on the film evolution [21]. To isolate the effect of DP and body forcing, we utilise

the same assumptions of tangential immobility and negligible surfactant gradient here.

The main purpose of this paper is to analyse the equilibrium solutions and dynamical

behaviour of Equation (1.3) on a finite domain, with particular focus on the combined

effect of the spatially dependent body force and the DP term.

Pressure relations of the type (1.4) have been considered numerous times. The 6-12

Lennard-Jones potential corresponds to exponents m = 3, n = 9 [14, 19, 23]. Models

with m = 3, n = 4 are also common [28, 11, 22]. The disjoining/conjoining forces can be

thought of separately; a number of studies have included only the conjoining term [6, 8],

which tends to destabilise the film and lead to rupture [31], in some cases in finite time

[36]. The disjoining term serves to stabilise the film and does not permit h → 0. In the
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results presented here, we use m = 3, n = 4. Qualitatively, the same basic effects are

obtained with the exponents m = 3, n = 9.

In many cases, h → 0 is not only unphysical but also poses computational issues,

and thus understanding the regularizing effect of DP in thin film equations is important

from a computational as well as a physical standpoint. Mathematical characterisations

of equilibrium solutions to (1.3) with γ(x) = 0 and in the presence of disjoining pres-

sure are given in [2, 37]. The global existence and uniqueness of a strictly positive stable

equilibrium was proved in [2] for a finite length domain with (BC2) boundary condi-

tions. Stationary solutions to the same system were discussed in [37], in which the set of

equilibria was shown to be discrete. These studies however did not include a term γ(x)

and did not use (BC1) boundary conditions. This is a critical distinction – as we will

see, it greatly changes the film behavior and complicates many techniques of analysis. In

particular, applications of Sobolev embedding theory in the context of thin film equa-

tions often seem to rely on Neumann boundary conditions (see e.g. [1, 2]), and phase

plane analysis is rendered impractical by the addition of the non-autonomous function

(see Section 3.2 below). Similarly, many prior studies have relied upon the existence of

symmetric solutions, which do not exist with the inclusion of γ(x).

At the same time, there are numerous studies of (1.3) without DP in the literature (see

[7] for a recent review). The majority of these analyses do not contain a non-autonomous

function, although a constant γ term does often appear. For instance, in the context

of draining soap films or flow on a vertical plane, gravity is taken into account with

a constant γ term [29, 4, 3]. With relation to magnetophoresis, there do not seem to

be studies in which the magnetic body force appears in conjunction with the lubrication
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approximation. Prior to [21], Elias et al. [10] had studied a magnetic soap film and derived

a thin film evolution equation, although in their experiments uniform magnetic fields were

used and so a spatially dependent body force was not present. There are a few situations

where non-autonomous (space-dependent) functions enter the evolution equation. This

may be due to Marangoni forcing [9], or to changes in substrate topography [16, 26]; in this

latter case, the term γ(x) is the third derivative of the shape of the topography feature,

so the topography itself can be seen as a non-homogeneous “body force”. The steady

state dynamics of a thin film on an inclined plane subject to a nonuniform temperature

field was studied in [27, 30, 17, 13]. And the evolution of a thin film subject to a uniform

electric field [35] and flowing over a substrate discontinuity (a step or a trench) was

considered in [34].

Thin films on a periodically heterogeneous substrate in the presence of disjoining pres-

sure were analyzed in [33]. In this case, the size of the substrate deformations remained

relatively small and the form of the pressure term was different from (1.4), since it admit-

ted a regular expansion as the film thickness went to zero. The analogy between thin films

on inclined heterogenous substrates and thin films on the outside of a possibly rotating

horizontal cylinder was recently described in [32]. In that work, the disjoining pressure

term had the form given by (1.4), with n = 6 and m = 3, and the “forcing” corresponded

to a cosine function. Finally, horizontal substrates with local chemical heterogeneities,

due to localized changes in the parameters appearing in the expression for the disjoining

pressure (which was more general than but qualitatively similar to (1.4)) were considered

in [18].

Many of the above works were interested in solutions on periodic or infinite domains
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for the x variable. Central to the present study is therefore the presence of the non-

autonomous function γ(x), which has order one variations on the interval [0, 1] (see Figure

2), of the DP Π(h), and of a finite domain, associated with given boundary conditions

(BC1) or (BC2), and a zero flux condition at x = 0 and x = 1.

This paper is organized as follows: we begin by highlighting the main results of [20],

which describes the structure of equilibria of (1.1) – that is (1.3) in the absence of DP

– for boundary conditions (BC1). In Section 3, we investigate the effect of adding DP,

in particular on the structure, regularity, and multiplicity of equilibrium solutions. Due

to the function γ(x), we are restricted in our analytical treatment of the system. We

approach the problem with a combination of analytical arguments and supporting nu-

merical evidence; however we are not able to prove results as in studies that do not include

a space-dependent forcing function, especially since the latter cannot be considered as

a small perturbation about a uniform forcing, or studies that use Neumann boundary

conditions. We show that the structure of solutions with DP is very similar to that with-

out, with two key differences: first, the DP regularises the equilibrium solutions, turning

discontinuities in the second derivative in the absence of DP into quick transitions that

can be understood in the context of a matched asymptotic expansion with interior layers.

Second, our analysis, presented in Section 3.3, suggests that only one stable equilibrium

solution of given volume is found in the presence of DP for boundary conditions (BC1).

This is in contrast with the case without DP, for which the number of solutions is greater

than one and often infinite [20]; moreover, as mentioned above, all of the equilibria that

exist without DP appear to be locally attracting. This raises questions about conver-

gence as DP is “turned off”, a subject we explore in Section 3.4. Finally, we numerically
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investigate the effect of the competition between DP and body force in Section 4. For this

purpose, we switch to boundary conditions (BC2), which allow coarsening to take place,

and we observe how this phenomenon competes with wavelength selection. Conclusions

are given in Section 5.

As mentioned above, the next two sections are concerned with equilibrium solutions

in the absence and in the presence of disjoining pressure. Setting ht = 0 in (1.3) leads to

h3

3
(σhxxx + Πx(h) + γ(x)) = C0 = 0, (1.10)

where the integration constant C0 is set to zero because of the no-flux boundary condition

(1.8). In the presence of disjoining pressure, since Π(h) becomes infinite as h→ 0, regular

solutions of (1.10) with h = 0 are not possible and equilibrium solutions must thus satisfy

σhxxx + Πx(h) + γ(x) = 0.

This is Equation (3.2) of Section 3.1. Further integration leads to

σhxx + Π(x) + Γ(x) = C1, (1.11)

where the integration constant C1 depends on the boundary conditions and is described

in Section 3.1 as a Lagrange multiplier associated with the volume constraint. In the

absence of disjoining pressure, we can set Πx(h) = 0 in (1.10), which now allows piecewise

solutions for which h = 0 over a portion of the domain. In this case, the film half-thickness

in regions where h 6= 0 satisfies

σhxx + Γ(x) = Ci, (1.12)

but the integration constants Ci are not necessarily the same in each of the regions where

h 6= 0. This leads to the existence of a continuum of equilibrium solutions, which were
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studied in [20] and whose properties are summarized in Section 2. As DP → 0, solutions

of (1.11) tend to specific members of the family of solutions of (1.12), as discussed in

Section 3.4.

2 Equilibrium solutions in the absence of disjoining pressure

In this section, we summarize the results of [20], in which we classified the form of

solutions of (1.3) in the absence of the DP term, i.e. in the system

ht +
∂

∂x

(
h3

3
(σhxxx + γ(x))

)
= 0 (2.1)

with (BC1) boundary conditions. This system was analyzed in detail in [20], in which

numerical simulations showed that the dynamics evolve, as time goes to infinity, toward a

steady state solution which is either a smooth function or part of a continuum of singular

solutions. As mentioned above, due to the no-flux condition (1.8), all equilibrium solutions

satisfy

h3

3
(σhxxx + γ(x)) = 0. (2.2)

A continuous solution of σhxxx + γ(x) = 0 can easily be found, but it leads to negative

values of h in some parameter regimes, which is not physical. This motivates the search

for piecewise solutions of (2.2), for which h = 0 over some portion of the region, and

σhxxx + γ(x) = 0 over the remainder. These solutions, which are discontinuous in the

second derivative of h at a small discrete number of points, were shown in [20] to have

an intricate structure. For further discussion, the following features are of importance:
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(i) The solution structure can be quite complex, with the number of piecewise regions

possible having direct connection with the form of the forcing function γ(x).

(ii) Singular solutions exist as part of a continuum family.

(iii) Individual members of the family appear to be locally attracting. More precisely,

starting with an initial profile that is continuous and close enough to a given member

Se of the family of equilibrium solutions, the dynamics appear to converge toward Se

as t → ∞. (This may sound surprising given that equilibrium solutions are part of a

continuum rather than a discrete set, which in turn would suggest that each particular

solution should be neutrally stable, but this argument does not hold here because the

equilibrium solutions in question are discontinuous in their second derivative.)

(iv) Discontinuities in hxx exist at some or all of the piecewise junctions.

The combination of (ii) and (iii) means that initial conditions play an important role

in the film evolution and eventual equilibrium state. Underlying these results is a sim-

ple counting argument. Consider, for example, the solution depicted in Figure 3. The

functions h1 and h2 each satisfy σhxxx + γ(x) = 0, and are connected by a region where

h = 0. In the construction of the piecewise solution, there are 3 constants of integration

for each function h1 and h2. The junction points x1 and x2 are unknown – this gives 8

total unknowns. Imposing (BC1), the volume constraint, and continuity of h and hx is 7

conditions. Thus continuity of hxx cannot in general be imposed at both xi. But there is

still a free variable, so that the xi live on an implicit curve; this leads to a continuum of

solutions, all with discontinuous second derivative, such that the endpoints of the con-

tinuum have hxx discontinuous at only one of the xi. Similar considerations apply for

solutions with “bubbles” of non-zero h in the [x1, x2] interval, as discussed in [20].
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Figure 3. Depiction of a piecewise equilibrium solution in the case of no DP and (BC1) bound-

ary conditions. Two regions where h is non-zero connect to a region where h = 0 at the points

x1 and x2.

3 Effect of disjoining pressure on equilibrium solutions

The addition of the DP term has several important consequences for the form and struc-

ture of equilibrium solutions, as well as for the dynamical evolution to the equilibrium

state. In Figure 4 we plot the equilibrium profiles of h, hx, and hxx with and without

DP, obtained by numerically integrating Equation (1.3) to large time (t = 107) (our

numerical approach is outlined in [20]). In this example, σ = 0.004, the volume V = 0.5,

and γ(x) takes the form (1.2) with λ = 1. Boundary conditions (BC1) were used, and

in the DP term, A = 1, and h∗ = 0.05. In both cases, a parabolic initial profile was

chosen. The dashed lines are the final profiles for simulations with no DP (A = 0); the

solid lines are the final profiles with the DP. For the initial conditions used, the system

without DP tends to a piecewise profile with a single discontinuity in the second deriva-

tive. Other members of the family of singular solutions described in [20] typically have

two discontinuities in hxx.
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Figure 4. Equilibrium profiles of h, hx, and hxx for the system without DP (dashed curves)

and with DP (solid curves), with (BC1) boundary conditions. Here λ = 1, σ = 0.004, V = 0.5,

and for the solid curves A = 1, h∗ = 0.05.
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The profile with A 6= 0 has a very similar form, with a few key differences: as stated,

the DP keeps h strictly positive (top panel of Figure 4). Observe also that the DP has

regularized the solution, which now has a continuous second derivative, as shown in the

bottom panel of Figure 4. It is moreover interesting to note that the single discontinuity

in hxx in the case A = 0 is replaced by two locations with rapid change in hxx, which

however remains continuous. Our goal in this section is to understand the structure of

equilibrium solutions to (1.3) with (BC1) boundary conditions in the presence of DP and

of a non-perturbative body force γ(x), as well as how these solutions evolve as the DP

goes to zero.

3.1 Energy considerations

Before we construct equilibrium solutions, we first briefly discuss the variational prop-

erties of (1.3). Assume that h(x, t) is smooth and positive, and let

E =

∫ 1

0

(σ
2
h2x − P (h)− hΓ(x)

)
dx,

where dP/dh = Π(h) and dΓ/dx = γ(x). With boundary conditions (BC1), h(0) =

h(1) = 1, the Fréchet derivative of E is given by

δE

δh
= − (σhxx + Π(h) + Γ(x)) ≡ Q(h, x),

and the thin film equation (1.3) reads

ht =
∂

∂x

(
h3

3

∂

∂x
Q(h, x)

)
=

∂

∂x

(
h3

3

∂

∂x

(
δE

δh

))
. (3.1)

Using this expression and integrating by parts thus gives

∫ 1

0

Q(h, x)ht dx =

[
h3

3

(
∂

∂x
Q(h, x)

)
Q(h, x)

]1
0

−
∫ 1

0

h3

3

(
∂

∂x
Q(h, x)

)2

dx,
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which simplifies to

∫ 1

0

Q(h, x)ht dx = −
∫ 1

0

h3

3

(
∂

∂x
Q(h, x)

)2

dx ≤ 0,

since we assume that ∂
∂xQ(h, x) vanishes at the endpoints and that h remains positive.

Following [24], one can also calculate

∫ 1

0

Q(h, x)ht dx = [−σ hx ht]10 −
d

dt

∫ 1

0

(
−σ
2
h2x + P (h) + hΓ(x)

)
dx

= − d

dt

∫ 1

0

(
−σ
2
h2x + P (h) + hΓ(x)

)
,

where we have used ht(0) = ht(1) = 0. Therefore,

dE

dt
= − d

dt

∫ 1

0

(
−σ
2
h2x + P (h) + hΓ(x)

)
=

∫ 1

0

Q(h, x)ht dx ≤ 0,

i.e. the functional E decreases as a function of time under the thin film dynamics. If we

assume that the solutions h(x, t) remain regular for smooth initial data, since the three

terms in the expression of E are bounded from below, one may expect E to reach a

minimum value subject to the constant volume constraint given by (1.9). To show that

the energy E is bounded from below, we note that the function

P (h) = Ah∗

(
1

m− 1

(
h∗

h

)m−1
− 1

n− 1

(
h∗

h

)n−1)

reaches its maximum at h = h∗, so that

E =

∫ 1

0

(σ
2
h2x − P (h)− hΓ(x)

)
dx

≥
∫ 1

0

(−P (h)− hΓ(x)) dx ≥
∫ 1

0

(−P (h∗)− hΓ(x)) dx

≥ −P (h∗) + V m,

where m is the minimum of −Γ(x) on [0, 1]. Clearly the values of m and P (h∗) depend

on arbitrary constants of integration, but once these are fixed, they define a lower bound
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for E. To fix the ideas, a plot of

Γ(x) = x+
λ

2(1 + x2)3

is shown in Figure 2 for λ = 1.

Minimization of E+C1

∫ 1

0

(h(x)−V ) dx leads to
δE

δh
+C1 = 0, where C1 is the Lagrange

multiplier associated with the volume constraint. This equation readsQ(h, x) = −C1 ≡ C

and is equivalent to d
dxQ(h, x) = 0, i.e. to

σhxxx + Πx + γ(x) = 0. (3.2)

It is beyond the scope of this paper to prove existence and regularity of solutions to

(1.3). In particular, it is not clear that the treatment of [2] may be extended to the

present situation because of the boundary conditions (BC1). If one assumes that h(x, t)

remains in H1([0, 1]), then decay of the functional E leads to control of the H1 norm

of h. Moreover, if h(x, t) is also Hölder continuous with exponent 1/2 on [0, 1], a proof

similar to that of Theorem 1 of [2] indicates that h remains positive and bounded. This

implies that the disjoining pressure is regularizing the solution. Theorem 2 of [2] may

also be extended to the present situation to show the existence of a global minimizer in

H1([0, 1]) subject to the volume constraint, and that the minimizer is positive almost

everywhere in [0, 1]. But boundary conditions (BC1) prevent the extension by zero of

h(x, t) to a function in H1(R), thereby complicating further analysis. In what follows,

we assume that equilibrium solutions of (1.3) exist and we therefore look for solutions

of (3.2). We have checked that the energy E decreases as a function of time in our

numerical simulations of (1.3) and, as expected, that it remains above the lower bound

−P (h∗) + V m.
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3.2 Equilibrium solutions: matched asymptotic expansion

In this section, we construct equilibrium solutions to (1.3) with (BC1) boundary condi-

tions, that is we look for solutions to (3.2) with h(0) = h(1) = 1. As mentioned above, one

integration can be performed, leading to a second order system of the form Q(h, x) = C.

Multiplying by hx and integrating again, as is done in [19, 2], then reduces the problem

to a first order integro-differential system, but a phase plane type analysis is still three

dimensional due to the space dependence of Γ(x). Written as a third-order dynamical

system, Q(h, x) = C reads

dh

dt
= u,

du

dt
=
−1

σ
(Π(h) + Γ(x) + C) ,

dx

dt
= 1. (3.3)

The asymptotic solution (solid curve) of the simulation of Figure 4 is shown in the

three-dimensional phase space of (3.3) in Figure 5. The arrows represent the vector field

along the trajectory. Also plotted are the projections of the trajectory on the x = 0,

hx = −12, and h = 1.5 planes. The dotted curves show an almost identical trajectory

obtained as a numerical solution of (3.3) with C = −0.82982. It can be seen that both

trajectories go through a narrow “vertical tubular region” where h is near h∗ and hx

is near 0. If a trajectory of (3.3) fails to enter this region, it typically reaches h = 0

in finite time with hx diverging to −∞; if it leaves the narrow tubular domain at a

slightly different point, then h typically diverges to +∞. As a consequence, numerical

integration of (3.3) near equilibrium solutions of (1.3) that are of interest for this study

is very sensitive to the choice of initial conditions in the phase space of (3.3). This is

not a problem for solutions of larger volume, for which h does not “spend as much time”

near h∗. A numerical exploration of the dynamics of (3.3) shows that one can find a
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Figure 5. Phase space for the dynamical system given by (3.3). The solid curve is the solution

of (1.3) shown in Figure 4. The dotted curve is a solution of (3.3) with C = −0.82982. The arrows

show the dynamical system vector field along these curves. Also shown are the projections of

these trajectories on planes parallel to the coordinate planes. Parameters are λ = 1, σ = 0.004,

V = 0.5, A = 1, h∗ = 0.05.

curve in the (C, hx(0)) plane, such that the solution of (3.3) with the chosen value of C

and initial conditions h(0) = 1, u(0) = hx(0), x(0) = 0 is such that h(1) is near 1. Each

point on this curve therefore corresponds to an equilibrium solution of (1.3), but the

volume of the solution changes as one moves along the curve. Based on this numerical

exploration, and keeping in mind the intrinsic limitations mentioned above, it therefore

appears that for the parameters in the range of interest in this paper there exists only

one equilibrium solution to (1.3) with (BC1) boundary conditions. As indicated above,
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Figure 6. Decomposition of the equilibrium solution with DP into components. This provides

a natural division of the spatial domain into 3 regions.

an analytical investigation of the existence and uniqueness of this solution is beyond the

scope of this article.

We now take a different approach to obtain these solutions, which consists in looking

for solutions to (3.2) using matched asymptotic expansions. We can make progress ana-

lytically by recognizing the relative magnitudes of the contributions of the various terms

in this equation: note that the first term is a capillary term, the second term is the DP,

and the third term is the forcing term. When h is close to zero, the solution tends to be

very nearly flat, and so the capillary term has little contribution, whereas the DP term

is significant; here the solution is determined by a balance between the DP and forcing

terms. On the other hand, when h is far from zero, the DP has very small contribution,

and the solution is determined by the balance between the capillary and forcing terms.

To demonstrate, in Figure 6 we take the numerical equilibrium solution with A = 1
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Figure 7. Setup of three regions with two interior layers for a matched asymptotic expansion

for equilibrium solutions with DP and (BC1) boundary conditions.

plotted in Figure 4, and plot the various components of Equation (3.2). The red (dashed)

curve is the sum of the capillary and forcing terms, the blue (dash-dotted) curve is the

sum of the DP and forcing terms, and the green (solid) curve is the sum of all 3 terms.

Observe that the green curve is zero over the entire domain, confirming that the thin film

is in equilibrium. The red and blue curves divide the domain into 3 distinct regions. On

the outsides, the red curve is nearly zero, while in the middle the blue curve vanishes.

Between the regions, neither red nor blue is zero, signifying a transition in the balance.

3.2.1 Outer regions

Though we have only illustrated the decomposition for a particular set of parameters and

particular forcing function γ(x), the structure is found to occur generally. This suggests
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that, assuming they exist, equilibrium solutions with DP could generally be constructed

through a matched asymptotic expansion, with interior layers. To form the outer solution,

we define ε := h∗ to be a small parameter, and divide the domain into 3 regions, depicted

in Figure 7. Note that the locations of the boundaries between the regions is not known

a priori. In regions R1 and R3, h is O(1) and so the DP is negligible. The same basic

idea, that the DP is negligible on the mesoscale, is utilized in an asymptotic expansion

for a moving droplet in [25]. The first order solution in regions R1, R3 satisfies

σh′′′(x) + γ(x) = 0 (3.4)

with boundary condition h1(0) = 1 in R1 and h3(1) = 1 in R3. This indicates that the

product σh′′′(x) is of order one and balances the forcing γ; as a consequence, smaller

values of σ will be associated with larger values of h′′′(x). In R2, we assume h2 is O(ε).

By defining g = h/ε, the system becomes

εσgxxx +A
gx
g

(
m

gm
− n

gn

)
+ γ(x) = 0. (3.5)

Hence in R2 the gxxx term does not appear to first order. Dropping the first term and

integrating once, we obtain

A

(
1

gn
− 1

gm

)
+ Γ(x) = C̃, (3.6)

where C̃ is a constant. We cannot generally solve for g exactly, and so the solution h2 in

this region is only determined implicitly.



24 D.E.M., J.L.

3.2.2 Interior layers

As is apparent in Figure 4, the interior layers are characterized by a rapid change in the

second derivative of h. For the layer located at xi (note the xi are not intially known),

define the stretched variable

x̄ =
x− xi
εp

, p > 0. (3.7)

Let H(x̄) designate the solution in this region, and take H ∼ εrH0 + . . . . Writing σ = εq

(q is assumed known and positive), substitution into the full system (1.3) yields

εq−3p+rH ′′′0 (x̄)

+ ε−p+m−mrA
H ′0
H0

(
m

Hm
0

− ε(n−m)(1−r) n

Hn
0

)
+ γ(xi + εpx̄) = 0.

(3.8)

We now expand γ(xi + εpx̄) ∼ γ(xi)+O(εp) and assume γ(xi) = O(1). We also assume

(and have numerically checked by plotting the value of h at the core of each layer as a

function of h∗ = ε) that r = 1. Multiplying the above equation by ε3p−q−1 gives

H ′′′0 (x̄)

+ ε2p−q−1A
H ′0
H0

(
m

Hm
0

− n

Hn
0

)
+ ε3p−q−1γ(xi) +O(ε4p−q−1) = 0.

(3.9)

Since p > 0, the last two terms are of higher order and to balance the equation at lowest

order, we need to set 2p − q = 1. Thus, the dominant terms in the interior layers are

the capillary and DP terms. The lowest order solution should thus result from balancing

these two terms, with the effect of the forcing coming at higher order. This is in line with

the observation that in the transition from R1 to R2, hxx and Π(h) both vary quickly,
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implying large contributions from hxxx and Πx in the interior layers. The solution H0

then satisfies

H ′′′0 (x̄) +A
H ′0
H0

(
m

Hm
0

− n

Hn
0

)
= 0, (3.10)

which can in principle be solved for H0.

3.2.3 Matching

Having solved for the three outer solutions and the two interior layer solutions, the inte-

gration constants as well as the locations of the layers are determined through matching.

Ideally, this would be done analytically, rendering explicit formulas. However, due to the

nonlinearity of the Πx term, which appears at lowest order both in region R2 and in the

interior layers, together with the implicit representation of h2, the matching is impractical

analytically. Nevertheless, we can do the matching numerically and check the validity of

the matched asymptotic expansion. Suppose all parameters: λ, σ, A, V , and h∗ = ε� 1,

are fixed. We also take as known the width of each layer, which can be approximated

by estimating the width of the transition layer in an equilibrium decomposition such as

Figure 6.

For given parameters, our approach is as follows: Let C̃, the constant of integration

in R2, and x1 and x2, the locations of the layers, be shooting parameters. Appropriate

initial guesses for these may be obtained from a full numerical solution. For given x1

and x2, matching the solution in the outer regions in principle leads to 4 conditions, two

at each of the xi’s. For the numerical approximation, we replace this by matching at 4

locations given by x = xm = xi ± ∆xi/2, i = 1, 2, where ∆xi is the width of the ith
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layer. In terms of the interior layers variables, the matching, which in principle should

occur at ±∞, is replaced by a numerical condition at x̄ = x̄m = ±∆xi/(2ε
p).

We start in the middle region R2 and work outwards. For fixed C̃, Equation (3.6) can

be solved for the value of g at x = xm corresponding to the inner boundaries; g′ is then

found from

g′(x) = − γ(x)

Π′(g)
, (3.11)

where Π(g) = A(g−n − g−m), and then

g′′(x) = −γ
′(x) + Π′′(g)g′2

Π′(g)
. (3.12)

Appropriately accounting for the change of variables, the values of g, g′, and g′′ at the

xm are translated to values of H0, H ′0, and H ′′0 at the x̄m. We use these conditions

to solve Equation (3.10) as an initial value problem, integrating from the inner to the

outer edge of the interior layers. At the outer edge of the layers, i.e. the boundaries

between the interior layers and the regions R1 and R3, the values of H0, H ′0, and H ′′0

are translated into boundary conditions for hi, h
′
i, and h′′i , i = 1, 3. Integrating Equation

(3.4) and imposing these conditions, the functions h1 and h3 can be found exactly, and

the solution profile is fully determined. We then form the vector

F =



h1(0)− 1

h3(1)− 1

∫ 1

0
h(x) dx− V


(3.13)

and iterate on z = (x1, x2, C̃)T until ||F(z)|| is less than a small fixed tolerance. Com-

puting the Jacobian is particularly difficult and expensive for this system, and so we
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used Broyden’s method [5] to perform the iteration, which is a quasi-Newton method in

which the Jacobian must be computed only for the first iteration. In Figure 8, we plot a

sample comparison between the full numerical solution (found by numerical integration

of the full system up to large time) and the matched asymptotic expansion obtained by

the numerical approach described above, using the same parameter values as in Figure

4 (in particular, note that ε = h∗ = 0.05). The curves are nearly indistinguishable in

the function and first derivative, with a small difference appearing in the interior layers

in the second derivative. Included at the bottom of Figure 8 is the same comparison in

the second derivative, but with h∗ = 0.005. Here the match is much closer, illustrating

as expected that as h∗ goes to zero, the matching improves. The slight discrepancy in

the bottom plot is partially attributable to the uncertainty in the exact layer width,

thus in this numerical approach where exactly to impose the matching is not explicitly

defined. Nevertheless, the close similarity verifies the validity of the matched asymptotic

expansion.

3.2.4 Layer width

Key to the numerical matching approach outlined above is knowledge of the width of

the interior layers, which we denoted ∆x. The relationship 2p − q = 1 suggests that

the quantity (∆x)2/σ should vary linearly with ε = h∗. We can check this numerically.

Rather than letting Equation (1.3) evolve until a steady state solution is reached for

different values of h∗, we find equilibrium solutions to Equation (3.2) by means of a

Newton-Raphson method, which takes into account both boundary conditions, as well

as the volume constraint. As an initial profile for the iterations at h∗ = 0.05, we take
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Figure 8. Comparison of equilibrium solution with DP and (BC1) boundary conditions as

computed through the matched asymptotic expansion, and the full numerical solution. For the

matched asymptotic expansion solution, different colors and linestyles are used for the solution

in each different region to highlight the transition, which is clearly seen in the second derivative

hxx. Parameters are λ = 1, σ = 0.004, A = 1, V = 0.5. For the top 3 plots, h∗ = 0.05; the

bottom plot shows just the second derivative for h∗ = 0.005.
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Figure 9. Quantity (∆x)2/σ for the left (down triangles) and right (up triangles) interior

layers, as a function of h∗ = ε. The width ∆x of each layer is estimated from the equilibrium

profile obtained by Newton-Raphson iterations for each value of h∗. The solid lines are drawn to

guide the eye and have equation y = 0.12 + 200 ε (left layer) and y = 0.10 + 270 ε (right layer).

the steady-state solution obtained by numerical integration of Equation (1.3) until a

large time, t = 300, 000 specifically. All other parameters are the same as in the previous

figures. Then, we increase or decrease h∗ by small steps, using the solution at one value

of h∗ as the initial condition for the Newton-Raphson iterations at the next value. We

define the start of the left layer as the point where σhxxx + γ(x) (the red dashed curve

in Figure 6) becomes greater in absolute value than a fixed threshold (set to 0.05), and

the end of the layer as the point where Πx + γ(x) (the blue dash-dotted curve) drops,

in absolute value, below the same threshold value, with a similar process defining the

right layer. The width ∆x of each layer is the difference between the starting and ending

points. In Figure 9, the quantities (∆x)2/σ are plotted as functions of h∗ for the left

(down triangles) and right (up triangles) interior layers. The solid lines are drawn to
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guide the eye and have equations y = 0.12 + 200 ε (left) and y = 0.10 + 270 ε (right). The

behavior of both quantities is reasonably linear for small values of h∗, and departs from

linearity (not shown) at higher values of h∗.

3.3 Uniqueness

The matched asymptotic expansion approach demonstrates that solutions to Equation

(3.2) with boundary conditions (BC1) have a structure defined by regions in space where

two of the three terms in this equation are dominant. In particular, the second derivative

of h and the DP term Π(h) vary strongly in two interiors layer, whose width ∆x is such

that (∆x)2/σ scales like h∗. Moreover, equilibrium solutions with DP have a similar

profile as those without DP, with a key distinction being the regularity of solutions with

DP. The other key distinction involves the multiplicity of solutions, and can be explained

by a variable/condition count. As mentioned, without DP the system is one constant

short of imposing continuity of hxx at both xi, thus either continuity is imposed at only

one of the xi or else the free constant leads to a family of solutions with hxx discontinuous

at both xi. In the system with DP, there is an extra free variable – which one may think

of as the integration constant in the middle region R2. Hence, continuity of hxx can in

principle be imposed at both xi, so the discontinuity without DP is transformed into a

quick, but continuous, transition.

Further, the variable count in the matched asymptotic expansion process is such that

the number of unknowns matches the number of conditions, and so equilibrium solutions

should form at most a discrete set. Indeed, at lowest order, there are 3 constants of

integration in each of the regions R1, R3, and the two interior layers, and one constant
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Figure 10. Initial (dashed) and final (solid) film profiles for (BC1) boundary conditions and

parameters A = 1, h∗ = 0.05, σ = 0.004, V = 0.5, and γ given by Equation (1.2) with λ = 1.

of integration in R2. Combined with the unknown locations of the layers, x1 and x2, this

is a total of 15 unknowns. Matching the interior layers to each of the outer regions gives

12 conditions, plus the two boundary conditions at x = 0 and x = 1 and the volume

constraint gives 15 conditions. Thus, matching should in principle determine all solutions

at lowest order and the locations of the layers. Based on the numerical matching, this

seems to be the case.

While the counting argument indicates at most a discrete set of solutions, the numerical

exploration of the dynamical system (3.3) and our numerical simulations of Equation

(1.3) have suggested an even stronger conjecture: that there is at most one steady-state

solution in the system with DP and (BC1), and that this solution, which minimizes the

energy functional E subject to the volume constraint, is in fact stable. Indeed, all of the

simulations we have run show that a single stable profile is selected by the dynamics, for

given values of the parameters. An example of such a numerical experiment is provided in

Figure 10, where the initial and final profiles are plotted for the parameters as in Figure
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4. Even for vastly different initial profiles (but all with volume V = 0.5), the equilibrium

solution of Figure 4 (which was obtained starting from a parabolic profile) is approached.

Moreoever, in our numerical implementation of the Newton-Raphson method, we have

found that only a single equilibrium solution is selected for each value of h∗, although it

should be noted that the method requires an initial profile fairly close to the equilibrium

solution to converge. Combined with the numerical exploration of the dynamical system

(3.3), which by design is able to follow all equilibrium solutions, including those that

may be dynamically unstable, these numerical experiments lend strong support to the

hypothesis that in the presence of DP there is exactly one stable steady-state solution of

given volume to (3.2) with boundary conditions (BC1).

3.4 Asymptotic behavior

That a family of solutions exists without DP and at most a discrete set (and likely a

single solution) of given volume exists with DP raises the following questions: What

happens as the disjoining pressure is “turned off”? Does the sequence of solutions with

DP converge? If so, does the asymptotic solution solve the equation in the absence of

DP, i.e. is it a member of the continuum of solutions discussed in section 2? And if so,

which one? In this section we numerically explore the behavior of equilibrium solutions

in the limits h∗ → 0 and A→ 0.

3.4.1 As h∗ → 0

To explore whether solutions with DP are converging to a particular solution without

DP, it is necessary to determine the locations x1 and x2 of the interior layers, which we
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define as the points halfway between the left and right end-points of each layer. Figure 11

plots the values of x1 and x2 for the solutions obtained by Newton-Raphson iterations,

as h∗ → 0. The error bars indicate the width ∆x of each layer. The two points marked

by a star at h∗ = 0 have vertical coordinates x1 = 0.229 and x2 = 0.402, and correspond

to the points of discontinuity in hxx of a solution, referred to below as h0, that exists

in the absence of DP. The existence of branches of singular solutions when DP = 0 is

briefly justified at the end of Section 2; the values of x1 and x2 along each branch may be

estimated numerically, as explained in [20]. The fact that x1 and x2 appear to converge to

values that are on the branch of solutions in the absence of DP suggests that the process

of sending h∗ to zero may select a particular member of the continuum of steady-state

solutions of Equation (1.3) in the absence of DP. To better assess this issue, we now

compare the solution h with h0.

Figure 12 shows the profiles of h, hx, and hxx for the Newton-Raphson solutions at

different values of h∗, and for h0. Note the overshoots near x1 = 0.229 and x2 = 0.402

in the profiles of hxx as h∗ goes to zero. This indicates a lack of uniformity in the

convergence of the second derivative. We have computed the L2, H1 and H2 norms of

h − h0 as functions of h∗ (plots not shown), and found convergence of h towards h0 as

h∗ → 0, although convergence of the H2 norm is very slow. There are several possible

explanations for this fact. First of all, the solutions h are estimated numerically, and

convergence of the Newton-Raphson iterations is very sensitive for small values of h∗.

This is because h gets close to zero as h∗ is decreased, and the Netwon-Raphson method

may either cease to converge, or converge to a solution with negative values of h. Second,

the asymptotic values of x1 and x2 are first interpolated from Figure 11, and used to
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Figure 11. Numerically estimated values of x1 (down triangles) and x2 (up triangles) for the

solutions obtained by Newton-Raphson iterations as h∗ → 0. The error bars indicate the width

∆x of each interior layer. The two points at h∗ = 0 correspond to the values x1 = 0.229 and

x2 = 0.402. They define a solution h0, which is one of the singular solutions that exist when DP

= 0.

identify a point on the branch of solutions that exist when DP = 0. A small error in the

choice of h0 can lead to poor decay of the norms as h∗ → 0. Third, it is possible that

convergence only occurs in the weak sense. More generally, a numerical investigation can

only identify trends that may inform further analysis. However, a full analytical study of

the behavior of the solutions as h∗ goes to zero is, as mentioned above, rather impractical,

and beyond the scope of this paper.
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Figure 12. Solutions h (top) of Equation (3.2) with (BC1) boundary conditions, their first

derivatives hx (middle), and second derivatives hxx (bottom), for various values of h∗. The

solution h0 associated with DP = 0 is shown as a thick gray curve. Parameters are λ = 1,

σ = 0.004, V = 0.5, A = 1, n = 4, m = 3. The number of mesh points in the interval (0, 1) is

700.

3.4.2 As A→ 0

A decrease in h∗ corresponds to a smaller film thickness at which the disjoining pressure

kicks in. A smaller value of A, on the other hand, corresponds to a decrease in the magni-
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tude of the disjoining pressure. Here we explore convergence of the equilibrium solutions

as A → 0. In relation to Section 3.2, note that the matched asymptotic expansion was

performed assuming h∗ to be a small parameter and A to be O(1). Physically, it is always

the case that h∗ � 1, whereas A is not necessarily small. Thus, the matched asymptotic

analysis does not apply to the limit A→ 0.

In Figure 13 equilibrium profiles of h, hx, and hxx are plotted for decreasing values of

A. As before, these solutions are obtained by Newton-Raphson iterations, similar to what

was done in Section 3.4.1, except that now A is varied while h∗ remains equal to 0.05. The

case A = 0 corresponds to a particular solution from the continuum family that exists

when DP is zero. The corresponding values of x1 and x2 were interpolated from Figure 14,

and a closely matching point on the continuum of solutions at DP = 0 was selected. The

values of x1 and x2 are equal to 0.192 and 0.396 respectively, and marked in Figure 14 by

stars on the A = 0 axis. As before, the solutions with DP appear to be converging to a

solution without DP in the limit of A going to zero. Interestingly, the solution with A = 0

is also an interior member of the continuum of solutions, but it is different from the one

selected as h∗ goes to zero. It is moreover very close, and in fact likely within numerical

errors, of the unique member of the continuum for which the integration constants C1

and C2 (see Equation (1.12)) on each size of the region where h = 0 are the same. This

solution has values of x1 and x2 near 0.187 and 0.395 respectively. In Figure 13, the

profiles of h and hx when A = 10−5 are indistinguishable from the solution with A = 0.

Also, the second derivative is still quite smooth, and is approaching the discontinuous

solution without overshoot. The sequence of solutions h selected as A → 0 is therefore

markedly different from the sequence with h∗ → 0 (compare the bottom panel of Figure
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Figure 13. Solutions h (top) of Equation (3.2) with (BC1) boundary conditions, their first

derivatives hx (middle), and second derivatives hxx (bottom), for decreasing values of A; λ = 1,

σ = 0.004, V = 0.5, h∗ = 0.05, n = 4, m = 3. The solution with A = 0 (thick, gray curve) has

its second derivative discontinuous at x1 = 0.192 and x2 = 0.396. The number of mesh points

in the interval (0, 1) is 700.

13 with that of Figure 12). However, convergence of hxx to h0xx is very slow, and the H2

norm of h− h0 is still of order one at A = 10−5.

The above experiments reveal different types of convergence as A and h∗ go to zero.
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Figure 14. Numerically estimated values of x1 (down triangles) and x2 (up triangles) for the

solutions obtained by Newton-Raphson iterations as A → 0. The error bars indicate the width

∆x of each interior layer. The points at A = 0 correspond to the values x1 = 0.192 and

x2 = 0.396. They define a solution h0, which is one of the singular solutions that exist when

DP = 0.

The two parameters play different roles since A is the overall strength of the disjoining

pressure term and h∗ is the value of h at which Π(h) vanishes. The limiting profiles have

different points of discontinuity in their second derivatives, which were estimated to be

x1 = 0.192 and x2 = 0.396 for A→ 0, and x1 = 0.229 and x2 = 0.402 for h∗ → 0. But the

most striking feature is the behavior of the second derivatives of the solutions for small A

and small h∗, suggesting that hxx converges uniformly almost everywhere to its limiting

discontinuous profile as A → 0, but not necessarily as h∗ → 0. Moreover, the solution

obtained in the limit as A → 0 seems to possess the property that Q(h, x) is uniform

across the domain in regions where h 6= 0, whereas discontinuities in the value of Q(h, x)
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for h 6= 0 appear when h∗ is sent to zero. A rigorous elucidation of the nature of the

convergence of equilibrium solutions as A or h∗ is sent to zero is an interesting analysis

question that goes beyond the scope of this paper. It would shed light on the results of

the current study, which is limited by the use of numerical simulations. In particular,

the Newton-Raphson method we use solves (3.2) with (BC1) with an accuracy of 10−8

at every mesh point, and solutions obtained from the full dynamic simulations of (1.3)

similarly satisfy (3.2) for large simulation times. But a numerical evaluation of Q(h, x)

on these solutions shows variations in Q (which is itself of order one) of the order of 10−2

or 10−3; even though the variability is reduced as the number of points is increased, this

nevertheless highlights the limitations of the numerical approach in the presence of very

large third order derivatives of h(x, t), which are to be expected as A→ 0 or h∗ → 0.

4 Dynamics in the presence of DP and body force, coarsening effect

In this section, we consider how the competition between body force and DP affects the

dynamics of the system. Without forcing, a flat solution is unstable to long wavelength

perturbations in the presence of DP. We are interested in (i) how wavenumber selection

is affected by a periodic body force whose period is not commensurate with that favored

by DP, and (ii) the coarsening effect of the DP, and how this is influenced by the body

force. For this section, we therefore use boundary conditions (BC2), since no coarsening

is observed with boundary conditions (BC1). In the examples that follow, we implement

a flat initial profile, h(x, 0) = V , with V not necessarily equal to 0.5 as was the case until

now. We begin by illustrating the coarsening effect of DP in the presence of the body
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force given by Eq. (1.2), and then consider the cases of a zero and of a periodic body

force.

4.1 Dynamics with and without DP

Figure 15 shows the film profile at three different times during a simulation of (1.3), with

γ(x) given by (1.2) with λ = 1.9. The left column has no DP, the right column has A = 1

and h∗ = 0.02. All other parameters are equivalent and boundary conditions are (BC2).

Without DP the equilibrium state consists of 2 disconnected drops2, whereas in the case

with DP, all of the fluid except for a very thin layer is collected in a single drop on the

right side. Dynamically, the evolution with DP is intriguing: the film comes very close

to the equilibrium state without DP (compare the second picture with DP to the 4th

picture without), but does not remain. The drop on the left very slowly drains through

the connecting “bridge” of fluid, until eventually only the single drop remains.

The previous example suggests a coarsening effect of the DP - multiple droplets form

but subsequently merge to form a single droplet. The number of droplets that initially

form depends strongly on both the form of the body force and on the parameters in

the DP. Regions where γ > 0 represent spatial regions where the force in the positive

x direction is stronger while regions where γ < 0 correspond to a stronger force in the

negative x direction. Without DP, the maximum number of “droplets” is connected to

the number of roots of γ(x) [20]. The more roots γ(x) has in the interval [0,1], the more

2 The word “drops” evokes references to a film on a solid substrate. While we use the word

for convenience, the reader should keep in mind that in the case of a soap film, the drops refer

to bands of thicker film.
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Figure 15. Evolution starting from a flat film with and without DP; λ = 1.9, σ = 0.001,

V = 0.4, and for the right column A = 1, h∗ = 0.02. Boundary conditions are (BC2).

points where the directionality of the body force reverses, and thus more droplets and

more complex equilibrium states are possible. Thus, if we decrease λ so that γ(x) has no

roots in x ∈ [0, 1] (i.e. if λ < λc = 84/(3 · 73
√

7) ' 1.5045 for the forcing γ(x) given in

(1.2)), no droplets form and all the fluid collects on the right boundary. Physically, for
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a small enough magnetic force, gravity dominates and drives the flow down (i.e. to the

right boundary of the domain).

4.2 Wavelength selection, body force and coarsening

We now consider the effect of DP and body force on the wavelength selection and

pattern formation in the early dynamics. We first set γ(x) = 0 to focus on the effect of

DP, and note that an initially flat film h(x, 0) = V is an equilibrium solution in absence

of external force. Consider a perturbation from that solution of the form

h(x, t) = V + εei2kπx+wt. (4.1)

Inserting into the evolution equation (1.3) and expanding, we obtain at O(ε) the relation

w(k) =
4

3
V 2π2k2

(
A

{
m

(
h∗

V

)m
− n

(
h∗

V

)n}
− 4σV π2k2

)
. (4.2)

For V small enough, there is a band of unstable modes (with w(k) > 0) centered at

k = 0, indicating a long-wavelength instability. The most unstable mode is the one that

maximises w, which is found to occur at ±km with

km :=
1

4π

√√√√2A
{
m
(
h∗

V

)m − n (h∗

V

)n}
σV

. (4.3)

Equation (4.3) defines the most unstable wavelength for the flat film, and in a finite

domain (of length L = 1 in the present case) dictates the number of “drops” formed

in the early dynamics of the film evolution in the absence of body force. Note that for

V large enough, all modes are stable, that is w(k) < 0 for all |k| ≥ 1, in which case

the flat film is stable. Decreasing V increases the value of the most unstable mode and

therefore decreases the expected size of the drops that will form. Physically, this reflects
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Figure 16. Film evolution in the absence of body force. A multiple-drop state initially forms

based on the critical wavenumber, followed by coarsening. Parameters are σ = 0.001, h∗ = 0.1,

V = 0.3 and (left) A = 1.5 (⇒ km ≈ 2), (right) A = 10 (⇒ km ≈ 5). Boundary conditions are

(BC2).

the fact that a very thin film will initially form into a higher number of drops, while a

thick enough film does not form into drops at all.

An example of the wavelength selection is given in Figure 16. Here the initial config-

uration is a flat film plus a random perturbation. After forming a multiple-drop state

governed by the value of km, coarsening occurs. Due to the DP, a thin film with width on

the order of h∗ remains between the drops, connecting them; these connecting “bridges”

enable flow between the drops and merging to occur.

However, the body force can also induce a wavelength on the film. To illustrate the

connection more clearly, we now consider a simple sinusoidal form for the body force,

γ(x) = λ cos(2k̂πx). (4.4)

Consider the evolution in the absence of DP, again starting from a flat film. An immediate

consequence of the body force is that with γ 6= 0, the flat film is not an equilibrium state.
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Hence no perturbation is needed, the body force itself drives the number of droplet states.

In Figure 17, we show the evolution for λ = 5 and with k̂ = 2 (a) and k̂ = 4 (b). The film

quickly evolves to a state of multiple drops governed by the wavenumber k̂. With no DP,

multiple-drop equilibrium states exist, in which the “bridge” of fluid thins and vanishes,

that is h → 0 between the drops. Thus, without DP we find that no coarsening occurs,

and the final profile plotted is essentially an equilibrium profile. Observe that the initial

drop formation occurs on a very short time scale, while equilibrium is only reached in

the limit t → ∞. Clearly, the number of roots of γ directly correlates with the initial

wavelength induced in the film and the initial number of droplets. The reader is referred

to [20] for a discussion of how the functional form of γ(x) affects the possible number of

drops.

When both DP and the body force are present, there are potentially two natural

wavelengths in the system: the wavelength selected by the DP and Equation (4.3), and

the wavelength induced by the body force, e.g. the value of k̂ in Equation (4.4). Thus, a

competition for the profile of the initial multi-drop state can be induced. To illustrate, we

set the DP parameters corresponding to a fastest growing wavenumber k = 5. We then

set k̂ = 2 in Equation (4.4) and vary the strength of the body force through λ. Figure

18 shows the initial multi-drop state for λ = 0.1, 1, 5, 50. It is apparent when λ = 0.1

that the DP wavelength is dominant. As λ is increased, the initial state appears as a

superposition of large drops whose number matches that dictated by the body force, and

smaller drops whose number resembles that dictated by DP. For large λ, the small drops
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Figure 17. Film evolution in the absence of DP and with body force γ(x) = 5 cos(2k̂πx), where

k̂ = 2 (a) and k̂ = 4 (b). Parameters are σ = 0.001, V = 0.3, and curves are plotted at times

(a): t = 0.18, 1.8, 19, 300, and (b): t = 0.05, 0.4, 60, 000. Boundary conditions are (BC2).

essentially vanish and the profile roughly matches the wavenumber dictated by the body

force.

Also of interest is the timescale and dynamics of coarsening with both body force and

DP present. In Figure 19, we show waterfall plots to illustrate the coarsening as both λ

and A are varied. The effect of decreasing A is generally to increase the coarsening time

scale. This is intuitive, since with no DP, no coarsening is observed. If the body force is

absent or negligible, the most unstable wavelength changes significantly with A, and so

the coarsening dynamics can be quite different. The effect of A on the coarsening is most
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Figure 18. Initial multi-drop state. The wavenumber selected by the DP is k = 5, while the

wavenumber selected by the body force is k̂ = 2. Only the initial drop state is shown, in each

of these four cases full coarsening subsequently occurs. Parameters are A = 10, σ = 0.001,

h∗ = 0.1, V = 0.3, and γ = λ cos(4πx) with λ = 0.1 (a), 1 (b), 10 (c), and 50 (d). Boundary

conditions are (BC2).
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apparent when a significant body force is also present, as seen in the right column of

Figure 19. Here, 4 drops initially form for all values A. For large A, the coarsening occurs

on a very short time scale; as A is decreased, the time scale increases. It is to be noted that

the final 4-drop profile for the upper right evolution is in fact a stable equilibrium profile;

that is, at this balance of DP and body force coarsening does not occur. Thus, we see

the important effect that a non-constant body force can dramatically alter the evolution

such that coarsening occurs to a lesser extent or even not at all. A more comprehensive

analysis of pattern selection and this transition presents an interesting study, and one

we leave for future work.

5 Conclusions

We have investigated the role of disjoining pressure in a one-dimensional thin film evo-

lution equation on a finite domain in the presence of a non-uniform body force with

order one gradients. Our analysis has consisted in two parts. First, we investigated the

structure of equilibrium solutions and the question of uniqueness in the presence of fixed

height (BC1) boundary conditions. Second, we studied the effect of both body force and

DP on the wavelength selection and coarsening dynamics. For this, it was more natural

to switch to fixed contact angle (BC2) boundary conditions.

Comparing to the same system without disjoining pressure, the system with disjoining

pressure has a very similar structure with BC1, but with the key differences that the

solution is regularized, film rupture does not occur, and a family of locally attracting

equilibrium states is converted to a single stable equilibrium. The regularization effect

of the disjoining pressure has been noted in studies without a spatially dependent body
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Figure 19. Waterfall plots to illustrate the coarsening evolution as λ and A are varied. Other

parameters are h∗ = 0.1, σ = 0.001, V = 0.3 and γ = λ cos(8πx). Boundary conditions are

(BC2).

force [12, 2], however, the addition of the forcing function γ(x) has several interesting

and important consequences. It enables for complex solutions with an intriguing mathe-

matical structure, which we characterized via a matched asymptotic expansion in terms
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of multiple interior layers with rapid change in the second derivative. Further, without

γ(x) the transition from a single solution with DP to multiple solutions without is not

generally observed.

From a physical standpoint, we find a strong dynamical effect from the combination

of DP and non-uniform forcing, due to the change from non-unique equilibrium states

without DP to a unique equilibrium with DP. The existence of a continuous family of

stable equilibrium solutions versus that of a single solution has a significant impact on

the evolution of a film. Uniqueness means that if the equilibrium profile is globally stable,

then all initial profiles of equal volume converge to the same equilibrium. As seen in Figure

10, this seems to be the case. This is not true without DP, where initial conditions play an

important role in the steady state profile [20]. Thus, for fixed height boundary conditions,

a film with DP may have significantly different dynamics and equilibrium state from a

film with equivalent initial profile but with DP turned off.

Moreover, in large domains or when Neumann boundary conditions are used, the DP

introduces a natural wavelength into the system, which is the most unstable wavelength

for a flat film. This pattern induced by the DP competes with the pattern induced in the

film by the body force. In particular, the coarsening effect observed in the film evolution,

which does not occur without DP, is strongly driven by γ(x), as opposed to what was

observed in previous studies where the dynamics were driven more by the initial profile [2].

Physically, in regions where γ(x) > 0 there is a greater force in the negative x direction,

whereas γ < 0 corresponds to a greater force in the positive x direction. The more

complex the forcing function, the more roots γ has, the more places where the direction

of the body force changes, and the more complex the fluid dynamics. In the case of zero
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contact angle (BC2), the presence of a non-uniform body force and DP has a strong

effect on the details of coarsening. The coarsening dynamics is largely dependent on the

initial film dynamics and the wavelength competition. With weaker DP (decreasing A),

the coarsening time scale increases significantly. This has been previously noted in the

absence of body force [2]. However, it is not just the timescale that is affected, but also

the amount of coarsening. A film with constant body force (e.g. gravity) or no body force

will undergo full coarsening, i.e. all the fluid will merge to form a single drop. This is

not necessarily the case when a body force is included, as demonstrated in Figure 19. An

interesting related result is found in [33], where a chemically striped substrate leads to a

spatially dependent DP term. There, it was found that varying the amplitude and period

of the heterogeneity creates a transition from coarsening to pinning (stable multi-drop

configurations), much as varying the amplitude of a heterogeneous body force was found

to do here.

The original choice for the forcing function (1.2) was motivated by the thin film study

with magnetic fluids of [21], and thin film ferrofluids in the presence of non-uniform mag-

netic fields would seem to be the most relevant system for continued study of evolution

equations with a non-uniform term γ(x) with gradients of order one. The parameter

values we have used are in rough agreement with those used in [21]. The form of γ(x)

reflects the competition between the magnetic field pulling the film upward and gravity

pulling downward, and film profiles with fluid above and below a thin region were ob-

served. Considering Figure 15, this behavior is closer to the left hand column without

DP than the right hand column. However, due to evaporation and fluid leakage the film

would rupture typically within a minute, and so it was not clear in those experiments
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whether the DP would have caused coarsening to occur given longer time. It would be

an interesting future study to experimentally examine the coarsening effect in thin film

ferrofluids, either in draining soap films or in a thin layer on a plate, and in the presence

of more complex magnetic fields.

In the context of ferrofluids, to be more physically relevant, the thin film equation

should be coupled to a description of the magnetic particle concentration. Further, the

form of γ in (1.2) is a simplified magnetic field which is not exact in a three-dimensional

film; hence more quantitatively verifiable studies in this area will likely need a 3D model.

Although the equation studied in this paper represents a simplified model, we have

shown that the combination of a body force and intermolecular forces encompassed in a

disjoining pressure can lead to interesting mathematical structure as well as intriguing

physical film behavior.
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