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#### Abstract

This paper is concerned with the Hermitian definite generalized eigenvalue problem $A-\lambda B$ for block diagonal matrices $A=\operatorname{diag}\left(A_{11}, A_{22}\right)$ and $B=\operatorname{diag}\left(B_{11}, B_{22}\right)$. Both $A$ and $B$ are Hermitian, and $B$ is positive definite. Bounds on how its eigenvalues vary when $A$ and $B$ are perturbed by Hermitian matrices are established. These bounds are generally of linear order with respect to the perturbations in the diagonal blocks and of quadratic order with respect to the perturbations in the off-diagonal blocks. The results for the case of no perturbations in the diagonal blocks can be used to bound the changes of eigenvalues of a Hermitian definite generalized eigenvalue problem after its off-diagonal blocks are dropped, a situation that occurs frequently in eigenvalue computations. The presented results extend those of Li and Li [Linear Algebra Appl., 395 (2005), pp. 183-190]. It was noted by Stewart and Sun [Matrix Perturbation Theory, Academic Press, Boston, 1990] that different copies of a multiple eigenvalue may exhibit quite different sensitivities towards perturbations. We establish bounds to reflect that feature, too. We also derive quadratic eigenvalue bounds for diagonalizable non-Hermitian pencils subject to off-diagonal perturbations.
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1. Introduction. The generalized eigenvalue problem (GEP) for the matrix pencil $A-\lambda B$ of two square matrices $A$ and $B$ is to determine nonzero vectors $x$ and scalars $\mu$ such that $A x=\mu B x$. When it holds, we call $\mu$ a (generalized) eigenvalue and $x$ its associated eigenvector.

In this paper, we are concerned with perturbations of a Hermitian definite GEP A$\lambda B$ by which we mean both $A$ and $B$ are Hermitian and $B$ is positive definite. Further we assume that $A$ and $B$ are already block diagonal:

$$
\left.\left.A=\begin{array}{c}
m  \tag{1.1}\\
n
\end{array} \begin{array}{cc}
m & n \\
A_{11} & \\
& A_{22}
\end{array}\right), \quad B=\begin{array}{c}
m \\
n
\end{array} \begin{array}{cc}
m & n \\
B_{11} & \\
& B_{22}
\end{array}\right) .
$$

When $A$ and $B$ are perturbed to

$$
\tilde{A} \stackrel{\text { def }}{=} A+E=\left(\begin{array}{cc}
A_{11}+E_{11} & E_{12}  \tag{1.2}\\
E_{21} & A_{22}+E_{22}
\end{array}\right), \quad \tilde{B} \stackrel{\text { def }}{=} B+F=\left(\begin{array}{cc}
B_{11}+F_{11} & F_{12} \\
F_{21} & B_{22}+F_{22}
\end{array}\right)
$$

[^0]by two Hermitian matrices $E$ and $F$, we are interested in bounding how much the eigenvalues of $A-\lambda B$ change. Two kinds of bounds will be established:

- bounds on the difference between the eigenvalues of $A-\lambda B$ and those of $\tilde{A}-\lambda \tilde{B}$;
- bounds on the difference between the eigenvalues of $A_{11}-\lambda B_{11}$ and some $m$ eigenvalues of $\tilde{A}-\lambda \tilde{B}$.
There are two immediate applicable situations of such bounds. The first situation is when we have a GEP having $A$ and $B$ almost block diagonal, namely, in (1.2) $E_{i i}=F_{i i}=0$ and all $E_{i j}$ and $F_{i j}$ for $i \neq j$ are tiny in magnitude relative to $A_{i i}$ and $B_{i i}$. Such a situation can arise in practice, for example, when one uses a Jacobi-type algorithm [13, p. 353] that iteratively reduces both $A$ and $B$ to the diagonal form. Then it is natural to drop $E_{i j}$ and $F_{i j}$ for $i \neq j$ to decouple the GEP when they become relatively tiny. What is the effect of doing this? The second situation arises from (large scale) eigenvalue computations of a GEP, where one may have an approximate eigenspace. Projecting the GEP onto the approximate eigenspace would lead to (1.2) with again $E_{i i}=F_{i i}=0$ for $i=1,2$ and some norm estimates on $E_{i j}$ and $F_{i j}$ for $i \neq j$ but usually unknown $A_{22}$ and $B_{22}$. In such a case, we would like to estimate how well the eigenvalues of $A_{11}-\lambda B_{11}$ approximate some of those of $\tilde{A}-\lambda \tilde{B}$.

In the special case when $B=\tilde{B}=I_{N}$, the identity matrix can be well dealt with by some existing theories. For example, if all blocks in $E$ have similar magnitudes, we may simply bound the eigenvalue changes using the norms of $E$ by the Weyl-Lidskii theorem [1], [13], [14] (see also Lemma 2.1(a)); if $E_{i j}$ for $i \neq j$ have much smaller magnitudes relative to $E_{i i}$ for $i=1,2$, we may write

$$
\hat{A}=A+\left(\begin{array}{cc} 
& E_{12} \\
E_{21} &
\end{array}\right), \quad \tilde{A}=\hat{A}+\left(\begin{array}{cc}
E_{11} & \\
& E_{22}
\end{array}\right)
$$

then the eigenvalue differences for $A$ and $\tilde{A}$ can be bounded in two steps: bounding the differences for $A$ and $\hat{A}$ and the differences for $\hat{A}$ and $\tilde{A}$. The eigenvalue differences for $A$ and $\hat{A}$ are potentially of the second order in $E_{i j}(i \neq j)$ and are no worse than of the first order in $E_{i j}(i \neq j)[2],[6],[10],[15]$, while the eigenvalue differences for $\hat{A}$ and $\tilde{A}$ can be again bounded using the norms of $E$ by the Weyl-Lidskii theorem.

The rest of the paper is organized as follows. In section 2 we present our main results: error bounds on the differences between the eigenvalues of GEPs (1.1) and (1.2). These error bounds are usually quadratic in the norms of $E_{21}$ and $F_{21}$. The case when $B=I$ and $F_{21}=0$ has been investigated in [6], and, in fact, our bounds here degenerate to the ones there in this case. A distinguished feature of GEPs is that different copies of a multiple eigenvalue may exhibit quite different sensitivities towards perturbations as noted in [14, p. 300]. This is studied in section 3 . In section 4 we briefly consider perturbation of partitioned matrices in the non-Hermitian case.

Notation. Throughout this paper, $\|\cdot\|_{2},\|\cdot\| \mathrm{F}, \sigma_{\min }(\cdot)$, and $\sigma_{\max }(\cdot)$ stand for the spectral norm, the Frobenius norm, the smallest singular value, and the largest singular value of a matrix, respectively. The superscript ".*" takes the complex conjugate transpose of a matrix or a vector. $I_{n}$ (or simply $I$ if its dimension is clear from the context) is the $n \times n$ identity matrix. We will use $\operatorname{eig}(A, B)$ to denote the set of eigenvalues of the matrix pencil $A-\lambda B$ and $\operatorname{eig}(A) \equiv \operatorname{eig}(A, I)$.
2. Perturbation bounds. Recall that $B$ is assumed to be Hermitian and positive definite. The GEP $A-\lambda B$ is closely related to the standard Hermitian eigenvalue problem for $\left(B^{-1 / 2} A B^{-1 / 2}\right)-\lambda I_{n}$ in that

$$
A x=\mu B x \text { is equivalent to }\left(B^{-1 / 2} A B^{-1 / 2}\right)\left(B^{1 / 2} x\right)=\mu\left(B^{1 / 2} x\right)
$$

This implies, in particular, that all the eigenvalues of the GEP are real. If $\|F\|_{2}$ in (1.2) is sufficiently small, then $\tilde{A}-\lambda \tilde{B}$ will be Hermitian definite, too, and thus has only real eigenvalues.

Set $N=m+n$, and denote the eigenvalues of $A-\lambda B$ and $\tilde{A}-\lambda \tilde{B}$ by

$$
\begin{equation*}
\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N} \quad \text { and } \quad \tilde{\lambda}_{1} \geq \tilde{\lambda}_{2} \geq \cdots \geq \tilde{\lambda}_{N} \tag{2.1}
\end{equation*}
$$

respectively. Define

$$
\begin{align*}
& \eta_{i} \stackrel{\operatorname{def}}{=} \begin{cases}\min _{\mu_{2} \in \operatorname{eig}\left(A_{22}, B_{22}\right)}\left|\lambda_{i}-\mu_{2}\right| & \text { if } \lambda_{i} \in \operatorname{eig}\left(A_{11}, B_{11}\right), \\
\min _{\mu_{1} \in \operatorname{eig}\left(A_{11}, B_{11}\right)}\left|\lambda_{i}-\mu_{1}\right| & \text { if } \lambda_{i} \in \operatorname{eig}\left(A_{22}, B_{22}\right),\end{cases}  \tag{2.2a}\\
& \eta \stackrel{\text { def }}{=} \min _{1 \leq i \leq N} \eta_{i}=\min _{\mu_{1} \in \operatorname{eig}\left(A_{11}, B_{11}\right), \mu_{2} \in \operatorname{eig}\left(A_{22}, B_{22}\right)}\left|\mu_{1}-\mu_{2}\right| . \tag{2.2b}
\end{align*}
$$

For the sake of this definition, we treat a multiple eigenvalue as different copies of the same value. If the multiple eigenvalue comes from $\operatorname{both} \operatorname{eig}\left(A_{11}, B_{11}\right)$ and $\operatorname{eig}\left(A_{22}, B_{22}\right)$, each copy is considered as an eigenvalue of only one of $A_{i i}-\lambda B_{i i}$ for $i=1,2$ but not both.

In our analysis below, the following known results from the standard Hermitian eigenvalue problem will be repeatedly used.

Lemma 2.1. Let $A$ and $\tilde{A}$ be two $N \times N$ Hermitian matrices, and denote their eigenvalues in descending order by $\lambda_{i}(1 \leq i \leq N)$ and by $\tilde{\lambda}_{i}(1 \leq i \leq N)$, respectively.
(a) See [1], [13], [14]. $\left|\tilde{\lambda}_{j}-\lambda_{j}\right| \leq\|\tilde{A}-A\|_{2}$ for $1 \leq j \leq N$.
(b) See [12] (see also [4, pp. 224-225]). If $\tilde{A}=W^{*} A W$, then there exist $t_{j}$ $(1 \leq j \leq N)$ satisfying $\left[\sigma_{\min }(W)\right]^{2} \leq t_{j} \leq\left[\sigma_{\max }(W)\right]^{2}$ such that $\tilde{\lambda}_{j}=t_{j} \lambda_{j}$ for $1 \leq j \leq N$.
(c) See [6]. Suppose that

$$
A=\begin{array}{cc}
m & \begin{array}{cc}
m & n \\
n
\end{array} \\
\left(\begin{array}{cc}
A_{11} & \\
& A_{22}
\end{array}\right),
\end{array} \quad \tilde{A}=\left(\begin{array}{ll}
A_{11} & E_{12} \\
E_{21} & A_{22}
\end{array}\right)
$$

i.e., in (1.1) and (1.2) $B=\tilde{B}=I_{N}$ and $E_{i i}=0$ for $i=1,2$, and define the gaps $\eta_{i}$ and $\eta$ as in (2.2a) and (2.2b), respectively. Then for $1 \leq j \leq N$,

$$
\left|\tilde{\lambda}_{j}-\lambda_{j}\right| \leq \frac{2\left\|E_{21}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|E_{21}\right\|_{2}^{2}}} \leq \frac{2\left\|E_{21}\right\|_{2}^{2}}{\eta+\sqrt{\eta^{2}+4\left\|E_{21}\right\|_{2}^{2}}}
$$

(d) See [5]. Let $Q$ be $N \times m$ with orthonormal columns, i.e., $Q^{*} Q=I_{m}$, and denote the eigenvalues of $H=Q^{*} A Q$ by $\theta_{j}(1 \leq i \leq m)$ in descending order. Then there are $m$ eigenvalues $\mu_{1} \geq \cdots \geq \mu_{m}$ of $A$ such that

$$
\begin{aligned}
\left|\mu_{j}-\theta_{j}\right| & \leq\|A Q-Q H\|_{2} \quad \text { for } 1 \leq j \leq m \\
\sqrt{\sum_{j=1}^{m}\left|\mu_{j}-\theta_{j}\right|^{2}} & \leq\|A Q-Q H\|_{\mathrm{F}}
\end{aligned}
$$

The inequality in Lemma 2.1(a) has a long history and is well known; see, e.g., [13, p. 208], [14, p. 203], and [1, p. 71], where its extension to all unitarily invariant norms can also be found. Better bounds than those in Lemma 2.1(d) are possible if further information becomes available. The interested reader is referred to the short survey at the end of the article [2] (see also [15]).
2.1. Special case. We will start by considering the special case

$$
\begin{equation*}
E_{i i}=F_{i i}=0, \quad B_{11}=I_{m}, \quad B_{22}=I_{n} \tag{2.3}
\end{equation*}
$$

For this case,

$$
\tilde{A}=\left(\begin{array}{ll}
A_{11} & E_{21}^{*}  \tag{2.4}\\
E_{21} & A_{22}
\end{array}\right), \quad \tilde{B}=\left(\begin{array}{cc}
I_{m} & F_{21}^{*} \\
F_{21} & I_{n}
\end{array}\right)
$$

We shall bound the differences $\tilde{\lambda}_{j}-\lambda_{j}$ via three different approaches. Throughout this subsection we assume that

$$
\left\|F_{21}\right\|_{2}<1
$$

so that $\tilde{B}$ is Hermitian positive definite.
Method I. Noting that $I-F_{21} F_{21}^{*}$ is Hermitian definite, we let

$$
X=\left(\begin{array}{cc}
I_{m} & -F_{21}^{*}  \tag{2.5}\\
0 & I_{n}
\end{array}\right), \quad W=\left(\begin{array}{cc}
I_{m} & 0 \\
0 & {\left[I-F_{21} F_{21}^{*}\right]^{1 / 2}}
\end{array}\right)
$$

Then

$$
\begin{align*}
& \hat{B} \stackrel{\text { def }}{=} X^{*} \tilde{B} X=\left(\begin{array}{cc}
I_{m} & 0 \\
0 & 1-F_{21} F_{21}^{*}
\end{array}\right)=W^{2}  \tag{2.6a}\\
& \hat{A} \stackrel{\text { def }}{=} X^{*} \tilde{A} X=\left(\begin{array}{cc}
A_{11} & -A_{11} F_{21}^{*}+E_{21}^{*} \\
-F_{21} A_{11}+E_{21} & A_{22}-E_{21} F_{21}^{*}-F_{21} E_{21}^{*}+F_{21} A_{11} F_{21}^{*}
\end{array}\right) \tag{2.6~b}
\end{align*}
$$

We now consider the following four eigenvalue problems:
EIG (a): $\tilde{A}-\lambda \tilde{B}$ (which has the same eigenvalues as $W^{-1} \hat{A} W^{-1}-\lambda I_{N}$ ),
EIG (b): $\hat{A}-\lambda I_{N}$,
EIG (c): $\left(\begin{array}{cc}A_{11} & -A_{11} F_{21}^{*}+E_{21}^{*} \\ -F_{21} A_{11}+E_{21} & A_{22}\end{array}\right)-\lambda I_{N}$,
EIG (d): $A-\lambda I_{N}$.
Denote the eigenvalues for $\operatorname{EIG}(\mathrm{x})$ by $\lambda_{j}^{(\mathrm{x})}$ in descending order, i.e.,

$$
\begin{equation*}
\lambda_{1}^{(\mathrm{x})} \geq \lambda_{2}^{(\mathrm{x})} \geq \cdots \geq \lambda_{N}^{(\mathrm{x})} \tag{2.7}
\end{equation*}
$$

Then we have $\lambda_{j}^{(\mathrm{a})}=\tilde{\lambda}_{j}$ and $\lambda_{j}^{(\mathrm{d})}=\lambda_{j}$ for all $j$, recalling (2.1) and (2.3). There are existing perturbation bounds as given in Lemma 2.1 for any two adjacent eigenvalue problems in the above list.
(a)-(b) By Lemma 2.1(b), there exist $t_{j}(1 \leq j \leq N)$ satisfying

$$
1 /\left[\sigma_{\max }(W)\right]^{2}=\left[\sigma_{\min }\left(W^{-1}\right)\right]^{2} \leq t_{j} \leq\left[\sigma_{\max }\left(W^{-1}\right)\right]^{2}=1 /\left[\sigma_{\min }(W)\right]^{2}
$$

such that

$$
\lambda_{j}^{(\mathrm{a})}=t_{j} \lambda_{j}^{(\mathrm{b})} \text {, or equivalently, } \lambda_{j}^{(\mathrm{b})}=t_{j}^{-1} \lambda_{j}^{(\mathrm{a})} \quad \text { for } 1 \leq j \leq N
$$

It can be seen that $\sigma_{\max }(W)=1$ and $\sigma_{\min }(W)=\sqrt{1-\left\|F_{21}\right\|_{2}^{2}}$. Thus

$$
0 \leq 1-t_{j}^{-1} \leq\left\|F_{21}\right\|_{2}^{2}
$$

(b)-(c) By Lemma 2.1(a), $\left|\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right| \leq\left\|E_{21} F_{21}^{*}+F_{21} E_{21}^{*}-F_{21} A_{11} F_{21}^{*}\right\|_{2} \quad$ for $1 \leq j \leq N$.
(c)-(d) By Lemma 2.1(c), for $1 \leq j \leq N$,

$$
\left|\lambda_{j}^{(\mathrm{c})}-\lambda_{j}^{(\mathrm{d})}\right| \leq \frac{2\left\|A_{11} F_{21}^{*}-E_{21}^{*}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|A_{11} F_{21}^{*}-E_{21}^{*}\right\|_{2}^{2}}} \leq \frac{2\left\|E_{21}-F_{21} A_{11}\right\|_{2}^{2}}{\eta+\sqrt{\eta^{2}+4\left\|E_{21}-F_{21} A_{11}\right\|_{2}^{2}}}
$$

Combining these three bounds we get for $1 \leq j \leq N$,

$$
\begin{align*}
\left|\tilde{\lambda}_{j}-\lambda_{j}\right|= & \left|\lambda_{j}^{(\mathrm{a})}-\lambda_{j}^{(\mathrm{d})}\right| \\
= & \left|\lambda_{j}^{(\mathrm{a})}-\lambda_{j}^{(\mathrm{b})}+\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}+\lambda_{j}^{(\mathrm{c})}-\lambda_{j}^{(\mathrm{d})}\right| \\
\leq & \left|1-t_{j}^{-1}\right|\left|\lambda_{j}^{(\mathrm{a})}\right|+\left|\lambda_{j}^{\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right|+\left|\lambda_{j}^{(\mathrm{c})}-\lambda_{j}^{(\mathrm{d})}\right| \\
\leq & \left\|F_{21}\right\|_{2}^{2}\left|\tilde{\lambda}_{j}\right|+\left\|E_{21} F_{21}^{*}+F_{21} E_{21}^{*}-F_{21} A_{11} F_{21}^{*}\right\|_{2} \\
& +\frac{2\left\|E_{21}-F_{21} A_{11}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|E_{21}-F_{21} A_{11}\right\|_{2}^{2}}} \tag{2.8}
\end{align*}
$$

Remark 2.1. If $\eta_{j}>0$, the right-hand side of (2.8) is of $O\left(\max \left\{\left\|E_{21}\right\|_{2}^{2},\left\|F_{21}\right\|_{2}^{2}\right\}\right)$ for that $j$. If $\eta>0$, it is of $O\left(\max \left\{\left\|E_{21}\right\|_{2}^{2},\left\|F_{21}\right\|_{2}^{2}\right\}\right)$ for all $1 \leq j \leq N$. We can establish more bounds between $\tilde{\lambda}_{j}$ and $\lambda_{j}$ by using various other existing bounds available to bound the differences among $\lambda_{j}^{(x)}$, s, other than those listed in Lemma 2.1. Interested readers may find them in [1], [3], [7], [8], [9], [10], [13], [14].

Symmetrically permute $A$ and $B$ in (1.2) to

$$
\left(\begin{array}{ll}
A_{22} & E_{21} \\
E_{21}^{*} & A_{11}
\end{array}\right), \quad\left(\begin{array}{cc}
I_{n} & F_{21} \\
F_{21}^{*} & I_{m}
\end{array}\right)
$$

and then apply (2.8) to get

$$
\begin{align*}
\left|\tilde{\lambda}_{j}-\lambda_{j}\right| \leq & \left\|F_{21}\right\|_{2}^{2}\left|\tilde{\lambda}_{j}\right|+\left\|E_{21}^{*} F_{21}+F_{21}^{*} E_{21}-F_{21}^{*} A_{22} F_{21}\right\|_{2} \\
& +\frac{2\left\|E_{21}-A_{22} F_{21}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|E_{21}-A_{22} F_{21}\right\|_{2}^{2}}} \tag{2.9}
\end{align*}
$$

The following theorem summarizes what we have obtained so far.
Theorem 2.2. Assume (2.3) and $\left\|F_{21}\right\|_{2}<1$ for the Hermitian definite GEPs $A-$ $\lambda B$ and $\tilde{A}-\lambda \tilde{B}$ with $A, B, \tilde{A}$, and $\tilde{B}$ as in (1.1) and (1.2). Denote their eigenvalues as in (2.1), and define gaps $\eta_{i}$ and $\eta$ as in (2.2a) and (2.2b). Then both (2.8) and (2.9) hold for all $1 \leq j \leq N$.

We now investigate how accurate the eigenvalues of $A_{11}$ are as approximations to a subset of the eigenvalues of $\tilde{A}-\lambda \tilde{B}$. Recall (2.3). We have

$$
\begin{equation*}
R \stackrel{\text { def }}{=} \tilde{A}\binom{I_{m}}{0}-\tilde{B}\binom{I_{m}}{0} A_{11}=\binom{0}{E_{21}-F_{21} A_{11}} \tag{2.10}
\end{equation*}
$$

Note that $\tilde{B}=X^{-*} W^{2} X^{-1}$ and $W X^{-1}\binom{I_{m}}{0}=X W^{-1}\binom{I_{m}}{0}=\binom{I_{m}}{0}$ by (2.5), (2.6a), and (2.6b). Thus $\operatorname{eig}(\tilde{A}, \tilde{B})=\operatorname{eig}\left(W^{-1} X^{*} \tilde{A} X W^{-1}\right)$, and

$$
\begin{align*}
W^{-1} X^{*} R & \equiv\left[W^{-1} X^{*} \tilde{A} X W^{-1}\right]\binom{I_{m}}{0}-\binom{I_{m}}{0} A_{11} \\
& =\binom{0}{\left[I-F_{21} F_{21}^{*}\right]^{-1 / 2}\left(E_{21}-F_{21} A_{11}\right)} \tag{2.11}
\end{align*}
$$

Lemma 2.1(d) is applicable to (2.11) (to give Theorem 2.3 below). So are the results in [15] since $A_{11}$ is the Rayleigh quotient matrix of $W^{-1} X^{*} \tilde{A} X W^{-1}$ generated by $\left(I_{m}, 0\right)^{*}$, but details are omitted because of the straightforwardness.

Theorem 2.3. Assume the conditions of Theorem 2.2. There are $m$ eigenvalues $\mu_{1} \geq \cdots \geq \mu_{m}$ of $\tilde{A}-\lambda \tilde{B}$ such that

$$
\begin{aligned}
\left|\mu_{j}-\theta_{j}\right| & \leq \frac{\left\|E_{21}-F_{21} A_{11}\right\|_{2}}{\sqrt{1-\left\|F_{21}\right\|_{2}^{2}}} \quad \text { for } 1 \leq j \leq m \\
\sqrt{\sum_{j=1}^{m}\left|\mu_{j}-\theta_{j}\right|^{2}} & \leq \frac{\left\|E_{21}-F_{21} A_{11}\right\|_{\mathrm{F}}}{\sqrt{1-\left\|F_{21}\right\|_{2}^{2}}}
\end{aligned}
$$

where $\theta_{1} \geq \cdots \geq \theta_{m}$ are the $m$ eigenvalues of $A_{11}$.
Method II. This approach is very much adapted from [6] for the standard eigenvalue problem. We shall begin by seeking motivation from a 2 -by- 2 example.

Example 2.1. Consider the $2 \times 2$ Hermitian matrices

$$
\tilde{A}=\left(\begin{array}{cc}
\alpha & \epsilon^{*}  \tag{2.12}\\
\epsilon & \beta
\end{array}\right), \quad \tilde{B}=\left(\begin{array}{cc}
1 & \delta^{*} \\
\delta & 1
\end{array}\right)
$$

where $\alpha>\beta$ and $1-|\delta|^{2}>0$ (i.e., $B$ is positive definite). The eigenvalues of $\tilde{A}-\lambda \tilde{B}$, denoted by $\lambda_{ \pm}$, satisfy

$$
\left(1-|\delta|^{2}\right) \lambda^{2}-\left(\alpha+\beta-\epsilon^{*} \delta-\epsilon \delta^{*}\right) \lambda+\alpha \beta-|\epsilon|^{2}=0
$$

Let

$$
\begin{aligned}
\Delta & =\left(\alpha+\beta-\epsilon^{*} \delta-\epsilon \delta^{*}\right)^{2}-4\left(1-|\delta|^{2}\right)\left(\alpha \beta-|\epsilon|^{2}\right) \\
& =(\alpha-\beta)^{2}+2\left[(\alpha \delta-\epsilon)^{*}(\beta \delta-\epsilon)+(\alpha \delta-\epsilon)(\beta \delta-\epsilon)^{*}\right]+\left(\epsilon^{*} \delta-\epsilon \delta^{*}\right)^{2}
\end{aligned}
$$

The eigenvalues of $\tilde{A}-\lambda \tilde{B}$ are

$$
\lambda_{ \pm}=\frac{\left(\alpha+\beta-\epsilon^{*} \delta-\epsilon \delta^{*}\right) \pm \sqrt{\Delta}}{2\left(1-|\delta|^{2}\right)}
$$

It is not obvious to see $\lambda_{+} \geq \alpha$ and $\lambda_{-} \leq \beta$ from this expression. A better way to see $\lambda_{+} \geq \alpha$ and $\lambda_{-} \leq \beta$ is through the min-max principle (see Appendix A). Namely,

$$
\lambda_{+}=\max _{x} \frac{x^{*} \tilde{A} x}{x^{*} \tilde{B} x} \geq \frac{e_{1}^{*} \tilde{A} e_{1}}{e_{1}^{*} \tilde{B} e_{1}}=\alpha, \quad \lambda_{-}=\min _{x} \frac{x^{*} \tilde{A} x}{x^{*} \tilde{B} x} \leq \beta
$$

where $e_{1}$ is the first column of the identity matrix. Consider

$$
\tilde{A}-\lambda_{+} \tilde{B}=\left(\begin{array}{cc}
\alpha-\lambda_{+} & \left(\epsilon-\lambda_{+} \delta\right)^{*} \\
\epsilon-\lambda_{+} \delta & \beta-\lambda_{+}
\end{array}\right)
$$

Since $\lambda_{+} \geq \alpha>\beta$, we can define

$$
X=\left(\begin{array}{cc}
1 & 0 \\
-\left(\beta-\lambda_{+}\right)^{-1}\left(\epsilon-\lambda_{+} \delta\right) & 1
\end{array}\right)
$$

We have

$$
X^{*}\left(\tilde{A}-\lambda_{+} \tilde{B}\right) X=\left(\begin{array}{cc}
\alpha-\lambda_{+}-\left(\epsilon-\lambda_{+} \delta\right)^{*}\left(\beta-\lambda_{+}\right)^{-1}\left(\epsilon-\lambda_{+} \delta\right) & 0 \\
0 & \beta-\lambda_{+}
\end{array}\right)
$$

which must be singular. Since $\lambda_{+} \geq \alpha>\beta$, we have

$$
\begin{aligned}
& \alpha-\lambda_{+}-\left(\epsilon-\lambda_{+} \delta\right)^{*}\left(\beta-\lambda_{+}\right)^{-1}\left(\epsilon-\lambda_{+} \delta\right)=0 \\
& \alpha-\lambda_{+}=\frac{\left|\epsilon-\lambda_{+} \delta\right|^{2}}{(\beta-\alpha)+\left(\alpha-\lambda_{+}\right)} \\
& \left(\lambda_{+}-\alpha\right)^{2}+(\alpha-\beta)\left(\lambda_{+}-\alpha\right)-\left|\epsilon-\lambda_{+} \delta\right|^{2}=0
\end{aligned}
$$

The last equation gives, upon noticing that $\lambda_{+}-\alpha \geq 0$, that

$$
\begin{equation*}
\lambda_{+}-\alpha=\frac{2\left|\epsilon-\lambda_{+} \delta\right|^{2}}{(\alpha-\beta)+\sqrt{(\alpha-\beta)^{2}+4\left|\epsilon-\lambda_{+} \delta\right|^{2}}} \tag{2.13}
\end{equation*}
$$

Apply (2.13) to $(-\tilde{A})-\lambda \tilde{B}$ to get

$$
\begin{equation*}
\beta-\lambda_{-}=\frac{2\left|\epsilon-\lambda_{-} \delta\right|^{2}}{(\alpha-\beta)+\sqrt{(\alpha-\beta)^{2}+4\left|\epsilon-\lambda_{-} \delta\right|^{2}}} \tag{2.14}
\end{equation*}
$$

Surprisingly an inequality similar to (2.13) and (2.14) holds for the general case as stated in Theorem 2.4 below.

Theorem 2.4. Under the conditions of Theorem 2.2, we have, for all $1 \leq i \leq N$,

$$
\begin{equation*}
\left|\tilde{\lambda}_{i}-\lambda_{i}\right| \leq \frac{2\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2}^{2}}{\eta_{i}+\sqrt{\eta_{i}^{2}+4\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2}^{2}}} \leq \frac{2\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2}^{2}}{\eta+\sqrt{\eta^{2}+4\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2}^{2}}} \tag{2.15}
\end{equation*}
$$

Proof. We shall prove (2.15) by induction. We may assume that $A_{11}$ and $A_{22}$ are diagonal with their diagonal entries arranged in descending order, respectively; otherwise replace $\tilde{A}$ and $\tilde{B}$ by

$$
(U \bigoplus V)^{*} \tilde{A}(U \bigoplus V) \quad \text { and } \quad(U \bigoplus V)^{*} \tilde{B}(U \bigoplus V)
$$

respectively, where $U$ and $V$ are unitary such that $U^{*} A_{11} U$ and $V^{*} A_{22} V$ are in such diagonal forms.

We may perturb the diagonal of $A$ so that all entries are distinct and apply the continuity argument for the general case.

If $N=2$, the result is true by Example 2.1. Assume that $N>2$, and assume that the result is true for Hermitian matrices of size $N-1$.

First, we show that (2.15) holds for $i=1$. Assume that the $(1,1)$ th entry of $A_{11}$ equals $\lambda_{1}$. By the min-max principle, we have

$$
\tilde{\lambda}_{1} \geq \frac{e_{1}^{*} \tilde{A} e_{1}}{e_{1}^{*} \tilde{B} e_{1}}=\lambda_{1}
$$

No proof is necessary if $\tilde{\lambda}_{1}=\lambda_{1}$. Assume $\tilde{\lambda}_{1}>\lambda_{1}$, and let

$$
X=\left(\begin{array}{cc}
I_{m} & 0 \\
-\left(A_{22}-\tilde{\lambda}_{1} I_{n}\right)^{-1}\left(E_{21}-\tilde{\lambda}_{1} F_{21}\right) & I_{n}
\end{array}\right)
$$

Then

$$
X^{*}\left(\tilde{A}-\tilde{\lambda}_{1} \tilde{B}\right) X=\left(\begin{array}{cc}
M\left(\tilde{\lambda}_{1}\right) & 0 \\
0 & A_{22}-\tilde{\lambda}_{1} I_{n}
\end{array}\right)
$$

where

$$
M(\lambda)=A_{11}-\lambda I_{m}-\left(E_{21}-\lambda F_{21}\right)^{*}\left(A_{22}-\lambda I_{n}\right)^{-1}\left(E_{21}-\lambda F_{21}\right)
$$

Since $\tilde{A}-\tilde{\lambda}_{1} \tilde{B}$ and $X^{*}\left(\tilde{A}-\tilde{\lambda}_{1} \tilde{B}\right) X$ have the same inertia, we see that $M\left(\tilde{\lambda}_{1}\right)$ has zero as the largest eigenvalue. Notice that the largest eigenvalue of $A_{11}-\tilde{\lambda}_{1} I$ is $\lambda_{1}-\tilde{\lambda}_{1} \leq 0$. Thus, for $\delta_{1}=\left|\tilde{\lambda}_{1}-\lambda_{1}\right|=\tilde{\lambda}_{1}-\lambda_{1}$, we have by Lemma 2.1(a)

$$
\begin{aligned}
\delta_{1}=\left|0-\left(\lambda_{1}-\tilde{\lambda}_{1}\right)\right| & \leq\left\|\left(E_{21}-\tilde{\lambda}_{1} F_{21}\right)^{*}\left(A_{22}-\tilde{\lambda}_{1} I_{n}\right)^{-1}\left(E_{21}-\tilde{\lambda}_{1} F_{21}\right)\right\|_{2} \\
& \leq\left\|E_{21}-\tilde{\lambda}_{1} F_{21}\right\|_{2}^{2}\left\|\left(A_{22}-\tilde{\lambda}_{1} I_{n}\right)^{-1}\right\|_{2} \\
& \leq \frac{\left\|E_{21}-\tilde{\lambda}_{1} F_{21}\right\|_{2}^{2}}{\delta_{1}+\eta_{1}}
\end{aligned}
$$

where we have used $\left.\left[\| A_{22}-\tilde{\lambda}_{1} I_{n}\right)^{-1} \|_{2}\right]^{-1}=\tilde{\lambda}_{1}-\max _{\mu \in \operatorname{eig}\left(A_{22}\right)} \mu=\delta_{1}+\eta_{1}$. Consequently,

$$
\delta_{1} \leq \frac{2\left\|E_{21}-\tilde{\lambda}_{1} F_{21}\right\|_{2}^{2}}{\eta_{1}+\sqrt{\eta_{1}^{2}+4\left\|E_{21}-\tilde{\lambda}_{1} F_{21}\right\|_{2}^{2}}}
$$

as asserted. Similarly, we can prove the result if the $(1,1)$ th entry of $A_{22}$ equals $\lambda_{1}$. In this case, we will apply the inertia arguments to $\tilde{A}-\tilde{\lambda}_{1} \tilde{B}$ and $Y\left(\tilde{A}-\tilde{\lambda}_{1} \tilde{B}\right) Y^{*}$ with

$$
Y=\left(\begin{array}{cc}
I_{m} & 0 \\
-\left(E_{21}-\tilde{\lambda}_{1} F_{21}\right)\left(A_{11}-\tilde{\lambda}_{1} I_{m}\right)^{-1} & I_{n}
\end{array}\right)
$$

Applying the result of the last paragraph to $(-\tilde{A})-\lambda \tilde{B}$, we see that $(2.15)$ holds for $i=N$.

Now, suppose $1<i<N$. The result trivially holds if $\tilde{\lambda}_{i}=\lambda_{i}$. Suppose $\tilde{\lambda}_{i} \neq \lambda_{i}$. We may assume that $\lambda_{i}>\tilde{\lambda}_{i}$. Otherwise, replace $\{(A, B),(\tilde{A}, \tilde{B}), i\}$ by $\{(-A, B)$, $(-\tilde{A}, \tilde{B}), N-i+1\}$. Delete the row and column of $\tilde{A}$ that contain the diagonal entry $\lambda_{N}$, and delete the corresponding row and column of $\tilde{B}$ as well. Let $\hat{A}$ and $\hat{B}$ be the resulting matrices. Write the eigenvalues of $\hat{A}-\lambda \hat{B}$ as $v_{1} \geq \cdots \geq v_{N-1}$. By the interlacing inequalities (A.3), we have

$$
\begin{equation*}
\tilde{\lambda}_{i} \geq v_{i} \quad \text { and hence } \lambda_{i}-\tilde{\lambda}_{i} \leq \lambda_{i}-v_{i} \tag{2.16}
\end{equation*}
$$

Note that $\lambda_{i}$ is the $i$ th largest diagonal entry of $\hat{A}$. Let $\hat{\eta}_{i}$ be the minimum distance between $\lambda_{i}$ and the diagonal entries in the diagonal block $\hat{A}_{j j}$ in $\hat{A}$ not containing $\lambda_{i}$, where $j \in\{1,2\}$. Then

$$
\hat{\eta}_{i} \geq \eta_{i}
$$

because $\hat{A}_{j j}$ may have one fewer diagonal entries than $A_{j j}$. Let $\hat{E}_{21}$ and $\hat{F}_{21}$ be the offdiagonal block of $\hat{A}$ and $\hat{B}$, respectively. Then

$$
\begin{equation*}
\left\|\hat{E}_{21}-\tilde{\lambda}_{i} \hat{F}_{21}\right\|_{2} \leq\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2} \tag{2.17}
\end{equation*}
$$

Finally, we have

$$
\begin{array}{rll}
\left|\tilde{\lambda}_{i}-\lambda_{i}\right| & =\lambda_{i}-\tilde{\lambda}_{i} & \begin{array}{l}
\text { because } \lambda_{i}>\tilde{\lambda}_{i} \\
\leq \lambda_{i}-v_{i}
\end{array} \\
& \leq \frac{2\left\|\hat{E}_{21}-\tilde{\lambda}_{i} \hat{F}_{21}\right\|_{2}^{2}}{\hat{\eta}_{i}+\sqrt{\hat{\eta}_{i}^{2}+4\left\|\hat{E}_{21}-\tilde{\lambda}_{i} \hat{F}_{21}\right\|_{2}^{2}}} & \text { by induction assumption } \\
& \leq \frac{2\left\|\hat{E}_{21}-\tilde{\lambda}_{i} \hat{F}_{21}\right\|_{2}^{2}}{\eta_{i}+\sqrt{\eta_{i}^{2}+4\left\|\hat{E}_{21}-\tilde{\lambda}_{i} \hat{F}_{21}\right\|_{2}^{2}}} & \text { because } \hat{\eta}_{i}>\eta_{i} \\
& =\frac{1}{2}\left(\sqrt{\eta_{i}^{2}+4\left\|\hat{E}_{21}-\tilde{\lambda}_{i} \hat{F}_{21}\right\|_{2}^{2}}-\eta_{i}\right) & \\
& \leq \frac{1}{2}\left(\sqrt{\eta_{i}^{2}+4\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2}^{2}}-\eta_{i}\right) & \text { by }(2.17) \\
& =\frac{2\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2}^{2}}{\eta_{i}+\sqrt{\eta_{i}^{2}+4\left\|E_{21}-\tilde{\lambda}_{i} F_{21}\right\|_{2}^{2}}} &
\end{array}
$$

$$
\text { by }(2.16)
$$

as expected.

Method III. We now consider the following three eigenvalue problems:
EIG (a): $\underset{\sim}{\tilde{A}}-\lambda \tilde{B}$ (which has the same eigenvalues as $\tilde{B}^{-1 / 2} \tilde{A} \tilde{B}^{-1 / 2}-\lambda I_{N}$ ),
EIG (b): $\tilde{A}-\lambda I_{N}$,
EIG (c): $A-\lambda I_{N}$.
Denote the eigenvalues for $\operatorname{EIG}(\mathrm{x})$ by $\lambda_{j}^{(\mathrm{x})}$ in descending order as in (2.7). Then we have $\lambda_{j}^{(\mathrm{a})}=\tilde{\lambda}_{j}$ and $\lambda_{j}^{(\mathrm{c})}=\lambda_{j}$ for all $j$, recalling (2.1). Existing perturbation bounds as given in Lemma 2.1 can be used for any two adjacent eigenvalue problems in the above list.
(a)-(b) By Lemma 2.1(b), there exist $t_{j}(1 \leq j \leq N)$ satisfying

$$
1 / \sigma_{\max }(\tilde{B})=\sigma_{\min }\left(\tilde{B}^{-1}\right) \leq t_{j} \leq \sigma_{\max }\left(\tilde{B}^{-1}\right)=1 / \sigma_{\min }(\tilde{B})
$$

such that

$$
\lambda_{j}^{(\mathrm{a})}=t_{j} \lambda_{j}^{(\mathrm{b})} \quad\left(\text { or equivalently } \lambda_{j}^{(\mathrm{b})}=t_{j}^{-1} \lambda_{j}^{(\mathrm{a})}\right) \quad \text { for } 1 \leq j \leq N
$$

It can be seen that $1-\sigma_{\max }\left(F_{21}\right)=\sigma_{\min }(\tilde{B}) \leq \sigma_{\max }(\tilde{B})=1+\sigma_{\max }\left(F_{21}\right)$. Thus $\left|1-t_{j}^{-1}\right| \leq\left\|F_{21}\right\|_{2}$, which will be used later.
(b)-(c) By Lemma 2.1(c), for $1 \leq j \leq N$,

$$
\left|\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right| \leq \frac{2\left\|E_{21}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|E_{21}\right\|_{2}^{2}}} \leq \frac{2\left\|E_{21}\right\|_{2}^{2}}{\eta+\sqrt{\eta^{2}+4\left\|E_{21}\right\|_{2}^{2}}}
$$

Finally, for $1 \leq j \leq N$,

$$
\begin{align*}
\left|\tilde{\lambda}_{j}-\lambda_{j}\right|=\left|\lambda_{j}^{(\mathrm{a})}-\lambda_{j}^{(\mathrm{c})}\right| & =\left|\lambda_{j}^{(\mathrm{a})}-\lambda_{j}^{(\mathrm{b})}+\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right| \\
& \leq\left|1-t_{j}^{-1}\right|\left|\lambda_{j}^{(\mathrm{a})}\right|+\left|\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right| \\
& \leq\left\|F_{21}\right\|_{2}\left|\tilde{\lambda}_{j}\right|+\frac{2\left\|E_{21}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|E_{21}\right\|_{2}^{2}}} \tag{2.18}
\end{align*}
$$

Remark 2.2. The derivation here is the shortest (and simplest) among the three methods that lead to (2.8) and (2.9), (2.15), and (2.18), but not without a sacrifice; namely, it is likely the weakest when $\left\|F_{21}\right\|_{2}$ has a much bigger magnitude than $\left\|E_{21}\right\|_{2}^{2}$ because $\left\|F_{21}\right\|_{2}$ appears linearly in (2.18) vs. quadratically in (2.8), (2.9), and (2.15). Note the similarity among the third term in the right-hand side of (2.8), the second and last terms in (2.18), and the second term in the right-hand side of (2.18).

Theorem 2.5. Under the conditions of Theorem 2.2, we have (2.18) for all $1 \leq j \leq N$.

We point out in passing that Theorems 2.2, 2.4, and 2.5 all reduce to the main result in [6], i.e., Lemma 2.1(c), for the standard eigenvalue problem if $F_{21}=0$.
2.2. General case. We are now looking into the general case, i.e., without assuming (2.3).

Lemma 2.6. Let $\Delta$ be a Hermitian matrix. If $\delta \stackrel{\text { def }}{=}\|\Delta\|_{2}<1$, then $I+\Delta$ is positive definite, and

$$
\left\|(I+\Delta)^{-1 / 2}-I\right\|_{2} \leq \frac{1}{\sqrt{1-\delta}}-1=\frac{\delta}{\sqrt{1-\delta}(1+\sqrt{1-\delta})}
$$

Proof. Any eigenvalue of $I+\Delta$ is no smaller than $1-\delta>0$, so $I+\Delta$ is positive definite. We have

$$
\begin{aligned}
\left\|(I+\Delta)^{-1 / 2}-I\right\|_{2} & =\max _{\mu \in \operatorname{eig}(\Delta)}\left|(1+\mu)^{-1 / 2}-1\right| \\
& \leq \max \left\{(1-\delta)^{-1 / 2}-1,1-(1+\delta)^{-1 / 2}\right\} \\
& =(1-\delta)^{-1 / 2}-1
\end{aligned}
$$

as was to be shown. $\quad \square$
Recall that $A, \tilde{A}, B, \tilde{B}, E$, and $F$ are all Hermitian. Set

$$
\begin{gather*}
\Delta_{i j}=B_{i i}^{-1 / 2} F_{i j} B_{j j}^{-1 / 2},  \tag{2.19a}\\
Y=\operatorname{diag}\left(\left[I+\Delta_{11}\right]^{-1 / 2} B_{11}^{-1 / 2},\left[I+\Delta_{22}\right]^{-1 / 2} B_{22}^{-1 / 2}\right), \\
\hat{F}_{i j}=\left[I+\Delta_{i i}\right]^{-1 / 2} \Delta_{i j}\left[I+\Delta_{j j}\right]^{-1 / 2} \quad \text { for } i \neq j, \\
\hat{A}_{i i}=B_{i i}^{-1 / 2} A_{i i} B_{i i}^{-1 / 2}, \\
\hat{E}_{i j}=\left[I+\Delta_{i i}\right]^{-1 / 2} B_{i i}^{-1 / 2} E_{i j} B_{j j}^{-1 / 2}\left[I+\Delta_{j j}\right]^{-1 / 2} \quad \text { for } i \neq j, \\
\hat{E}_{i i}=\left[I+\Delta_{i i}\right]^{-1 / 2} B_{i i}^{-1 / 2}\left(A_{i i}+E_{i i}\right) B_{i i}^{-1 / 2}\left[I+\Delta_{i i}\right]^{-1 / 2}-\hat{A}_{i i} \\
=\left(\left[I+\Delta_{i i}\right]^{-1 / 2}-I\right) \hat{A}_{i i}\left(\left[I+\Delta_{i i}\right]^{-1 / 2}-I\right) \\
+\hat{A}_{i i}\left(\left[I+\Delta_{i i}\right]^{-1 / 2}-I\right)+\left(\left[I+\Delta_{i i}\right]^{-1 / 2}-I\right) \hat{A}_{i i} \\
\quad+\left[I+\Delta_{i i}\right]^{-1 / 2} B_{i i}^{-1 / 2} E_{i i} B_{i i}^{-1 / 2}\left[I+\Delta_{i i}\right]^{-1 / 2}, \tag{2.19~g}
\end{gather*}
$$

and set

$$
\begin{equation*}
\delta_{i j}=\left\|\Delta_{i j}\right\|_{2} \leq \sqrt{\left\|B_{i i}^{-1}\right\|_{2}\left\|B_{j j}^{-1}\right\|_{2}}\left\|F_{i j}\right\|_{2}, \quad \gamma_{i j}=\left(1-\delta_{i j}\right)^{-1 / 2}-1 \tag{2.20}
\end{equation*}
$$

In obtaining $(2.20)$, we have used $\left\|B_{i i}^{-1 / 2}\right\|_{2}=\sqrt{\left\|B_{i i}^{-1}\right\|_{2}}$. To ensure that $\tilde{B}$ is positive definite, throughout this subsection we assume that

$$
\begin{equation*}
\max \left\{\delta_{11}, \delta_{22}\right\}<1, \quad \delta_{12}^{2}<\left(1-\delta_{11}\right)\left(1-\delta_{22}\right) \tag{2.21}
\end{equation*}
$$

We can bound $\hat{E}_{i j}$ and $\hat{F}_{i j}$ as follows:

$$
\begin{gather*}
\left\|\hat{E}_{i j}\right\|_{2} \leq \frac{\left\|B_{i i}^{-1 / 2} E_{i j} B_{j j}^{-1 / 2}\right\|_{2}}{\sqrt{\left(1-\delta_{i i}\right)\left(1-\delta_{j j}\right)}}  \tag{2.22a}\\
\leq \sqrt{\frac{\left\|B_{i i}^{-1}\right\|_{2}\left\|B_{j j}^{-1}\right\|_{2}}{\left(1-\delta_{i i}\right)\left(1-\delta_{j j}\right)}}\left\|E_{i j}\right\|_{2} \text { for } i \neq j \tag{2.22~b}
\end{gather*}
$$
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$$
\begin{gather*}
\left\|\hat{E}_{i i}\right\|_{2} \leq \gamma_{i i}\left(2+\gamma_{i i}\right)\left\|\hat{A}_{i i}\right\|_{2}+\frac{\left\|B_{i i}^{-1 / 2} E_{i i} B_{i i}^{-1 / 2}\right\|_{2}}{1-\delta_{i i}}  \tag{2.22c}\\
\quad \leq \gamma_{i i}\left(2+\gamma_{i i}\right)\left\|\hat{A}_{i i}\right\|_{2}+\frac{\left\|B_{i i}^{-1}\right\|_{2}}{1-\delta_{i i}}\left\|E_{i i}\right\|_{2}  \tag{2.22~d}\\
\left\|\hat{F}_{i j}\right\|_{2} \leq \frac{\delta_{i j}}{\sqrt{\left(1-\delta_{i i}\right)\left(1-\delta_{j j}\right)}} \quad \text { for } i \neq j \tag{2.22e}
\end{gather*}
$$

We have used Lemma 2.6 to get (2.22c) from ( 2.19 g ). We then have

$$
\hat{A} \stackrel{\text { def }}{=} Y^{*} \tilde{A} Y=\left(\begin{array}{cc}
\hat{A}_{11}+\hat{E}_{11} & \hat{E}_{12} \\
\hat{E}_{21} & \hat{A}_{22}+\hat{E}_{22}
\end{array}\right), \quad \hat{B} \stackrel{\text { def }}{=} Y^{*} \tilde{B} Y=\left(\begin{array}{cc}
I_{m} & \hat{F}_{12} \\
\hat{F}_{21} & I_{n}
\end{array}\right)
$$

We now consider the following three eigenvalue problems:
$\operatorname{EIG}$ (a): $\tilde{A}-\lambda \tilde{B}$ (which is equivalent to $\hat{A}-\lambda \hat{B}$ ),
$\operatorname{EIG}(\mathrm{b}):\left(\begin{array}{ll}\hat{A}_{11} & \hat{E}_{12} \\ \hat{E}_{21} & \hat{A}_{22}\end{array}\right)-\lambda\left(\begin{array}{cc}I_{m} & \hat{F}_{12} \\ \hat{F}_{21} & I_{n}\end{array}\right)$,
$\operatorname{EIG}(\mathrm{c}):\left(\begin{array}{ll}\hat{A}_{11} & \\ & \hat{A}_{22}\end{array}\right)-\lambda I_{N}$.
Denote the eigenvalues for $\operatorname{EIG}(\mathrm{x})$ by $\lambda_{j}^{(\mathrm{x})}$ in descending order as in (2.7). Then we have $\lambda_{j}^{(\mathrm{a})}=\tilde{\lambda}_{j}$ and $\lambda_{j}^{(\mathrm{c})}=\lambda_{j}$ for all $j$, recalling (2.1). Note $\left\|\hat{F}_{21}\right\|_{2}<1$ because of (2.21). The eigenvalue differences between any two adjacent eigenvalue problems in the above list can be bounded as follows.
(a)-(b) By Lemma 2.1(a), $\left|\lambda_{j}^{(\mathrm{a})}-\lambda_{j}^{(\mathrm{b})}\right| \leq \frac{\max _{i}\left\|\hat{E}_{i i}\right\|_{2}}{1-\left\|\hat{F}_{21}\right\|_{2}}$ for $1 \leq j \leq N$. This is because

$$
\hat{B}^{-1 / 2} \hat{A} \hat{B}^{-1 / 2}=\hat{B}^{-1 / 2}\left(\begin{array}{ll}
\hat{A}_{11} & \hat{E}_{12} \\
\hat{E}_{21} & \hat{A}_{22}
\end{array}\right) \hat{B}^{-1 / 2}+\hat{B}^{-1 / 2}\left(\begin{array}{ll}
\hat{E}_{11} & \\
& \hat{E}_{22}
\end{array}\right) \hat{B}^{-1 / 2}
$$

and $\left\|\hat{B}^{-1}\right\|_{2}=\left[1-\left\|\hat{F}_{21}\right\|_{2}\right]^{-1}$.
(b)-(c) Use Theorems 2.2, 2.4, or 2.5 to bound $\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}$ to yield three bounds:

$$
\begin{gather*}
\left|\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right| \leq\left\|\hat{F}_{21}\right\|_{2}^{2}\left|\tilde{\lambda}_{j}\right|+\left\|\hat{E}_{21} \hat{F}_{21}^{*}+\hat{F}_{21} \hat{E}_{21}^{*}-\hat{F}_{21} \hat{A}_{11} \hat{F}_{21}^{*}\right\|_{2} \\
+\frac{2\left\|\hat{E}_{21}-\hat{F}_{21} \hat{A}_{11}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|\hat{E}_{21}-\hat{F}_{21} \hat{A}_{11}\right\|_{2}^{2}}},  \tag{2.23}\\
\left|\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right| \leq \frac{2\left\|\hat{E}_{21}-\tilde{\lambda}_{j} \hat{F}_{21}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|\hat{E}_{21}-\tilde{\lambda}_{j} \hat{F}_{21}\right\|_{2}^{2}}},  \tag{2.24}\\
\left|\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}\right| \leq\left\|\hat{F}_{21}\right\|_{2}\left|\tilde{\lambda}_{j}\right|+\frac{2\left\|\hat{E}_{21}\right\|_{2}^{2}}{\eta_{j}+\sqrt{\eta_{j}^{2}+4\left\|\hat{E}_{21}\right\|_{2}^{2}}} \tag{2.25}
\end{gather*}
$$

Further bounds in terms of the norms of $E, F$, and $B_{i i}$ can be obtained by using inequalities in (2.22a)-(2.22e). Finally we use $\tilde{\lambda}_{j}-\lambda_{j}=\lambda_{j}^{(\mathrm{a})}-\lambda_{j}^{(\mathrm{c})}=\lambda_{j}^{(\mathrm{a})}-\lambda_{j}^{(\mathrm{b})}+\lambda_{j}^{(\mathrm{b})}-\lambda_{j}^{(\mathrm{c})}$ to conclude what follows.

Theorem 2.7. For the Hermitian definite GEPs $A-\lambda B$ and $\tilde{A}-\lambda \tilde{B}$ with $A, B, \tilde{A}$, and $\tilde{B}$ as in (1.1) and (1.2), assume (2.21), where $\delta_{i j}$ are as defined in (2.19a)-(2.19g) and (2.20). Denote their eigenvalues as in (2.1), and define gaps $\eta_{i}$ and $\eta$ as in (2.2a) and (2.2b). Then for all $1 \leq j \leq N$,

$$
\left|\tilde{\lambda}_{j}-\lambda_{j}\right| \leq \frac{\max _{i}\left\|\hat{E}_{i i}\right\|_{2}}{1-\left\|\hat{F}_{21}\right\|_{2}}+\epsilon_{j},
$$

where $\epsilon_{j}$ can be taken to be any one of the right-hand sides of (2.23), (2.24), and (2.25).
Next we estimate the differences between the eigenvalues of $A_{11}-\lambda B_{11}$ (which is the same as those of $\hat{A}_{11}$ ) and some $m$ eigenvalues of $\tilde{A}-\lambda \tilde{B}$. This will be done in two steps:
(a) bound the differences between the eigenvalues of $\hat{A}_{11}+\hat{E}_{11}$ and $m$ of those of $\tilde{A}-\lambda \tilde{B}$;
(b) bound the differences between the eigenvalues of $\hat{A}_{11}+\hat{E}_{11}$ and those of $\hat{A}_{11}$. The first step can be accomplished by using Theorem 2.3 , while the second step can be done by using Lemma 2.1(a). We thereby get the following theorem.

Theorem 2.8. Assume the conditions of Theorem 2.7. There are $m$ eigenvalues $\mu_{1} \geq \cdots \geq \mu_{m}$ of $\tilde{A}-\lambda \tilde{B}$ such that

$$
\begin{aligned}
\left|\mu_{j}-\theta_{j}\right| & \leq\left\|\hat{E}_{11}\right\|_{2}+\frac{\left\|\hat{E}_{21}-\hat{F}_{21}\left(\hat{A}_{11}+\hat{E}_{11}\right)\right\|_{2}}{\sqrt{1-\left\|\hat{F}_{21}\right\|_{2}^{2}}} \text { for } 1 \leq j \leq m, \\
\sqrt{\sum_{j=1}^{m}\left|\mu_{j}-\theta_{j}\right|^{2}} & \leq\left\|\hat{E}_{11}\right\|_{\mathrm{F}}+\frac{\left\|\hat{E}_{21}-\hat{F}_{21}\left(\hat{A}_{11}+\hat{E}_{11}\right)\right\| \mathrm{F}}{\sqrt{1-\left\|\hat{F}_{21}\right\|_{2}^{2}}}
\end{aligned}
$$

where $\theta_{1} \geq \cdots \geq \theta_{m}$ are the $m$ eigenvalues of $A_{11}-\lambda B_{11}$.
Remark 2.3. Some comments for comparing Theorems 2.7 and 2.8 are in order.
(a) Theorem 2.7 bounds the changes in all the eigenvalues of $A-\lambda B$, while Theorem 2.8 bounds only a portion of them, namely, those of $A_{11}-\lambda B_{11}$.
(b) $\hat{E}_{22}$ does not appear in the bounds in Theorem 2.8 , while both $\hat{E}_{i i}$ show up in those in Theorem 2.7. This could potentially make the bounds in Theorem 2.8 more favorable if $\hat{E}_{22}$ has much larger magnitude than $\hat{E}_{11}$. This point will be well manifested in our analysis in section 3 . Also, note that the quantities $\left\|\hat{E}_{i j}\right\|$ are relative quantities as opposed to absolute quantities $\left\|E_{i j}\right\|$, because $\hat{E}_{i j}$ has been multiplied by $B_{i i}^{-1 / 2}$ and $B_{j j}^{-1 / 2}$.
(c) Except when $\epsilon_{j}$ is taken to be the right-hand side of (2.25), bounds in Theorem 2.7 are of quadratic order in $\hat{E}_{21}$ and $\hat{F}_{21}$, while those in Theorem 2.8 are of linear order in $\hat{E}_{21}$ and $\hat{F}_{21}$. All bounds are of linear order in $\hat{E}_{i i}$ and $\hat{F}_{i i}$. Thus when $\hat{E}_{i i}=F_{i i}=0$ for $i=1,2$, Theorem 2.7 may lead to sharper bounds.
(d) Theorem 2.7 requires some gap information among the eigenvalues of $A_{i i}$ $\lambda B_{i i}$ for $i=1,2$, while Theorem 2.8 does not.
Example 2.2. To illustrate these comments in Remark 2.3, we consider the parameterized GEP


Fig. 2.1. $\left|\tilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ and its bounds by Theorems 2.7 and 2.8. Left: Under perturbation (2.26), the curves for the three bounds by Theorem 2.7 are indistinguishable, and the bound by Theorem 2.8 is smaller. It is interesting to notice that the curve for $\left|\tilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ crosses above the bound by Theorem 2.8 for $\alpha$ about 0.25 or larger. This is because the bound by Theorem 2.8 is actually for $\min _{i}\left|\tilde{\lambda}_{i}(\alpha)-\lambda_{1}\right|$. Right: Under perturbation (2.27), the curve for Thm 2.7 (ii) is the same as for $\left|\tilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$, and the bound by Theorem 2.8 is larger.

$$
\tilde{A}(\alpha)-\lambda \tilde{B}(\alpha) \equiv(A+\alpha E)-\lambda(B+\alpha F)
$$

where $\alpha$ is a parameter ranging from 0 to $1, A=\operatorname{diag}(4,1)$, and $B=\operatorname{diag}(2,1)$. Two types of perturbations $E$ and $F$ will be considered: the general dense perturbations

$$
E=\left(\begin{array}{ll}
1 & 1  \tag{2.26}\\
1 & 5
\end{array}\right), \quad F=\frac{1}{10}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

and the off-diagonal perturbations

$$
E=\left(\begin{array}{ll}
0 & 1  \tag{2.27}\\
1 & 0
\end{array}\right), \quad F=\frac{1}{10}\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right) .
$$

Denote by $\tilde{\lambda}_{j}(\alpha)$ the $j$ th largest eigenvalue of $\tilde{A}(\alpha)-\lambda \tilde{B}(\alpha)$. Here we take $j=1$, so $\lambda_{1}(0)=\lambda_{1}=2$. Figure 2.1 shows log-log scale plots for the actual $\left|\tilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$, its bound by Theorem 2.8, and the three bounds by Theorem 2.7 corresponding to $\epsilon_{j}$ being the right-hand sides of $(2.23),(2.24)$, and (2.25), respectively. These three bounds are shown as "Thm 2.7(i)," "Thm 2.7(ii)," and "Thm 2.7(iii)" in the plots. We assumed the gap $\eta_{1}=$ 1 is known.

In the left plot of Figure 2.1 we plot only one curve for the three bounds by Theorem 2.7 because they are visually indistinguishable. The figure illustrates the first two comments. First, the bound by Theorem 2.7 becomes smaller than $\left|\tilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ for $\alpha \gtrsim 0.25$. This is not an error but is because the bound by Theorem 2.8 is for the distance between $\lambda_{1}=2$ and an eigenvalue of $\tilde{A}(\alpha)-\lambda \tilde{B}(\alpha)$, which may not necessarily be $\tilde{\lambda}_{1}(\alpha)$. In fact, for $\alpha \gtrsim 0.25$ the eigenvalue of $\tilde{A}(\alpha)-\lambda \tilde{B}(\alpha)$ closer to 2 is $\tilde{\lambda}_{2}(\alpha)$. Second, Theorem 2.8 gives a smaller bound than Theorem 2.7, reflecting the fact that $E_{22}$ is much larger than $E_{11}$.

The right plot of Figure 2.1 illustrates the third comment. Specifically, the first two bounds by Theorem 2.7 are much smaller than the other bounds. They reflect the quadratic scaling of $\left|\tilde{\lambda}_{1}(\alpha)-\lambda_{1}\right|$ under off-diagonal perturbations, as can be seen by the slope of the plots.

We now specialize the results so far in this subsection to the case

$$
\begin{equation*}
E_{i i}=F_{i i}=0 \quad \text { for } i=1,2 \tag{2.28}
\end{equation*}
$$

This corresponds to a practical situation in eigenvalue computations: What is the effect of dropping off off-diagonal blocks with relatively small magnitudes? Assume (2.28); then

$$
\begin{array}{lc}
\Delta_{i i}=0, & \hat{E}_{i i}=0,
\end{array} \gamma_{i i}=\delta_{i i}=0 \quad \text { for } i=1,2, ~ 子 \hat{F}_{21}=B_{22}^{-1 / 2} F_{21} B_{11}^{-1 / 2} .
$$

Theorem 2.7 yields the following corollary.
Corollary 2.9. To the conditions of Theorem 2.7 add $E_{i i}=F_{i i}=0$ for $i=1$, 2. Let $\hat{E}_{21}$ and $\hat{F}_{21}$ be given as in (2.29), and assume $\left\|\hat{F}_{21}\right\|_{2}<1$. Then for all $1 \leq j \leq N$,

$$
\begin{equation*}
\left|\tilde{\lambda}_{j}-\lambda_{j}\right| \leq \epsilon_{j} \tag{2.30}
\end{equation*}
$$

where $\epsilon_{j}$ can be taken to be any one of the right-hand sides of (2.23), (2.24), and (2.25).
At the same time Theorem 2.8 gives the following corollary.
Corollary 2.10. Assume the conditions of Corollary 2.9. There are $m$ eigenvalues $\mu_{1} \geq \cdots \geq \mu_{m}$ of $\tilde{A}-\lambda \tilde{B}$ such that

$$
\begin{aligned}
\left|\mu_{j}-\theta_{j}\right| & \leq \frac{\left\|\hat{E}_{21}-\hat{F}_{21} \hat{A}_{11}\right\|_{2}}{\sqrt{1-\left\|\hat{F}_{21}\right\|_{2}^{2}}} \quad \text { for } 1 \leq j \leq m \\
\sqrt{\sum_{j=1}^{m}\left|\mu_{j}-\theta_{j}\right|^{2}} & \leq \frac{\left\|\hat{E}_{21}-\hat{F}_{21} \hat{A}_{11}\right\|_{\mathrm{F}}}{\sqrt{1-\left\|\hat{F}_{21}\right\|_{2}^{2}}}
\end{aligned}
$$

where $\theta_{1} \geq \cdots \geq \theta_{m}$ are the $m$ eigenvalues of $A_{11}-\lambda B_{11}$.
3. Application to perturbations of a multiple eigenvalue. A distinguished feature of GEP eigenvalue perturbations is that different copies of a multiple eigenvalue may exhibit quite different sensitivities towards perturbations. Stewart and Sun [14, p. 300] used the example

$$
A=\left(\begin{array}{ll}
2 &  \tag{3.1}\\
& 2000
\end{array}\right), \quad B=\left(\begin{array}{ll}
1 & \\
& 1000
\end{array}\right)
$$

to illustrate that the copy $2000 / 1000$ is much less sensitive than the other copy $2 / 1$. Stewart and Sun then wrote "how to make this observation precise is an open research question." This question was recently solved by Nakatsukasa [11], who established bounds to reflect the different sensitivities of different copies of the multiple eigenvalue. In this section, through applying Theorem 2.8, we give different bounds for the same purpose.

Suppose a Hermitian definite GEP $A-\lambda B$ has a multiple eigenvalue $\lambda_{0}$ of multiplicity $m$. Then there is an $(m+n)$-by- $(m+n)$ matrix $X=\left(X_{1}, X_{2}\right)$ with $X_{1}^{*} X_{1}=I_{m}$ and $X_{2}^{*} X_{2}=I_{n}$ such that

$$
\left.X^{*} A X=\begin{array}{c}
m  \tag{3.2}\\
n
\end{array} \begin{array}{cc}
m & n \\
\lambda_{0} B_{11} & \\
& A_{22}
\end{array}\right), \quad X^{*} B X=\begin{gathered}
m \\
n
\end{gathered}\left(\begin{array}{cc}
m & n \\
B_{11} & \\
& B_{22}
\end{array}\right)
$$

This can be seen by letting $X_{1}$ and $X_{2}$ be the orthogonal factors in the QR decompositions of $\hat{X}_{1}$ and $\hat{X}_{2}$, respectively, where $\left(\hat{X}_{1} \hat{X}_{2}\right)$ is the nonsingular matrix that diagonalizes $A-\lambda B[13$, p. 344$]$.

We may assume that $B_{11}$ is diagonal:

$$
\begin{equation*}
B_{11} \equiv \Omega=\operatorname{diag}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right), \quad \omega_{1} \geq \omega_{2} \geq \cdots \geq \omega_{m}>0 \tag{3.3}
\end{equation*}
$$

Otherwise, let the eigendecomposition of $B_{11}$ (which is Hermitian and positive definite) be $B_{11}=U \Omega U^{*}$, where $\Omega$ is diagonal, and then perform substitutions $B_{11} \leftarrow \boldsymbol{\Omega}$ and $X_{1} \leftarrow X_{1} U$.

Suppose $A-\lambda B$ is perturbed to $\tilde{A}-\lambda \tilde{B} \equiv(A+E)-\lambda(B+F)$, where $E$ and $F$ are Hermitian. Write

$$
X^{*} \tilde{A} X=\left(\begin{array}{cc}
\lambda_{0} \Omega+E_{11} & E_{12}  \tag{3.4}\\
E_{21} & A_{22}+E_{22}
\end{array}\right), \quad X^{*} \tilde{B} X=\left(\begin{array}{cc}
\Omega+F_{11} & F_{12} \\
F_{21} & B_{22}+F_{22}
\end{array}\right)
$$

For any given $k(1 \leq k \leq m)$, we repartition $X^{*} A X, X^{*} B X, X^{*} E X$, and $X^{*} F X$ with $k$ -by- $k(1,1)$ blocks as follows:

$$
\left(\begin{array}{cc}
A_{11}^{(k)} & 0  \tag{3.5}\\
0 & A_{22}^{(k)}
\end{array}\right), \quad\left(\begin{array}{cc}
B_{11}^{(k)} & 0 \\
0 & B_{22}^{(k)}
\end{array}\right), \quad\left(\begin{array}{cc}
E_{11}^{(k)} & E_{12}^{(k)} \\
E_{21}^{(k)} & E_{22}^{(k)}
\end{array}\right), \quad\left(\begin{array}{cc}
F_{11}^{(k)} & F_{12}^{(k)} \\
F_{21}^{(k)} & F_{22}^{(k)}
\end{array}\right)
$$

It can be seen that

$$
\begin{array}{ll}
A_{11}^{(k)}=\lambda_{0} \Omega_{(1: k, 1: k)}, & A_{22}^{(k)}=\operatorname{diag}\left(\lambda_{0} \Omega_{(k+1: m, k+1: m)}, A_{22}\right), \\
B_{11}^{(k)}=\Omega_{(1: k, 1: k)}, & B_{22}^{(k)}=\operatorname{diag}\left(\Omega_{(k+1: m, k+1: m)}, B_{22}\right)
\end{array}
$$

where $\Omega_{(i: j, i: j)}$ is the MATLAB-like notation for $\Omega$ 's submatrix consisting of the intersections of rows $i$ through $j$ and columns $i$ through $j$. Similarly to those in (2.19a)(2.19g) define

$$
\begin{gather*}
\Delta_{i j}^{(k)}=\left[B_{i i}^{(k)}\right]^{-1 / 2} F_{i j}^{(k)}\left[B_{j j}^{(k)}\right]^{-1 / 2},  \tag{3.6a}\\
Y^{(k)}=\operatorname{diag}\left(\left[I+\Delta_{11}^{(k)}\right]^{-1 / 2}\left[B_{11}^{(k)}\right]^{-1 / 2},\left[I+\Delta_{22}^{(k)}\right]^{-1 / 2}\left[B_{22}^{(k)}\right]^{-1 / 2}\right),  \tag{3.6~b}\\
\hat{F}_{i j}^{(k)}=\left[I+\Delta_{i i}^{(k)}\right]^{-1 / 2} \Delta_{i j}^{(k)}\left[I+\Delta_{j j}^{(k)}\right]^{-1 / 2} \quad \text { for } i \neq j,  \tag{3.6c}\\
\hat{A}_{i i}^{(k)}=\left[B_{i i}^{(k)}\right]^{-1 / 2} A_{i i}^{(k)}\left[B_{i i}^{(k)}\right]^{-1 / 2} \quad\left(=\lambda_{0} I \text { when } i=1\right),  \tag{3.6d}\\
\hat{E}_{i j}^{(k)}=\left[I+\Delta_{i i}^{(k)}\right]^{-1 / 2}\left[B_{i i}^{(k)}\right]^{-1 / 2} E_{i j}^{(k)}\left[B_{j j}^{(k)}\right]^{-1 / 2}\left[I+\Delta_{j j}^{(k)}\right]^{-1 / 2} \quad \text { for } i \neq j,  \tag{3.6e}\\
\hat{E}_{i i}^{(k)}=\left[I+\Delta_{i i}^{(k)}\right]^{-1 / 2}\left[B_{i i}^{(k)}\right]^{-1 / 2}\left(A_{i i}^{(k)}+E_{i i}^{(k)}\right)\left[B_{i i}^{(k)}\right]^{-1 / 2}\left[I+\Delta_{i i}^{(k)}\right]^{-1 / 2}-\hat{A}_{i i}^{(k)}, \tag{3.6f}
\end{gather*}
$$

and

$$
\begin{equation*}
\delta_{i j}^{(k)}=\left\|\Delta_{i j}^{(k)}\right\|_{2} \leq \sqrt{\left\|\left[B_{i i}^{(k)}\right]^{-1}\right\|_{2}\left\|\left[B_{j j}^{(k)}\right]^{-1}\right\|_{2}}\left\|F_{i j}^{(k)}\right\|_{2}, \quad \gamma_{i j}^{(k)}=\left(1-\delta_{i j}^{(k)}\right)^{-1 / 2}-1 \tag{3.7}
\end{equation*}
$$

We can bound $\hat{E}_{i j}^{(k)}$ and $\hat{F}_{i j}^{(k)}$ as follows:

$$
\begin{align*}
\left\|\hat{E}_{i i}^{(k)}\right\|_{2} & \leq \gamma_{i i}^{(k)}\left(2+\gamma_{i i}^{(k)}\right)\left\|\hat{A}_{i i}^{(k)}\right\|_{2} \leq \frac{\left\|\left[B_{i i}^{(k)}\right]^{-1 / 2} E_{i i}^{(k)}\left[B_{i i}^{(k)}\right]^{-1 / 2}\right\|_{2}}{1-\delta_{i i}^{(k)}}  \tag{3.8c}\\
& \leq \gamma_{i i}^{(k)}\left(2+\gamma_{i i}^{(k)}\right)\left\|\hat{A}_{i i}^{(k)}\right\|_{2}+\frac{\left\|\left[B_{i i}^{(k)}\right]^{-1}\right\|_{2}}{1-\delta_{i i}^{(k)}}\left\|E_{i i}^{(k)}\right\|_{2}  \tag{3.8d}\\
& \left\|\hat{F}_{i j}^{(k)}\right\|_{2} \leq \frac{\delta_{i j}^{(k)}}{\sqrt{\left(1-\delta_{i i}^{(k)}\right)\left(1-\delta_{j j}^{(k)}\right)}} \text { for } i \neq j . \tag{3.8e}
\end{align*}
$$

The gaps $\eta_{j}$ as previously defined, when applied to the current situation with the partitioning as in (3.5), are all zeros except when $k=m$ and $\lambda_{0}$ is not an eigenvalue of $A_{22}-\lambda B_{22}$. This makes Theorem 2.7 less favorable to apply than Theorem 2.8 because of the appearance of $\max _{i}\left\|\hat{E}_{i i}^{(k)}\right\|_{2}$. Also we are interested here only in how different copies of $\lambda_{0}$ change due to the perturbation. The following theorem is a consequence of Theorem 2.8.

Theorem 3.1. Suppose that the Hermitian definite GEP (3.2) is perturbed to (3.4) and assume (3.3). Let all assignments (3.5)-(3.7) hold. Then for any given $k$ $(1 \leq k \leq m)$, there are $k$ eigenvalues $\mu_{1} \geq \cdots \geq \mu_{k}$ of $\tilde{A}-\lambda \tilde{B}$ such that

$$
\begin{equation*}
\left|\mu_{j}-\lambda_{0}\right| \leq\left\|\hat{E}_{11}^{(k)}\right\|_{2}+\frac{\left\|\hat{E}_{21}^{(k)}-\hat{F}_{21}^{(k)}\left(\lambda_{0} I+\hat{E}_{11}^{(k)}\right)\right\|_{2}}{\sqrt{1-\left\|\hat{F}_{21}^{(k)}\right\|_{2}^{2}}} \quad \text { for } 1 \leq j \leq k \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
\sqrt{\sum_{j=1}^{k}\left|\mu_{j}-\lambda_{0}\right|^{2}} \leq\left\|\hat{E}_{11}^{(k)}\right\|_{\mathrm{F}}+\frac{\left\|\hat{E}_{21}^{(k)}-\hat{F}_{21}^{(k)}\left(\lambda_{0} I+\hat{E}_{11}^{(k)}\right)\right\|_{\mathrm{F}}}{\sqrt{1-\left\|\hat{F}_{21}^{(k)}\right\|_{2}^{2}}} \tag{3.10}
\end{equation*}
$$

What makes this theorem interesting is that the right-hand sides of the inequalities may increase with $k$, illustrating different sensitivities of different copies of the multiple eigenvalue $\lambda_{0}$.

Example 3.1. Consider matrices $A$ and $B$, slightly different from the ones in (3.1), by multiplying both 1000 and 2000 by 10 to avoid writing $\sqrt{10^{ \pm 3}}$ later in the analysis for the sake of presentational convenience. It can be seen that

$$
X=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad X^{*} A X=\left(\begin{array}{cc}
2 \times 10^{4} & 0 \\
0 & 2
\end{array}\right), \quad X^{*} B X=\left(\begin{array}{cc}
10^{4} & 0 \\
0 & 1
\end{array}\right)
$$

Perturb $A$ and $B$ by Hermitian matrices $E$ and $F$ with $\max _{i, j}\left\{\left|E_{(i, j)}\right|,\left|F_{(i, j)}\right|\right\} \leq \varepsilon$. Because $X$ here is a permutation matrix, $\max _{i, j}\left\{\left|\left(X^{*} E X\right)_{(i, j)}\right|,\left|\left(X^{*} F X\right)_{(i, j)}\right|\right\} \leq \varepsilon$ as well. We shall now use Theorem 3.1 to bound how much the two copies of the multiple eigenvalue 2 may be perturbed. The application is done for $k=1$ and 2 . Recall that the right-hand sides of (3.9) and (3.10) depend on $k$; let $\rho_{k}$ denote the right-hand side of (3.9).
$k=1: \quad \delta_{11}^{(k)} \leq 10^{-4} \varepsilon, \gamma_{11}^{(k)} \leq\left(\sqrt{1-10^{-4} \varepsilon}\right)^{-1}-1 \approx \frac{1}{2} \times 10^{-4} \varepsilon, \delta_{22}^{(k)} \leq \varepsilon$, and

$$
\begin{aligned}
\left|\hat{E}_{11}^{(k)}\right| & \leq 2 \gamma_{11}^{(k)}\left(2+\gamma_{11}^{(k)}\right)+\frac{10^{-4} \varepsilon}{1-10^{-4} \varepsilon} \approx 3 \times 10^{-4} \varepsilon, \\
\left|\hat{E}_{21}^{(k)}\right|,\left|\hat{F}_{21}^{(k)}\right| & \leq \frac{10^{-2} \varepsilon}{\left(1-10^{-4} \varepsilon\right)(1-\varepsilon)} \approx 10^{-2} \varepsilon
\end{aligned}
$$

Therefore, $\rho_{1} \lesssim 3 \times 10^{-4} \varepsilon+3 \times 10^{-2} \varepsilon \approx 3 \times 10^{-2} \varepsilon$ after dropping higher order terms in $\varepsilon$. Here and in what follows, this "approximately less than" notation means the inequality holds up to the first order in $\varepsilon$.
$k=2$ : Now the blocks in the second row and column are empty. We have

$$
\begin{aligned}
\delta_{11}^{(k)} & =\left\|\Delta_{11}^{(k)}\right\|_{2} \leq\left\|\Delta_{11}^{(k)}\right\| \mathrm{F} \leq \sqrt{1+2 \cdot 10^{-4}+10^{-8}} \varepsilon \approx\left(1+10^{-4}\right) \varepsilon \\
\gamma_{11}^{(k)} & \leq\left[1-\left(1+10^{-4}\right) \varepsilon\right]^{-1 / 2}-1 \approx \frac{1}{2}\left(1+10^{-4}\right) \varepsilon \\
\left\|\hat{E}_{11}^{(k)}\right\|_{2} & \leq 2 \gamma_{11}^{(k)}\left(2+\gamma_{11}^{(k)}\right)+\frac{\left(1+10^{-4}\right) \varepsilon}{1-\delta_{11}^{(k)}} \approx 3\left(1+10^{-4}\right) \varepsilon
\end{aligned}
$$

Therefore, $\rho_{2} \lesssim 3\left(1+10^{-4}\right) \varepsilon$, again after dropping higher order terms in $\varepsilon$. Putting these two facts together, we conclude that the perturbed pencil has one eigenvalue that is away from 2 by approximately no more than $3 \times 10^{-2} \varepsilon$, while its other eigenvalue is away from 2 by approximately no more than $3\left(1+10^{-4}\right) \varepsilon$. Further detailed examination reveals that the copy $20000 / 10000$ is much less sensitive to perturbations than the copy $2 / 1$. The bounds are rather sharp. For example, in $(3.1)$ if the $(1,1)$ th blocks of $A$ and $B$ are perturbed to $2+\varepsilon$ and $1-\varepsilon$, respectively, then the more sensitive copy $2 / 1$ is changed to $(2+\varepsilon) /(1-\varepsilon) \approx 2+3 \varepsilon$ whose first order term is $3 \varepsilon$, barely less than the bound on $\rho_{2}$. If $A$ and $B$ are perturbed to

$$
A \rightarrow\left(\begin{array}{cc}
2 & \varepsilon \\
\varepsilon & 20000
\end{array}\right), \quad B \rightarrow\left(\begin{array}{cc}
1 & -\varepsilon \\
-\varepsilon & 10000
\end{array}\right)
$$

where $\varepsilon \geq 0$, then the perturbed pencil has eigenvalues, to the first order of $\varepsilon$,

$$
2-3 \times 10^{-2} \varepsilon, \quad 2+3 \times 10^{-2} \varepsilon
$$

which suggests that our estimate on $\rho_{1}$ is also sharp.
4. An extension to non-Hermitian pencil. In this section we will make an attempt to derive a quadratic eigenvalue bound for diagonalizable non-Hermitian pencils subject to off-diagonal perturbations. Specifically, let

$$
\begin{gather*}
A=\begin{array}{c}
m \\
n
\end{array}\left(\begin{array}{cc}
m & n \\
A_{11} & \\
& A_{22}
\end{array}\right),
\end{gathered} \begin{gathered}
m=\begin{array}{cc}
m \\
n
\end{array}\left(\begin{array}{cc}
B_{11} & n \\
& B_{22}
\end{array}\right),  \tag{4.1a}\\
\tilde{A}=\left(\begin{array}{ll}
A_{11} & E_{12} \\
E_{21} & A_{22}
\end{array}\right),
\end{gather*} \quad \tilde{B}=\left(\begin{array}{ll}
B_{11} & F_{12}  \tag{4.1b}\\
F_{21} & B_{22}
\end{array}\right), ~ \$
$$

be non-Hermitian matrices. We assume that $B$ is nonsingular and $A-\lambda B$ is diagonalizable. So $A-\lambda B$ has only finite eigenvalues, and there exist nonsingular matrices $X=$ $\operatorname{diag}\left(X_{1}, X_{2}\right) \quad$ and $\quad Y=\operatorname{diag}\left(Y_{1}, Y_{2}\right) \quad$ such that $Y A X=\Lambda=\operatorname{diag}\left(\Lambda_{1}, \Lambda_{2}\right)$ and $Y B X=I$, where $X_{1}, Y_{1}$, and $\Lambda_{1}$ are $m$-by- $m$ and $\Lambda$ is the diagonal matrix of eigenvalues. The last assumption loses little generality, since if $A-\lambda B$ is regular and diagonalizable but $B$ is singular (hence infinite eigenvalues exist), we can apply the results below to $A-\lambda(B-\alpha A)$ for a suitable scalar $\alpha$ such that $B-\alpha A$ is nonsingular (the regularity assumption of $A-\lambda B$ ensures the existence of such $\alpha)$. The eigenvalues $v$ of $A-\lambda(B-$ $\alpha A)$ and $\tau$ of $A-\lambda B$ are related by $\nu=\tau /(1-\alpha \tau)$.

We will establish a bound on $|\mu-\tilde{\mu}|$, where $\mu$ is an eigenvalue of $A-\lambda B$ and $\tilde{\mu}$ is an eigenvalue of $\tilde{A}-\lambda \tilde{B}$.

Theorem 4.1. Let $A, B, \tilde{A}, \tilde{B}$ be as in (4.1a) and (4.1b). Suppose that there exist nonsingular matrices $X=\operatorname{diag}\left(X_{1}, X_{2}\right)$ and $Y=\operatorname{diag}\left(Y_{1}, Y_{2}\right)$ such that $Y A X=\Lambda$ is diagonal and $Y B X=I$. If $\tilde{\mu}$ is an eigenvalue of $\tilde{A}-\lambda \tilde{B}$ such that

$$
\eta_{k} \stackrel{\text { def }}{=} \min _{\mu \in \operatorname{eig}\left(A_{k k}, B_{k k}\right)}|\tilde{\mu}-\mu|>0
$$

for $k=1$ or 2 , then $A-\lambda B$ has an eigenvalue $\mu$ such that

$$
\begin{align*}
|\tilde{\mu}-\mu| \leq & \|X\|_{2}\|Y\|_{2}\left\|E_{12}-\tilde{\mu} F_{12}\right\|_{2}\left\|E_{21}-\tilde{\mu} F_{21}\right\|_{2}\left\|\left(A_{k k}-\tilde{\mu} B_{k k}\right)^{-1}\right\|_{2}  \tag{4.2a}\\
& \leq \frac{\kappa_{2}(X) \kappa_{2}(Y)\left\|E_{12}-\tilde{\mu} F_{12}\right\|_{2}\left\|E_{21}-\tilde{\mu} F_{21}\right\|_{2}}{\eta_{k}} \tag{4.2~b}
\end{align*}
$$

Proof. We prove the result only for $k=2$. The proof for $k=1$ is entirely analogous. Suppose that $\tilde{\mu} \notin \operatorname{eig}\left(A_{22}, B_{22}\right)$ is an eigenvalue of $\tilde{A}-\lambda \tilde{B}$. Thus $\tilde{A}-\tilde{\mu} \tilde{B}$ is singular. Defining the nonsingular matrices

$$
\begin{gathered}
W_{L}=\left(\begin{array}{cc}
I & -\left(E_{12}-\tilde{\mu} F_{12}\right)\left(A_{22}-\tilde{\mu} B_{22}\right)^{-1} \\
0 & I
\end{array}\right), \\
W_{R}=\left(\begin{array}{cc}
I & 0 \\
-\left(A_{22}-\tilde{\mu} B_{22}\right)^{-1}\left(E_{21}-\tilde{\mu} F_{21}\right) & I
\end{array}\right),
\end{gathered}
$$

we see that

$$
\begin{aligned}
& \operatorname{diag}\left(Y_{1}, I_{n}\right) W_{L}(\tilde{A}-\tilde{\mu} \tilde{B}) W_{R} \operatorname{diag}\left(X_{1}, I_{n}\right) \\
& \quad=\operatorname{diag}\left(Y_{1}, I_{n}\right) \\
& \quad \times\left(\begin{array}{cc}
A_{11}-\tilde{\mu} B_{11}-\left(E_{12}-\tilde{\mu} F_{12}\right)\left(A_{22}-\tilde{\mu} B_{22}\right)^{-1}\left(E_{21}-\tilde{\mu} F_{21}\right) & 0 \\
0 & A_{22}-\tilde{\mu} B_{22}
\end{array}\right) \\
& \quad \times \operatorname{diag}\left(X, I_{n}\right) \\
& =\left(\begin{array}{cc}
\Lambda_{1}-\tilde{\mu} I_{m}-Y_{1}\left(E_{12}-\tilde{\mu} F_{12}\right)\left(A_{22}-\tilde{\mu} B_{22}\right)^{-1}\left(E_{21}-\tilde{\mu} F_{21}\right) X_{1} & 0 \\
0 & A_{22}-\tilde{\mu} B_{22}
\end{array}\right)
\end{aligned}
$$

Since this matrix is also singular, it follows that $A_{11}-\lambda B_{11}$ must have an eigenvalue $\mu$ that satisfies

$$
\begin{aligned}
|\tilde{\mu}-\mu| & \leq\left\|Y_{1}\right\|_{2}\left\|\left(E_{12}-\tilde{\mu} F_{12}\right)\left(A_{22}-\tilde{\mu} B_{22}\right)^{-1}\left(E_{21}-\tilde{\mu} F_{21}\right)\right\|_{2}\left\|X_{1}\right\|_{2} \\
& \leq \frac{1}{\eta_{k}}\left\|X_{1}\right\|_{2}\left\|X_{2}^{-1}\right\|_{2}\left\|Y_{1}\right\|_{2}\left\|Y_{2}^{-1}\right\|_{2}\left\|E_{12}-\tilde{\mu} F_{12}\right\|_{2}\left\|E_{21}-\tilde{\mu} F_{21}\right\|_{2}
\end{aligned}
$$

where we have used

$$
\left\|\left(A_{22}-\tilde{\mu} B_{22}\right)^{-1}\right\|_{2}=\left\|X_{2}^{-1}\left(\Lambda_{2}-\tilde{\mu} I\right)^{-1} Y_{2}^{-1}\right\|_{2} \leq\left\|X_{2}^{-1}\right\|_{2}\left\|Y_{2}^{-1}\right\|_{2} / \eta_{k}
$$

Now use $\|X\|_{2}=\max \left\{\left\|X_{1}\right\|_{2},\left\|X_{2}\right\|_{2}\right\}$ and $\left\|X^{-1}\right\|_{2}=\max \left\{\left\|X_{1}^{-1}\right\|_{2},\left\|X_{2}^{-1}\right\|_{2}\right\}$ to get (4.2b) for the case $k=2$.

When the pencils $A-\lambda B$ and $\tilde{A}-\lambda \tilde{B}$ are Hermitian definite and (2.3) holds, we have $\kappa_{2}(X)=\kappa_{2}(Y)=1$; so (4.2b) reduces to $|\tilde{\mu}-\mu| \leq\left\|E_{12}-\tilde{\mu} F_{12}\right\|_{2}^{2} / \eta_{k}$. This is similar to our earlier result (2.15), except for the slight difference in the denominator. If we further let $F_{12}=0$, then the expression (4.2b) becomes exactly that of the quadratic residual bound in [10] for Hermitian matrices. However, (4.2b) does not give a one-to-one pairing between the eigenvalues of $A-\lambda B$ and $\tilde{A}-\lambda \tilde{B}$.

The assumption that $\eta_{k}>0$ is a reasonable one when there is a gap between $\operatorname{eig}\left(A_{k k}, B_{k k}\right)$ for $k=1,2$, because then it is reasonable to expect that $\tilde{\mu}$ is very near one of them but away from the other.
5. Concluding remarks. In this paper we have shown three different approaches for constructing perturbation bounds between the eigenvalues of $A-\lambda B$ and those of $\tilde{A}-\lambda \tilde{B}$ as well as the eigenvalues of $A_{11}-\lambda B_{11}$ and some of those of $\tilde{A}-\lambda \tilde{B}$. Our bounds work well regardless of eigenvalue gaps, and they are sharper than existing ones. The distinguished feature that different copies of a multiple eigenvalue may exhibit quite different sensitivities can also be explained by our bounds. As an attempt to extend our earlier quadratic perturbation bounds for Hermitian definite pencils, we also investigated a diagonalizable matrix pencil and obtained a quadratic perturbation bound for it.

Appendix A. The min-max principle. The results in this section are known and hold for any GEP $A-\lambda B$ for which $A$ and $B$ are Hermitian and $B$ is positive definite, not necessarily having the form as in (1.1). Assume $A$ and $B$ are such $N \times N$ matrices and the eigenvalues of $A-\lambda B$ are

$$
\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N}
$$

The min-max principle [1], [13], [14] is often stated for the standard Hermitian eigenvalue problem, i.e., $B=I_{N}$. But it can be easily extended to the GEP. Namely,

$$
\begin{equation*}
\lambda_{j}=\min _{\mathcal{S}_{N-j+1}} \max _{x \in \mathcal{S}_{N-j+1}} \frac{x^{*} A x}{x^{*} B x}, \quad \lambda_{j}=\max _{\mathcal{S}_{j}} \min _{x \in \mathcal{S}_{j}} \frac{x^{*} A x}{x^{*} B x}, \tag{A.1}
\end{equation*}
$$

where $\mathcal{S}_{j}$ denotes a $j$-dimensional subspace of $\mathbb{C}^{N}$. In fact, since

$$
B^{1 / 2}\left\{\mathcal{S}_{j} \subset \mathbb{C}^{N}\right\}=\left\{\mathcal{S}_{j} \subset \mathbb{C}^{N}\right\}, \quad \operatorname{eig}(A, B)=\operatorname{eig}\left(B^{-1 / 2} A B^{-1 / 2}\right)
$$

we have

$$
\begin{equation*}
\max _{\mathcal{S}_{j}} \min _{x \in \mathcal{S}_{j}} \frac{x^{*} A x}{x^{*} B x}=\max _{\mathcal{S}_{j}} \min _{y \in \mathcal{S}_{j}} \frac{y^{*} B^{-1 / 2} A B^{-1 / 2} y}{y^{*} y}=\lambda_{j}, \tag{A.2}
\end{equation*}
$$

where the last equality is due to the max-min principle for the standard Hermitian eigenvalue problem. The second equation in (A.1) is thus obtained. In the same way, we can get the first equation in (A.1). In particular, (A.1) gives

$$
\lambda_{1}=\max _{x} \frac{x^{*} A x}{x^{*} B x}, \quad \lambda_{N}=\min _{x} \frac{x^{*} A x}{x^{*} B x} .
$$

The Cauchy interlacing property [13] can be extended to the GEP, too. Let $A_{1}$ and $B_{1}$ be obtained by deleting the $k$ th rows and columns from both $A$ and $B$, respectively. Then $A_{1}$ and $B_{1}$ are still Hermitian, and $B_{1}$ is still positive definite. Denote the eigenvalues of $A_{1}-\lambda B_{1}$ by

$$
\mu_{1} \geq \mu_{2} \geq \cdots \geq \mu_{N-1}
$$

Then by (A.1) and the same argument as that in the proof for the standard case [4, p. 186], one can prove

$$
\begin{equation*}
\lambda_{1} \geq \mu_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{j} \geq \mu_{j} \geq \lambda_{j+1} \geq \cdots \geq \mu_{N-1} \geq \lambda_{N} \tag{A.3}
\end{equation*}
$$
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