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Abstract

Local search algorithms for NP-hard problems such as Max-Cut frequently perform much better in practice than worst-case analysis suggests. Smoothed analysis has proved an effective approach to understanding this: a substantial literature shows that when a small amount of random noise is added to input data, local search algorithms typically run in polynomial or quasi-polynomial time. In this paper, we provide the first example where a local search algorithm for the Max-Cut problem fails to be efficient in the framework of smoothed analysis. Specifically, we construct a graph with \( n \) vertices where the smoothed runtime of the 3-FLIP algorithm can be as large as \( 2^{\Omega(\sqrt{n})} \).

Additionally, for the setting without random noise, we give a new construction of graphs where the runtime of the FLIP algorithm is \( 2^{\Omega(n)} \) for any pivot rule. These graphs are much smaller and have a simpler structure than previous constructions.

1 Introduction

In the Max-Cut problem, the vertices of a weighted graph have to be partitioned into two sets such that the sum of the weights of all edges crossing between the sets is maximal. Since this problem is computationally hard to solve [Kar72], local search is often used to compute reasonably good solutions in an acceptable time. A standard form of local search for the Max-Cut problem is the FLIP algorithm which repeatedly moves individual vertices across the cut until it reaches a local optimum; similarly, the \( k \)-FLIP algorithm moves up to \( k \) vertices in each step. The FLIP algorithm performs well in practice [GNWZ95, DHL99], despite the fact that there exist graphs where the algorithm takes exponential time to terminate [SY91, ET11, MT10].

An important approach for closing the gap between the worst-case analysis and the empirical performance of algorithms is through smoothed analysis [ST04]. This method has been particularly effective for local search algorithms [Man15]. In this framework, the runtime of the FLIP algorithm is analysed after a small amount of random noise is added to the edge weights of the graph. Recent work has shown that the smoothed runtime of the FLIP algorithm is polynomial or quasi-polynomial in various different
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settings [ER17, CGVG+20, ET11, GGM22, ABPW17, BCC21]. Similarly, the 2-FLIP algorithm has been shown to have a smoothed quasi-polynomial runtime in complete graphs [CGVGY23].

In this paper, we consider the 3-FLIP algorithm. In light of the previous work, it might be expected that smoothed analysis should give the same picture, with a polynomial or near-polynomial smoothed runtime. We show that this is not the case: the smoothed runtime of the 3-FLIP algorithm in an n-vertex graph can be exponentially large in $\sqrt{n}$.

**Theorem 1.1.** For all $n \in \mathbb{N}$ there exist graphs $G$ with $O(n)$ vertices such that the following holds. Let $a < b$ be real numbers. Suppose that the edge weights of $G$ are chosen uniformly at random in $[a, b]$ and consider a uniformly random initial cut of $G$. Then, with high probability there are executions of the 3-FLIP algorithm from this initial cut that take $2^{\Omega(\sqrt{n})}$ steps.

This is the first example of a local search algorithm for the Max-Cut problem whose smoothed runtime can be inefficient. We note that Theorem 1.1 is also quite robust: the weights can be smoothed across any interval, and the proofs could be adjusted to handle other smoothing distributions.

Returning to the non-smoothed problem, we also give a new construction of graphs with maximum degree four where the FLIP algorithm takes exponential time to terminate. While graphs with these properties were previously constructed by Monien and Tscheuschner [MT10], our construction has a simpler structure and uses fewer vertices. Additionally, there is exactly one execution of the FLIP algorithm in our graph that ends in a local optimum, while in previous constructions there were multiple.

**Theorem 1.2.** For all $n \in \mathbb{N}$ there exist graphs with $O(n)$ vertices and maximum degree four which have an initial cut from which the unique execution of the FLIP algorithm that ends in a local optimum takes $\Omega(2^n)$ steps.

This paper is organized as follows. In Sections 1.1 and 1.2 we give some background on local search and smoothed analysis for the Max-Cut problem. We then provide the new construction of graphs with the properties from Theorem 1.2 in Section 2. Theorem 1.1 is proved in Section 3. We conclude with some discussion in Section 4.

### 1.1 Local Search

The Max-Cut problem has found many practical applications, including circuit layout design [BGJR88, CKC83, Pin84, CD87], clustering [PZ06], the analysis of newsgroups [ARSX03], and more [PT95, BH91, CCG04, Bra07]. However, Max-Cut is NP-hard [Kar72], and so there likely exists no efficient algorithm solving this problem. Instead, in applications of Max-Cut, local search is often used to compute large cuts in a short amount of time.

Local search algorithms are successful in a variety of optimization problems, such as linear programming [ST04] or the travelling salesman problem [JM97]. For Max-Cut, a simple but successful form of local search is the FLIP algorithm, which starts with some initial cut and then repeatedly moves individual vertices across the cut until it reaches a local optimum. A pivot rule determines which vertex to move if there are multiple vertices that could be moved to yield a local improvement. **Local Max-Cut** is the problem of finding a local optimum, that is a cut which cannot be improved by flip-
ping the position of a single vertex. The Local Max-Cut problem is related to Hopfield neural networks [Hop82] and Nash equilibria in party affiliation games [FPT04].

While the FLIP algorithm performs well in practice [GNWZ95, DHL99], worst-case analysis cannot explain its good performance. Schäffer and Yannakakis [SY91] have shown that the Local Max-Cut problem is PLS-complete where PLS is the complexity class of all polynomial local search problems. This is already the case even for Local Max-Cut on graphs whose maximum degree is five [ET11]. Not only does this prove that the Local Max-Cut problem cannot be solved efficiently unless PLS ⊆ P, it also implies that there exist graphs where the FLIP algorithm takes exponential time to terminate. In fact, Monien and Tscheuschner [MT10] have shown that there are graphs of maximum degree four with this property. We provide a new construction of such graphs, proving Theorem 1.2. Note that the condition of having maximum degree four cannot be reduced since the FLIP algorithm runs in polynomial time on graphs whose maximum degree is three [Pol95].

### 1.2 Smoothed Analysis

Besides the FLIP algorithm, there are also many other algorithms whose worst case analysis incorrectly predicts their real-world performance. To explain this difference for the simplex algorithm, Spielman and Teng [ST04] introduced smoothed analysis. This framework adds a small amount of random noise to the input data to model slight imprecisions occurring in the real world. If the expected runtime of an algorithm on these perturbed inputs is efficient, this may explain why the algorithm has a good practical performance. Smoothed analysis has been applied to many areas in computer science [MR11, ST09], in particular to local search algorithms [ERV14, AMR11, Man15].

To perform a smoothed analysis of the FLIP algorithm, we add a small amount of random noise to each edge weight of the graph. In this setting, Etscheid and Röglin [ER17] have shown that the FLIP algorithm runs in smoothed quasi-polynomial time. This means that the expected runtime is bounded by $\phi n^{O(\log n)}$ where $\phi$ is a parameter controlling magnitude of the perturbations applied to the inputs. This bound was later improved to $\phi n^{O(\sqrt{\log n})}$ by [CGVG+20]. Moreover, in graphs with logarithmic maximum degree and in complete graphs, the FLIP algorithm runs in smoothed polynomial time [ET11, GGM22, ABPW17]. The best known smoothed runtime bound for the FLIP algorithm in complete graphs is $O(\phi n^{7.83})$ [BCC21].

There are also local search algorithms for the Max-Cut problem which move more than one vertex across the cut in each step [KL70, GNWZ95]. One such algorithm is the k-FLIP algorithm which moves up to $k$ vertices in each step. k-Opt Local Max-Cut is the corresponding problem of finding a cut which cannot be improved even if we are allowed to move up to $k$ vertices across the cut at once. As already noted, the 2-FLIP algorithm has a smoothed quasi-polynomial runtime in complete graphs [CGVGY23]. This result assumes that the pivot rule never moves two vertices if moving just one of them provides a higher improvement.

The proofs of these results show that with a small amount of random noise, the expected number of steps of every possible execution of the local search from any initial cut is at most quasi-polynomial. In contrast, we show with Theorem 1.1 that this is not true for the 3-FLIP algorithm. Even if a large amount of random noise is added
to the graph and if we consider a random initial cut, the runtime of the 3-FLIP algorithm can nevertheless be as large as $2^\Omega(\sqrt{n})$. This provides the first example where a local search algorithm for the Max-Cut problem has a superpolynomial smoothed runtime. However, we also note that the long local search sequences in our example contain moves with three vertices where moving just one of them would yield a higher improvement. It therefore remains open whether the 3-FLIP algorithm could have an efficient smoothed runtime for pivot rules that do not make such moves, such as the greedy pivot rule, or for restricted graph classes.

1.3 Preliminaries

For any integer $k \in \mathbb{N}$, we write $[k] := \{1, \ldots, k\}$. If $G = (V, E)$ is a graph, we denote by $N(v)$ the neighbourhood of a vertex $v$. A cut of $G$ is a function $\sigma : V \to \{-1, 1\}$. This cut partitions the vertices of $G$ into $\{v \in V : \sigma(v) = 1\}$ and $\{v \in V : \sigma(v) = -1\}$. We say that an edge $uv \in E$ crosses the cut if $\sigma(u) \neq \sigma(v)$. If $G$ is weighted, we denote its edge weights by $X \in \mathbb{R}^E$. The value of a cut $\sigma$ is

$$v(\sigma) := \frac{1}{2} \sum_{uv \in E} (1 - \sigma(u)\sigma(v))X_{uv}.$$ 

Thus, the Max-Cut problem is the problem of finding a cut $\sigma$ which maximizes $v(\sigma)$.

A $k$-flip sequence is a sequence $L = V_1, \ldots, V_\ell$ of subsets $V_i \subseteq V$ such that $|V_i| \leq k$ for all $i \in [\ell]$. $L$ can be interpreted as a sequence of $\ell$ moves whose $i$-th step moves all vertices from $V_i$ across the cut. For some initial cut $\sigma$, we define $\sigma^L$ to be the cut obtained from $\sigma$ by performing all moves from $L$. This means that $\sigma^L$ is defined by $\sigma^L(v) := (-1)^{n(v)}\sigma(v)$ where $n(v)$ denotes the number of occurrences of $v$ in $L$. The change in the cut value caused by performing all moves from $L$ is $\Delta^L(\sigma) := v(\sigma^L) - v(\sigma)$. For example, for a single vertex $v$, it can be checked that

$$\Delta^v(\sigma) = \sum_{u \in N(v)} \sigma(u)\sigma(v)X_{uv}.$$ 

Finally, $L$ is improving from $\sigma_0$ if $\Delta^L(\sigma_i) > 0$ for all $i \in [\ell]$ where $\sigma_i$ is defined inductively by $\sigma_i := \sigma^{V_i}_{\sigma_{i-1}}$. With these definitions, an execution of the $k$-FLIP algorithm corresponds to an improving $k$-flip sequence ending in a local optimum.

2 Runtime of the FLIP algorithm

First, we present a small graph where the FLIP algorithm takes exponential time to terminate. Our example is given by the graph $G_3$ and its initial cut depicted in Figure 1. Using $O(n)$ vertices, this graph generates exponential improving sequences of length $\Omega(3^n)$. The graph is constructed inductively as follows:

- The base case is a graph $F_0$ consisting of a single edge $v_{0,1}v_{0,8}$ with weight 7 whose endpoints are on opposite sides of the cut.
- We construct a graph $F_n$ from $F_{n-1}$ by adding a path with eight new vertices $v_{n,1}, \ldots, v_{n,8}$ to the graph, with consecutive vertices positioned on alternating
Figure 1: A graph $G_n$ with $O(n)$ vertices where the FLIP algorithm runs in time $\Omega(3^n)$.

sides of the cut and $v_{n,1}$ on the same side of the cut as $v_{n-1,1}$. For all $k \in [7]$, the edge $v_{n,k}v_{n,k+1}$ is assigned a weight of $(7 - 2\lfloor k/2 \rfloor) \cdot 8^n$.

The new vertices are joined to those of $F_{n-1}$ as follows: $v_{n,2}$, $v_{n,4}$, and $v_{n,6}$ are joined to $v_{n-1,1}$. These edges are assigned a weight of $8^n$ except for the edge $v_{n,4}v_{n-1,1}$ which receives the negative weight $-8^n$. The vertices $v_{n,3}$, $v_{n,5}$, and $v_{n,7}$ are connected to $v_{n-1,8}$ with edges of weight of 1, expect that the weight of the edge $v_{n,5}v_{n-1,8}$ is $-1$.

- To obtain $G_n$, two new vertices $w_1$ and $w_2$ are added to $F_n$ with $w_1$ on the same side of the cut as $v_{n,1}$ and $w_2$ on the opposite side. Then, $w_1$ is joined to $v_{n,1}$ with an edge of weight $8^{n+1}$ and $w_2$ is joined to $w_1$ with an edge of weight $2 \cdot 8^{n+1}$.

In total, $G_n$ has $8n + 4 \in O(n)$ vertices and $13n + 3 \in O(n)$ edges whose weights range (in modulus) from 1 to $2 \cdot 8^{n+1}$. The maximum degree of $G_n$ is four.

The idea behind this construction is that the initial configuration of $F_n$ is a local max-cut, but moving the start vertex $v_{n,1}$ across this cut will trigger an exponential improving sequence. This sequence will then move the vertices $v_{n,2}$ to $v_{n,8}$ one-by-one across the cut. Moreover, while doing so, it forces the improving sequence of $F_{n-1}$ to be performed three times, once each after the moves of $v_{n,2}$, $v_{n,4}$, and $v_{n,6}$. This results in the exponential growth of the length of that sequence. Because the additional vertices
of $G_n$ ensure that moving $v_{n,1}$ across the cut in the first step is improving, $G_n$ will perform this exponential improving sequence. Moreover, we can prove that this is in fact the unique improving sequence of $G_n$. This gives the following result.

**Theorem 2.1.** For the graph $G_n$ and its initial cut depicted in Figure 1, the unique improving sequence that ends in a local optimum has length $\Omega(3^n)$.

**Proof.** Let $L_0 := v_{0,1}, v_{0,8}$ and

$$L_n := v_{n,1}, v_{n,2}, L_{n-1}, v_{n,3}, v_{n,4}, L_{n-1}, v_{n,5}, v_{n,6}, L_{n-1}, v_{n,7}, v_{n,8}.$$  

The length of $L_n$ is $\Omega(3^n)$, and a simple induction shows that $L_n$ moves every vertex of $F_n$ an odd number of times across the cut ($w_1$ and $w_2$ remain fixed). We claim that $L_n$ is improving from the initial cut of $G_n$. For this purpose, we will show by induction on $n$ that every step of $L_n$, except for potentially the first step, is improving when starting from the initial cut of $F_n$. This is clearly satisfied for the base case $L_0$. For any $n > 0$, consider the following cases:

- **Let $k \in \{2, 4, 6, 8\}.** Then, since the weight of the edge $v_{n,k}v_{n,k-1}$ is higher than the absolute weights of all other edges incident to $v_{n,k}$ combined, moving $v_{n,k}$ across the cut is improving if and only if $v_{n,k}$ and $v_{n,k-1}$ are on the same side of the cut. This condition is satisfied during the move of $v_{n,k}$ in $L_n$ since $v_{n,k}$ and $v_{n,k-1}$ start on opposite sides of the cut but $v_{n,k-1}$ moves across the cut immediately before $v_{n,k}$. Hence, the move of $v_{n,k}$ in $L_n$ is improving.

- **Let $k \in \{3, 7\}.** In this case, the edges $v_{n,k}v_{n,k-1}$ and $v_{n,k}v_{n,k+1}$ have the same weight while the third edge $v_{n,k}v_{n-1,8}$ has a weight of 1. So, there are two situations in which moving $v_{n,k}$ across the cut is improving: Either $v_{n,k-1}$ and $v_{n,k+1}$ are both on the same side of the cut as $v_{n,k}$, or this is satisfied by one of these two vertices and additionally the vertex $v_{n-1,8}$. Because $v_{n,k}$ and $v_{n-1,8}$ start on opposite sides of the cut and $L_{n-1}$ moves $v_{n-1,8}$ an odd number of times across the cut, $v_{n-1,8}$ will be on the same side of the cut as $v_{n,k}$ during the move of $v_{n,k}$ in $L_n$. This is also true for $v_{n,k-1}$ since $v_{n,k-1}$ starts on the opposite side of the cut from $v_{n,k}$ but moves exactly once across the cut before the move of $v_{n,k}$. Hence, the second condition from above is satisfied, and so the move of $v_{n,k}$ in $L_n$ is also improving.

- **For $v_{n,5}$, the behaviour is almost exactly the same as for $v_{n,3}$ and $v_{n,7}$, except that $v_{n-1,8}$ must be on the opposite side of the cut from $v_{n,5}$ to make the move of $v_{n,5}$ improving. Since this is satisfied in $L_{n-1}$, the move of $v_{n,5}$ is also improving.**

- **Whenever $v_{n-1,1}$ moves in $L_n$ as the first step of $L_{n-1}$, it can be checked that either $v_{n,2}$ and $v_{n,6}$ will both be on the same side of the cut as $v_{n-1,1}$, or this is satisfied by one of these two vertices and additionally $v_{n,4}$ is on the opposite side of the cut. In both of these cases, the contributions of the mentioned vertices outweigh all other edges incident to $v_{n-1,1}$ combined, ensuring that the moves of $v_{n-1,1}$ in $L_n$ are improving.**

- **We also have to reverify that the moves of $v_{n-1,8}$ in $L_n$ as part of $L_{n-1}$ are improving because we have connected new edges to that vertex. However, this is no problem: The weight of the edge $v_{n-1,8}v_{n-1,7}$ is still higher than the absolute weights of all other edges incident to $v_{n-1,8}$ combined. As for $v_{n,8}$, we therefore get that the moves of $v_{n-1,8}$ in $L_n$ are improving.**
Finally, all other moves of $L_{n-1}$ are improving in $L_n$ by induction since we connected no new edges to these vertices and so the improvements of these moves in $L_n$ when starting from $F_n$ are the same as the improvements of these moves in $L_{n-1}$ when starting from $F_{n-1}$.

Hence, every move of $L_n$, except for potentially the first move, is improving when starting from the initial cut of $F_n$. Due to the additional vertices and edges from $G_n$, the first move of $L_n$ in $G_n$ will also be improving. Therefore, $L_n$ is an improving sequence of length $\Omega(3^n)$ in $G_n$.

Lastly, we will show that $L_n$ is the only improving sequence of $G_n$ ending in a local optimum, which concludes the proof of the theorem. For this, we show that each move of $L_n$ is the unique improving move at that time step. Then, every improving sequence must perform exactly the moves from $L_{n-1}$, as required. Again, we divide into cases:

- For $k \in \{2, 4, 6, 8\}$, recall that moving $v_{n,k}$ across the cut is improving if and only if $v_{n,k}$ and $v_{n,k-1}$ are on the same side of the cut. However, these two vertices start on opposite sides of cut, and this remains true until $v_{n,k-1}$ moves. Moreover, because $v_{n,k}$ moves immediately after $v_{n,k-1}$, these vertices will again be on opposite sides of the cut after the move of $v_{n,k}$. Hence, $v_{n,k}$ and $v_{n,k-1}$ are both on the same side of the cut during the move of $v_{n,k}$ in $L_n$, and so $v_{n,k}$ cannot move at any other time step. Similar arguments apply to $v_{n-1,8}$.

- For $k \in \{3, 7\}$, recall that moving $v_{n,k}$ across the cut is improving if and only if either $v_{n,k-1}$ and $v_{n,k+1}$ are both on the same side of the cut as $v_{n,k}$, or if this is satisfied by one of these two vertices and additionally the vertex $v_{n-1,8}$. It can be checked that the first case never occurs while the second case is only satisfied when $v_{n,k}$ moves in $L_n$. Hence, $v_{n,k}$ cannot move at any other time step than during its move in $L_n$. Similar arguments apply to $v_{n,5}$.

- For $v_{n-1,1}$, note that a move of that vertex can only become improving if one of its adjacent vertices has moved. Since we already know that $v_{n-1,1}$ moves immediately after every move of $v_{n,2}$, $v_{n,4}$, or $v_{n,6}$ in $L_n$, this could only be problematic if a move of $v_{n-1,1}$ becomes improving after one of the moves of $v_{n-1,2}$ in $L_n$. However, this is never the case because $v_{n-1,2}$ will always move to the opposite side of the cut from $v_{n-1,1}$ and will therefore only reinforce the current position of $v_{n-1,1}$ on its side of the cut.

- Finally, for all other vertices of $F_{n-1}$, we can show by induction that they cannot move at any other time step than during their moves in $L_n$.

Hence, a move of a vertex of $F_n$ is only improving when this vertex moves in $L_n$. Moreover, a move of $w_1$ or $w_2$ is never improving in $G_n$. This is again due to similar reasons as for $v_{n,2}$, $v_{n,4}$, $v_{n,6}$, and $v_{n,8}$: Because the edge between $w_1$ and $w_2$ outweighs all other edges incident to these vertices, moving one of these two vertices is only improving if they are both on the same side of the cut, but this is never the case. Hence, as required, the moves of $L_n$ are the unique improving moves at their time steps.

In particular, because the FLIP algorithm performs an improving sequence until it reaches a local optimum, it needs an exponential number of steps to terminate for the graph $G_n$, and this holds regardless of the chosen pivot rule. This proves Theorem 1.2.
3 Smoothed runtime of the 3-FLIP algorithm

Next, we show that the 3-FLIP algorithm can have a superpolynomial smoothed runtime even if we choose all edge weights of the graph uniformly at random.

3.1 Linear combinations of uniform random variables

We will need a result about linear combinations of uniform random variables with coefficients $-1$ and 1. We will prove that with high probability these linear combinations can approximate any value in a large interval up to some exponentially small error. Since the local improvements during the execution of the 3-FLIP algorithm correspond to such linear combinations, this will allow us to control these local improvements in graphs whose edge weights are chosen uniformly at random.

**Theorem 3.1.** There exists $c > 0$ such that the following holds. Let $n \in \mathbb{N}$ be a natural number, $b \in \mathbb{R}$ be a real number, and $X_1, \ldots, X_{2n}$ be independent random variables chosen uniformly at random in the interval $[b, b+1]$. Then, it holds that

$$\mathbb{P} \left( \forall x \in \left[-\frac{n}{5}, \frac{n}{5}\right] : \min_{a_1, \ldots, a_{2n} \in \{-1,1\}} \left| x - \sum_{i=1}^{2n} a_i X_i \right| < 2^{-cn} \right) \geq 1 - 2^{-\Omega(n)}.$$

The idea of the proof of this theorem is as follows. For $Y_i := X_i - X_{n+i}$, we want to look at the set $A_k$ of all values in $[-1, 1]$ that we can approximate up to an error of $\varepsilon := 2^{-cn}$ using linear combinations of $Y_1, \ldots, Y_k$, that is

$$A_k := \left( \left\{ \sum_{i=1}^k a_i Y_i : a_i \in \{-1,1\} \right\} + (-\varepsilon, \varepsilon) \right) \cap [-1, 1]$$

where $A + B := \{ x + y : x \in A, y \in B \}$ (see Figure 2). If some $A_k$ covers the entire interval $[-1, 1]$ and if the sum of the remaining random variables is sufficiently large, it will follow that $A_n$ will cover $[-n/5, n/5]$ as required by Theorem 3.1. To prove that some $A_k$ covers $[-1, 1]$, we would like to argue that the Lebesgue measure of $A_k$ grows...
by a constant factor $C > 1$ from $A_k$ to $A_{k+1}$, so that $A_n$ is $C^n$ times larger than the set $A_0 = (-\varepsilon, \varepsilon)$ and must therefore, for a suitable $\varepsilon$, cover $[-1, 1]$ as wanted.

Unfortunately, it is sometimes unlikely that the measure of $A_k$ grows, for example if $A_k$ covers almost all of $[-1, 1]$ or if $A_k$ is close to the boundary of that interval. So instead, we consider linear combinations with coefficients 0 and 1. This ensures that $Y_k$ covers almost all of $A$.

Thus, $Y_k$ always a subset of $A_k$. As a consequence, we will show that $\lambda(A_{k+1}) \geq C \cdot \lambda(A_k)$ holds with constant positive probability as long as the measure of $A_k$ is not yet too large. Moreover, once $\lambda(A_k)$ is large, we will show that $A_{2k}$ is likely to cover the entire interval. We do this by splitting $A_{2k}$ into two independent copies of $A_k$ and combining them appropriately. By transforming the coefficients back to $-1$ and 1, this yields the following proof of Theorem 3.1.

**Proof.** Let $m := \lfloor n/40 \rfloor$ and $\varepsilon := (200/201)^m/400$. Define $Y_i := 2(X_i - X_{n+i})$. For $k \in [n]$ and $\delta > 0$, let

$$A_k^\delta := \left\{ \sum_{i=1}^{\delta} a_i Y_i : a_i \in \{0, 1\} \right\} + (-\delta, \delta) \quad \text{and} \quad A_k := A_k^\delta \cap [-1, 1].$$

Thus, $A_k$ is the set of all values in the interval $[-1, 1]$ that can be approximated up to an error of $\varepsilon$ using linear combinations of $Y_1, \ldots, Y_k$ with coefficients 0 or 1. Note that $A_k \subseteq A_{k+1}$ and so $\lambda(A_{k+1}) \geq \lambda(A_k)$. If $\lambda(A_k) \leq 8/5$, we will show that there is a constant positive probability that $\lambda(A_{k+1})$ is significantly larger than $\lambda(A_k)$.

**Claim 3.2.** If $\lambda(A_k) \leq 8/5$, then $\mathbb{P}(\lambda(A_{k+1}) \geq (201/200) \cdot \lambda(A_k)) \geq 1/200$.

**Proof.** Define $B_k := [-1, 1] \setminus A_k$. Then, $A_k \cup (A_k + Y_{k+1}) \cap B_k$ is a disjoint union contained in $A_{k+1}$ and so $\lambda(A_{k+1}) \geq \lambda(A_k) + \lambda(A_k + Y_{k+1}) \cap B_k)$. Since $Y_{k+1}$ takes values in the interval $[-2, 2]$ with probability density function $2 - |y|/4$,

$$\mathbb{E}(\lambda((A_k + Y_{k+1}) \cap B_k)) = \int_{-2}^{2} \frac{2 - |y|}{4} \lambda((A_k + y) \cap B_k) \, dy$$

$$\geq \frac{1}{20} \int_{-\frac{9}{5}}^{\frac{9}{5}} \lambda((A_k + y) \cap B_k) \, dy$$

$$= \frac{1}{20} \int_{-\frac{9}{5}}^{\frac{9}{5}} \int_{A_k} 1_{x+y \in B_k} \, dx \, dy$$

$$= \frac{1}{20} \int_{A_k} \int_{-\frac{9}{5}}^{\frac{9}{5}} 1_{y+x \in B_k} \, dy \, dx$$

$$= \frac{1}{20} \int_{A_k} \lambda\left(\left(\left[-\frac{9}{5}, \frac{9}{5}\right] + x\right) \cap B_k\right) \, dx.$$

Note that $x \in A_k \subseteq [-1, 1]$ and $B_k \subseteq [-1, 1]$. Therefore, $\lambda\left(\left[-\frac{9}{5}, \frac{9}{5}\right] + x\right) \cap B_k \geq \lambda(B_k) - 1/5 = 9/5 - \lambda(A_k) \geq 1/5$ and thus

$$\mathbb{E}(\lambda((A_k + Y_{k+1}) \cap B_k)) \geq \frac{1}{20} \int_{A_k} \frac{1}{5} \, dx = \frac{\lambda(A_k)}{100}.$$
On the other hand, we know that \( \lambda((A_k + Y_{k+1}) \cap B_k) \leq \lambda(A_k + Y_{k+1}) = \lambda(A_k) \). If \( \mathbb{P}(\lambda((A_k + Y_{k+1}) \cap B_k) \geq \lambda(A_k)/200) \leq 1/200 \), then

\[
\mathbb{E}(\lambda((A_k + Y_{k+1}) \cap B_k)) \leq \frac{199}{200} \lambda(A_k) + \frac{1}{200} \lambda(A_k) < \frac{\lambda(A_k)}{100},
\]

which gives a contradiction. Thus, \( \mathbb{P}(\lambda((A_k + Y_{k+1}) \cap B_k) \geq \lambda(A_k)/200) \geq 1/200 \). Because the event \( \lambda((A_k + Y_{k+1}) \cap B_k) \geq \lambda(A_k)/200 \) implies that \( \lambda(A_k+1) \geq \lambda(A_k) + \lambda((A_k + Y_{k+1}) \cap B_k) \geq (201/200) \cdot \lambda(A_k) \), we conclude that

\[
\mathbb{P}(\lambda(A_{k+1}) \geq \frac{201}{200} \lambda(A_k)) \geq \mathbb{P}(\lambda((A_k + Y_{k+1}) \cap B_k) \geq \frac{\lambda(A_k)}{200}) \geq \frac{1}{200}.
\]

By a Chernoff bound, it follows that with high probability approximately \( m/200 \) of the first \( m \) sets \( A_1, \ldots, A_m \) will either have a measure of at least \( 8/5 \) or otherwise be larger than their predecessor by a factor of \( 201/200 \). Since the original set \( A_0 \) has a measure of \( 2\epsilon \), our choice of \( \epsilon \) then implies that the measure of \( A_m \) must be at least \( 8/5 \).

**Claim 3.3.** \( \mathbb{P}(\lambda(A_m) \geq 8/5) \geq 1 - 2^{-\Omega(n)} \).

**Proof.** Denote by \( E_k \) the event \( E_k := \{ \lambda(A_k) \geq 8/5 \text{ or } \lambda(A_k) \geq (201/200) \cdot \lambda(A_{k-1}) \} \). From **Claim 3.2** we know that \( \mathbb{P}(E_k) \geq 1/200 \) holds regardless of the occurrence of \( E_1, \ldots, E_{k-1} \). Hence, the sequence of indicator variables \( \mathbb{I}_{E_k} \) of these events stochastically dominates a collection of independent Bernoulli random variables \( Z_1, \ldots, Z_m \) which take the value 1 with probability 1/200. With \( Z := \sum_{i=1}^m Z_i \), we get from a Chernoff bound that

\[
\mathbb{P}\left( \sum_{i=1}^m \mathbb{I}_{E_i} \geq \frac{m}{400} \right) \geq \mathbb{P}(Z \geq \frac{m}{400}) \geq 1 - 2^{-\Omega(n)}.
\]

If at least one of the events \( E_k \) occurs because \( \lambda(A_k) \geq 8/5 \) is satisfied, then by monotonicity we will have \( \lambda(A_m) \geq 8/5 \). On the other hand, if all of these events occur only because \( \lambda(A_k) \geq (201/200) \cdot \lambda(A_{k-1}) \), then

\[
\lambda(A_m) \geq \left( \frac{201}{200} \right) \frac{m}{n} \lambda(A_0) = \left( \frac{201}{200} \right) \frac{m}{n} 2\epsilon = 2 \geq \frac{8}{5}.
\]

Hence, in all cases \( \sum_{i=1}^m \mathbb{I}_{E_i} \geq m/400 \) implies that \( \lambda(A_m) \geq 8/5 \), and so

\[
\mathbb{P}\left( \lambda(A_m) \geq \frac{8}{5} \right) \geq \mathbb{P}\left( \sum_{i=1}^m \mathbb{I}_{E_i} \geq \frac{m}{400} \right) \geq 1 - 2^{-\Omega(n)}. \]

We have shown that with high probability, \( A_m \) covers at least \( 4/5 \) of the interval \([-1,1]\) using only the random variables \( Y_1, \ldots, Y_m \); the same arguments also apply to \( Y_{m+1}, \ldots, Y_{2m} \). We now show that this implies that \( A_{2m}^{2\epsilon} \) covers the entire interval \([-1,1]\) with high probability.

**Claim 3.4.** \( \mathbb{P}([-1,1] \subseteq A_{2m}^{2\epsilon}) \geq 1 - 2^{-\Omega(n)} \).
Proof. Define $B_m := \{\{\sum_{i=m+1}^{2m} - a_iY_i : a_i \in \{0,1\}\} + (-\epsilon,\epsilon) \cap [-1,1]\}$. Note that $-Y_i$ has the same distribution as $Y_i$. Thus, as for the set $A_m$, we get from Claim 3.3 that $\mathbb{P}(\lambda(B_m) \geq 8/5) \geq 1 - 2^{-\Omega(n)}$. Applying the union bound yields
\[
\mathbb{P}\left(\min\{\lambda(A_m), \lambda(B_m)\} \geq \frac{8}{5}\right) \geq 1 - 2^{-\Omega(n)}.
\]
Assume now that $\min\{\lambda(A_m), \lambda(B_m)\} \geq 8/5$ is satisfied, and let $x \in [-1,1]$ be arbitrary. Since $|x| \leq 1$, the set $C := (B_m + x) \cap [-1,1]$ satisfies $\lambda(C) \geq \lambda(B_m) - 1 \geq 3/5$. If $A_m$ and $C$ were disjoint, this would imply $11/5 = 8/5 + 3/5 \leq \lambda(A_m) + \lambda(C) = \lambda(A_m \cup C) \leq \lambda([-1,1]) = 2$, giving a contradiction. Hence, $A_m \cap C \neq \emptyset$ and so there exists some $y \in A_m \cap C$.

By definition of $A_m$ and $C$, this means that there exist $a_1, \ldots, a_{2m} \in \{0,1\}$ as well as $\delta_1, \delta_2 \in (-\epsilon,\epsilon)$ such that $\sum_{i=m+1}^{2m} a_iY_i + \delta_1 = y = \sum_{i=m+1}^{2m} - a_iY_i + \delta_2 + x$. Reordering this equation yields $x = \sum_{i=m+1}^{2m} a_iY_i + \delta_1 - \delta_2$ with $\delta_1 - \delta_2 \in (-2\epsilon,2\epsilon)$ and thus $x \in A_m^{2m}$. Since $x \in [-1,1]$ was arbitrary, we get $[-1,1] \subset A_m^{2m}$, and so we conclude that
\[
\mathbb{P}\left([-1,1] \subset A_m^{2m}\right) \geq \mathbb{P}\left(\min\{\lambda(A_m), \lambda(B_m)\} \geq \frac{8}{5}\right) \geq 1 - 2^{-\Omega(n)}.
\]

We have now shown that every value in the interval $[-1,1]$ can be approximated using linear combinations of $Y_1, \ldots, Y_{2m}$ with coefficients $a_i \in \{0,1\}$ up to an error of $2\epsilon$. Next, we transfer this result to linear combinations of $X_1, \ldots, X_n$ with $a_i \in \{-1,1\}$. This effectively shifts the set $A_m^{2m}$ away from the origin, and we use the remaining variables to recenter the set to the origin. This only works if the sum of the absolute values of those variables is sufficiently large. To show that this is the case, recall the following version of Hoeffding’s Inequality [Hoe63].

**Lemma 3.5 (Hoeffding’s Inequality).** Let $Z_1, \ldots, Z_n$ be independent bounded random variables with $Z_i \in [a,b]$ and define $Z := \sum_{i=1}^{n} Z_i$. Then,
\[
\mathbb{P}(|Z - \mathbb{E}(Z)| \geq tn) \leq 2 \exp\left(-\frac{2n t^2}{(b-a)^2}\right).
\]

We apply this inequality in our setting to the absolute value of $Z_i := X_i - X_{n+i}$.

**Claim 3.6.** $\mathbb{P}(n/4 \leq \sum_{i=2m+1}^{n} |Z_i|) \geq 1 - 2^{-\Omega(n)}$.

**Proof.** Let $Z := \sum_{i=2m+1}^{n} |Z_i|$. As $\mathbb{E}(|Z_i|) = 1/3$, we have $\mathbb{E}(Z) = (n - 2m)/3 \geq 19n/60$ and so by Hoeffding’s Inequality
\[
\mathbb{P}(Z \leq n/4) \leq \mathbb{P}\left(|Z - \mathbb{E}(Z)| \geq \frac{n}{15}\right) \leq 2^{-\Omega(n)}.
\]

Finally, we show that the event from the previous claim allow us to recenter the shifted copy of $A_m^{2m}$ to the origin. We need the following observation.

**Claim 3.7.** Let $x \in [-n/4,n/4]$ be arbitrary and suppose that $n/4 \leq \sum_{i=2m+1}^{n} |Z_i|$. Then, there exist $a_{2m+1}, \ldots, a_n \in \{-1,1\}$ such that $x + \sum_{i=2m+1}^{n} a_iZ_i \in [-1,1]$. 
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Figure 3: A graph \( H_k \) with \( n \in \mathcal{O}(k^2) \) vertices where the 3-FLIP algorithm can have a smoothed runtime of up to \( 2^{\Omega(\sqrt{n})} \).

**Proof.** We may assume that all \( Z_i \) are positive. Start with \( a_{2m+1} = \cdots = a_n = 1 \) and change these coefficients one-by-one from 1 to -1. Note that \( x + \sum_{i=2m+1}^{n} Z_i \geq 0 \) and \( x + \sum_{i=2m+1}^{n} Z_i \leq 0 \), so this process will change the sum \( x + \sum_{i=2m+1}^{n} a_iZ_i \) from a positive to a negative value. Moreover, changing \( a_i \) from 1 to -1 changes the value of the sum by at most 2. Thus, at some point it holds that \( x + \sum_{i=2m+1}^{n} a_iZ_i \in [-1, 1] \). \( \blacksquare \)

Finally, assume that the two events from Claims 3.4 and 3.6 occur simultaneously. Let \( x \in [-n/5, n/5] \) be arbitrary. Note that \( x + \sum_{i=1}^{2m} Z_i \in [-n/4, n/4] \). So, by Claim 3.7 there exist \( a_{2m+1}, \ldots, a_n \in \{-1, 1\} \) with \( y := x + \sum_{i=1}^{2m} Z_i + \sum_{i=2m+1}^{n} a_iZ_i \in [-1, 1] \). Hence, \( y \in A_{2m}^k \) and so there exist \( a_1, \ldots, a_{2m} \in \{0, 1\} \) and some \( \delta \in (-2\epsilon, 2\epsilon) \) such that \( y = \sum_{i=1}^{2m} a_iY_i + \delta \). By the definition of \( Y_i \) and \( Z_i \), this yields

\[
x + \sum_{i=1}^{2m} (X_i - X_{n+i}) + \sum_{i=2m+1}^{n} a_i(X_i - X_{n+i}) = y = \sum_{i=1}^{2m} a_i(X_i - X_{n+i}) + \delta
\]

and so

\[
x - \sum_{i=1}^{2m} (2a_i - 1)(X_i - X_{n+i}) - \sum_{i=2m+1}^{n} -a_i(X_i - X_{n+i}) = \delta \in (-2\epsilon, 2\epsilon).
\]

Note that there exists \( c > 0 \) such that \( 2\epsilon \leq 2^{-cn} \). Since \( x \in [-n/5, n/5] \) was arbitrary, we can now apply the union bound to Claims 3.4 and 3.6 to conclude that

\[
\mathbb{P}\left( \forall x \in \left[ -\frac{n}{5}, \frac{n}{5} \right] : \min_{a_1, \ldots, a_n \in \{-1, 1\}} \left| x - \sum_{i=1}^{n} a_iX_i \right| < 2^{-cn} \right) \geq 1 - 2^{-\Omega(n)}.
\]

**3.2 Construction of a superpolynomial smoothed example**

Using Theorem 3.1, we now construct a graph \( H_k \) with \( n \in \mathcal{O}(k^2) \) vertices where the 3-FLIP algorithm can have a smoothed runtime of \( \Omega(2^k) = 2^{\Omega(\sqrt{n})} \). For any \( k \in \mathbb{N} \), let \( n_k \in \mathcal{O}(k) \) be such that \( 2^{-cn_k/128} < 3^{-k} \) for the \( c \) given by Theorem 3.1. The graph \( H_k \), depicted in Figure 3, is a disjoint union of the following graphs:

- For every \( i \in [k] \), the graph contains two trees \( S^v_i \) and \( S^w_i \). These two trees are obtained by taking a copy of \( K_{1,2n_k} \) and attaching two new vertices to each leaf. We denote the centers of \( S^v_i \) and \( S^w_i \) by \( v_i \) and \( w_i \) respectively.

Because \( S^v_i \) and \( S^w_i \) have \( 6n_k + 1 \in \mathcal{O}(k) \) vertices each, the graph \( H_k \) has a total of \( 2k(6n_k + 1) \in \mathcal{O}(k^2) \) vertices as claimed. We also remark that we could make \( H_k \)
connected by arbitrarily adding edges between the leaves of the trees of $H_k$. Such edges are irrelevant to the improving 3-flip sequence that we construct.

To study the smoothed complexity of the 3-FLIP algorithm in $H_k$, suppose that the edge weights of $H_k$ are chosen uniformly at random and consider a uniformly random initial cut $\sigma$ of $H_k$. To show that the 3-FLIP algorithm can have a superpolynomial runtime in this setting, we start by moving a subset of the neighbours of $v_i$ and $w_i$ across the cut. This allows us to get a very precise control over the local improvements of a move of $v_i$ or $w_i$ later in the execution of the algorithm. This is given by the following result.

**Lemma 3.8.** Let $b \in \mathbb{R}$ be a real number. Suppose that the edge weights of the graph $H_k$ are chosen uniformly at random in the interval $[b, b+1]$ and that $\sigma$ is a uniformly random cut of $H_k$. Then, with high probability there exists a 3-flip sequence $L$ that is improving from $\sigma$ such that $|\Delta_u(\sigma^L) - 3^{-(i-1)}| < 3^{-k}$ for all $i \in [k]$ and $u \in \{v_i, w_i\}$.

**Proof.** We may assume that $b \geq -1/2$ since the case $b \leq -1/2$ is analogous. Let $i \in [k]$ and $u \in \{v_i, w_i\}$. For each $s \in N(u)$, denote by $s_1, s_2 \in N(s) \setminus \{u\}$ the two neighbours of $s$ apart from $u$. Let $E_s$ be the event that $\sigma(s) = \sigma(s_1) = \sigma(s_2)$ and $X_{ss_1} + X_{ss_2} > b + 1$, and let $S_u \subseteq N(u)$ be the subset of those neighbours $s$ of $u$ where the event $E_s$ occurs. These events are independent with $\mathbb{P}(E_s) \geq 1/32$. So, a Chernoff bound implies that

$$
\mathbb{P}\left(|S_u| \geq \frac{n_k}{32}\right) = \mathbb{P}\left(|S_u| \geq \frac{|N(u)|}{64}\right) \geq 1 - 2^{-\Omega(n_k)}.
$$

Define

$$
D_u := \sum_{s \in N(u) \setminus S_u} \sigma(u)\sigma(s).
$$

Note that $\sigma(u)\sigma(s)$ is chosen uniformly at random in $\{-1, 1\}$, independent of the event $E_s$. Since $D_u$ is a sum of at most $2n_k$ such independent random variables, a Chernoff bound implies that

$$
\mathbb{P}\left(|D_u| \leq \frac{n_k}{64}\right) \geq 1 - 2^{-\Omega(n_k)}.
$$

If $E_u$ is the event that $|S_u| \geq n_k/32$ and $|D_u| \leq n_k/64$ are both satisfied, this implies that $\mathbb{P}(E_u) = 1 - 2^{-\Omega(n_k)}$.

Let $m := \lfloor n_k/128 \rfloor$ and let $T_u \subseteq S_u$ be a subset of size $2m$. If $E_u$ occurs, then we have that $|S_u \setminus T_u| \geq n_k/64 \geq |D_u|$. So, the fact that $|N(u) \setminus S_u| + |S_u \setminus T_u| = 2(n_k - m)$ is even implies that there exist coefficients $a_{us} \in \{-1, 1\}$ for $s \in S_u \setminus T_u$ such that $D_u + \sum_{s \in S_u \setminus T_u} a_{us} = 0$. Define

$$
\Delta_u := \sum_{s \in N(u) \setminus S_u} \sigma(u)\sigma(s)X_{us} + \sum_{s \in S_u \setminus T_u} a_{us}X_{us}.
$$

Note that $X_{us}$ is distributed uniformly at random in $[b, b+1]$, independent of the events $E_u$ and $E_s$. By pairing up variables with positive and negative coefficients, $\Delta_u$ can be written as a sum of $n_k - m$ independent random variables taking values in $[-1, 1]$, each with expectation 0. So $\mathbb{E}(\Delta_u) = 0$ and Hoeffding’s Inequality implies that

$$
\mathbb{P}\left(|\Delta_u| \leq \frac{n_k}{1024}\right) \geq 1 - 2^{-\Omega(n_k)}.
$$
Let $F_u$ be the event that there exist coefficients $a_{us} \in \{-1, 1\}$ for $s \in T_u$ such that $|3^{-(i-1)} - \Delta_u - \sum_{s \in T_u} a_{us}X_{us}| < 3^{-k}$. If $E_u$ and $|\Delta_u| \leq n_k/1024$ are both satisfied, then $|3^{-(i-1)} - \Delta_u| \leq 1 + n_k/1024 \leq m/5$. Moreover, the random variables $X_{us}$ for all $s \in T_u$ are independent of these two conditions. So, Theorem 3.1 shows that the probability of $F_u$ conditioned on these two events will be at least $1 - 2^{-\Omega(n_k)}$, and thus

$$\mathbb{P}(F_u) = \mathbb{P}\left(F_u \mid E_u \text{ and } |\Delta_u| \leq \frac{n_k}{1024}\right) \mathbb{P}\left(E_u \text{ and } |\Delta_u| \leq \frac{n_k}{1024}\right) \geq 1 - 2^{-\Omega(n_k)}.$$ 

Applying the union bound shows that with high probability all the events $F_u$ will occur. Consider the case where this happens.

Let $L$ be the 3-flip sequence moving every vertex $v \in S_u$ with $\sigma(u)\sigma(s) \neq a_{us}$ individually across the cut. Because the event $E_s$ occurs for every $s \in S_u$, these moves are improving. Let $\tau := \sigma^L$ be the resulting cut, so $\tau(s) = -\sigma(s)$ for exactly those $s \in S_u$ with $\sigma(u)\sigma(s) \neq a_{us}$. In particular, this implies that $\tau(u)\tau(s) = a_{us}$ for all $s \in S_u$ while $\tau(u)\tau(s) = \sigma(u)\sigma(s)$ for all $s \in N(u) \setminus S_u$. Therefore,

$$\Delta^u(\tau) = \sum_{s \in N(u)} \tau(u)\tau(s)X_{us} = \Delta_u + \sum_{s \in T_u} a_{us}X_{us},$$

and so we conclude that $|\Delta^u(\tau) - 3^{-(i-1)}| < 3^{-k}$ because the event $F_u$ occurs.

Given these controlled local improvements, we now construct an improving 3-flip sequence of length $\Omega(2^k)$ in $H_k$. This 3-flip sequence acts like a binary counter on the vertices $v_1, \ldots, v_k$. Whenever $v_i$ is on the side $\sigma^L(v_i)$ of the cut, this corresponds to a 0 at position $i$ of the binary counter, while otherwise it corresponds to a 1. For any $i$, the sequence will first perform a binary counter sequence on $v_{i+1}, \ldots, v_k$, then will move $v_i$ across the cut while resetting the positions of $v_{i+1}, \ldots, v_k$, and will afterwards again perform a binary counter sequence on $v_{i+1}, \ldots, v_k$. Since this construction requires a move of $v_i$ to reset the positions of $v_{i+1}, \ldots, v_k$ and these vertices cannot all move in the same step, the vertices $w_{i+1}, \ldots, w_k$ are used to pass on the task of resetting the positions of $v_{i+1}, \ldots, v_k$. This yields the following result.

**Lemma 3.9.** Let $\sigma$ be a cut of the graph $H_k$ with $|\Delta^u(\sigma) - 3^{-(i-1)}| < 3^{-k}$ for all $i \in [k]$ and $u \in \{v_i, w_i\}$. Then, there exists at least one 3-flip sequence that is improving from $\sigma$ and has length $\Omega(2^k)$.

**Proof.** Let $V_i := \{v_i, \ldots, v_k\}$, $U_i := V_i \cup \{w_i, \ldots, w_k\}$, and $U := U_1$. If $\tau$ is a cut of $H_k$ satisfying $\tau|_{V \setminus U} = \sigma|_{V \setminus U}$, we have for $u \in U$ that

$$\Delta^u(\tau) = \sum_{s \in N(u)} \tau(u)\tau(s)X_{us} = \tau(u)\sigma(u) \sum_{s \in N(u)} \sigma(u)\sigma(s)X_{us} = \tau(u)\sigma(u)\Delta^u(\sigma).$$

Hence, as long as we move only vertices from $U$, moving $u$ from the side $\sigma(u)$ to the side $-\sigma(u)$ of the cut changes the cut value by $\Delta^u(\sigma)$ while moving $u$ from $-\sigma(u)$ to $\sigma(u)$ yields a change of $-\Delta^u(\sigma)$. In particular, if $i < k$, moving $u \in \{v_i, w_i\}$ from the side $\sigma(u)$ to the side $-\sigma(u)$ of the cut while simultaneously moving $v_{i+1}$ and $w_{i+1}$ from $-\sigma(v_{i+1})$ to $\sigma(v_{i+1})$ and $-\sigma(w_{i+1})$ to $\sigma(w_{i+1})$ respectively increases the cut value by

$$\Delta^u(\sigma) - \Delta^{v_{i+1}}(\sigma) - \Delta^{w_{i+1}}(\sigma) > (3^{-(i-1)} - 3^{-k}) + 2 \cdot (-3^{-i} - 3^{-k}) \geq 0,$$

(1)
implying that such a move is improving.

We use this to provide an improving 3-flip sequence of length $\Omega(2^k)$ in $H_k$. Consider any cut $\tau$ with $\tau|_{V\setminus U} = \sigma|_{V\setminus U}$ and $\tau|_{V_i} = \sigma|_{V_i}$. We will show by induction on $k-i$ that there exists a 3-flip sequence $L$ of length $\geq 2^{k-i}$ which is improving from $\tau$ and uses only vertices from $U_i$. The base case $i = k$ is trivially satisfied by the 3-flip sequence $L := (v_k)$ which moves only the vertex $v_k$ across the cut since this move increases the cut value by $\Delta v_k(\sigma) > 3^{-(k-1)} - 3^{-k} > 0$ and is therefore improving.

Now, consider an arbitrary $i \in [k-1]$ and assume that the induction hypothesis holds for $i + 1$. Suppose that $\tau|_{V\setminus U} = \sigma|_{V\setminus U}$ and $\tau|_{V_i} = \sigma|_{V_i}$. Since $\tau|_{V_{i+1}} = \sigma|_{V_{i+1}}$, we can immediately apply the induction hypothesis and get an improving 3-flip sequence $L_1$ of length $\geq 2^{k-(i+1)}$ starting from $\tau$ and using only vertices from $U_i$. Let $\tau_1 := \tau L_1$ be the resulting cut after the moves from $L_1$.

Next, let $L_2$ be the 3-flip sequence moving every vertex $u \in U_{i+1}$ with $\tau_1(u) = \sigma(u)$ individually to the side $-\sigma(u)$ of the cut. Again, these moves increase the cut value by $\Delta u(\sigma) > 0$. Moreover, the resulting cut $\tau_2 := \tau_1 L_2$ will satisfy $\tau_2|_{U_{i+1}} = -\sigma|_{U_{i+1}}$ while $\tau_2(v_i) = \sigma(v_i)$ since $v_i$ was not yet moved at all. That is, $v_i$ is on the side $\sigma(v_i)$ of the cut while $v_j$ and $w_j$ for $j > i$ are on the sides $-\sigma(v_j)$ and $-\sigma(w_j)$ respectively. Then, we perform the following sequence of moves:

$$L_3 := (v_i, v_{i+1}, w_{i+1}), (w_{i+1}, v_{i+2}, w_{i+2}), (w_{i+2}, v_{i+3}, w_{i+3}), \ldots, (w_{k-1}, v_k, w_k).$$

Since each step of this sequence moves a vertex $u \in \{v_j, w_j\}$ from the side $\sigma(u)$ to the side $-\sigma(u)$ of the cut while moving $v_{j+1}$ and $w_{j+1}$ from $-\sigma(v_{j+1})$ to $\sigma(v_{j+1})$ and $-\sigma(w_{j+1})$ to $\sigma(w_{j+1})$ respectively, we know from (1) that all of these moves are improving. Moreover, because $L_3$ moves every vertex from $V_{i+1}$ exactly once across the cut, the resulting cut $\tau_3 := \tau_2 L_3$ satisfies $\tau_3|_{V_{i+1}} = -\tau_2|_{V_{i+1}} = \sigma|_{V_{i+1}}$. Hence, we can again apply the induction hypothesis and perform an improving 3-flip sequence $L_4$ of length $\geq 2^{k-(i+1)}$ starting from $\tau_3$ and using only the vertices from $U_{i+1}$.

Let $L$ be the concatenation of $L_1$, $L_2$, $L_3$, and $L_4$. Since each of these four sequences is improving, $L$ is improving. Moreover, $L$ uses only vertices from $U_i$ since this holds for $L_1$, $L_2$, $L_3$, and $L_4$. Lastly, because the lengths of $L_1$ and $L_4$ are $\geq 2^{k-(i+1)}$, the length of $L$ is $\geq 2 \cdot 2^{k-(i+1)} = 2^{k-i}$. Therefore, the induction hypothesis holds for $i$ and so by induction for all $i \in [k]$. With $i = 1$ and $\tau = \sigma$, this yields a 3-flip sequence of length $\geq 2^{k-1} \in \Omega(2^k)$ which is improving from $\sigma$.

Combining these two lemmas and rescaling the edge weights proves Theorem 1.1.

We note that the 3-FLIP algorithm can be easily adapted in this example to avoid the improving 3-flip sequence of superpolynomial length. For instance, this can be achieved by using the greedy pivot rule which always chooses the move maximizing the local improvement in each step. We also note that our example is quite sparse. So, for specific pivot rules and dense graphs, the smoothed complexity of the 3-FLIP algorithm remains open.

It is also interesting to consider the 2-FLIP algorithm. However, the example from above cannot be adapted to show that the 2-FLIP algorithm would have a superpolynomial smoothed runtime since it would only yield improving 2-flip sequences of length $\Omega(k^2)$. In fact, we can prove the following.
Theorem 3.10. Let $G$ be a graph and $I \subseteq V$ be an independent set. Then, every improving 2-flip sequence of $G$ which uses only vertices from $I$ has a length of $O(n^2)$.

Proof. Let $I = \{v_1, \ldots, v_k\}$. Since $I$ is an independent set, moving a vertex $v_i$ across the cut will always result in the same change to the cut value. Denote this change by $\Delta_i > 0$ and let $s_i$ be such that moving $v_i$ from the side $s_i$ to $-s_i$ of the cut changes the cut value by $\Delta_i$, while moving $v_i$ from $-s_i$ to $s_i$ changes the cut value by $-\Delta_i$. By sorting the vertices $v_1, \ldots, v_k$, we may assume that $\Delta_1 \geq \Delta_2 \geq \cdots \geq \Delta_k$.

Let $L$ be any improving 2-flip sequence of $G$. For any cut $\sigma$ of $G$, assign a token to every vertex $v_i$ with $\sigma(v_i) = s_i$ and consider how these tokens change during the execution of $L$. For this purpose, assume that a single step of $L$ moves two vertices $v_i$ and $v_j$ across the cut where $i < j$. Since this move is improving and $\Delta_i \geq \Delta_j$, this step must move $v_i$ from the side $s_i$ to $-s_i$ of the cut. In particular, $v_i$ loses a token during this step. If $v_j$ gains a token during this move, we imagine the token to be moved from $v_i$ to $v_j$.

Hence, during every step of $L$, either at least one token gets removed from $G$ or a token moves from some vertex $v_i$ to a vertex $v_j$ with $j > i$. Since there are at most $k$ tokens at the beginning and each of these tokens can move at most $k - 1$ times, it follows that the length of $L$ is at most $k^2 \in O(n^2)$.

As the 3-flip sequence from Lemma 3.9 moved only vertices from an independent set, no small change to this example can yield superquadratic improving 2-flip sequences.

4 Discussion and open problems

For NP-hard problems, smoothed analysis is an extremely powerful framework for proving that algorithms typically run in polynomial or near-polynomial time. However, the results in this paper show that the effectiveness of this framework can depend on the details of the analysed algorithms. It would be of great interest to find more general conditions under which polynomial runtime can be achieved in this framework.

Many interesting questions remain open for further investigation.

- Is the smoothed runtime of the FLIP algorithm on arbitrary graphs polynomial? Only quasi-polynomial smoothed runtime bounds are known [ER17, CGVC+20].
- Is the smoothed runtime of the 2-FLIP algorithm on complete graphs polynomial? Again, only quasi-polynomial runtime bounds are known [CGVGY23].
- What is the behaviour of the 2-FLIP algorithm on arbitrary graphs? Boodaghians, Kulkarni, and Mehta [BKM18] showed that an efficient smoothed runtime of the 2-FLIP algorithm would also prove that the sequential-better-response algorithm for $k$-strategy network coordination games has an efficient smoothed runtime.
- We have shown that the smoothed runtime of the 3-FLIP algorithm can be as large as $2^{\Omega(\sqrt{n})}$. Is it possible to avoid this by choosing the right pivot rule? It would be very interesting to determine whether the 3-FLIP algorithm has an efficient smoothed runtime for specific pivot rules (for example the greedy pivot rule, or the uniform random pivot rule) or in certain graph classes (like complete graphs). It seems difficult to adapt the example from this paper to these settings. The same questions arise for the $k$-FLIP algorithm with $k > 3$. 

References


