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Abstract

It is well-known that any finite triangulation possesses a unique maximal
Schnyder wood. We introduce Schnyder woods of infinite triangulations, and
prove there exists a unique maximal Schnyder wood of any infinite triangulation
with finite boundary, and of the uniform infinite half-planar triangulation. Fur-
thermore, the maximal Schnyder wood of the uniform infinite planar triangulation
is the limit of maximal Schnyder woods of large finite random triangulations. Sev-
eral structural properties of infinite Schnyder woods are also described.
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Figure 1: The structure of the unique monochromatic paths starting from a vertex chosen
uniformly at random from the maximal Schnyder wood of a large random triangulation. See
also Fiqures 14 and 15 on Pages 65 and 66, respectively.
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1 Introduction

Our aim in this work is to describe the structure of Schnyder woods—defined shortly—
of (large) finite and infinite random triangulations of the plane and of the half-plane.
The two goals are related, since one approach to determining the properties of a typical
large finite triangulation is to analyse the limit of a sequence of uniformly random
triangulations as its number of vertices tends to infinity. One important limit object
of this kind is the uniform infinite planar triangulation (UIPT). Let 7,/* denote the set of
simple, 2-connected triangulations of an (m + 2)-gon with n interior vertices that are
rooted at an edge on the boundary. Then the UIPT is a sample from the probability
measure that is the weak n — oo limit of the uniform measure on 7,!. The existence of
the UIPT was first conjectured by Benjamini and Schramm [BS01], and later established
by Angel and Schramm [ASO3]. Since then, there has been substantial study of the
properties of the UIPT and of similarly defined infinite random maps [Ang03, Ang05,
AC15]. One random infinite map with many related properties is the uniform infinite
half-planar triangulation (UIHPT). The UIHPT can be obtained similarly to the UIPT, as
a limit of uniformly random samples from 7, where m = m(n) — oo and m/n — 0 as
n — oo [AR15, Theorem 1.4]. The UIHPT was shown to exist by Angel [Ang03], and
has been studied in more detail in several subsequent works, including [AR15, AC15].

Schnyder woods are a well-known class of structures on finite triangulations. A Schny-
der wood is an orientation and a colouring of the edges of a triangulation in red, yel-
low, and blue that satisfies the three conditions indicated in Figure 2. Schnyder woods
were first introduced by Schnyder [Sch89] to prove his well-known theorem character-
ising planar graphs as the set of graphs with order-dimension at most three. Schnyder
[Sch90] also showed that these woods provide a way to efficiently construct straight-
line embeddings of triangulations in the integer lattice. Since then, Schnyder woods
have been studied in a variety of combinatorial and computational contexts, where
they are sometimes also called realisers. In [AFL09], Aleardi, Fusy, and Lewiner de-
tfined a generalisation of Schnyder woods to higher-genus surfaces and showed that
these Schnyder woods can be used to efficiently encode certain higher-genus surfaces.
Schnyder woods have also found application in the study of Catalan lattices [BB09]
and orthogonal surfaces [FZ08].
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(a) The Schnyder condition.  (b) The Schnyder root condition. (c) The Schnyder boundary con-
The root edge is labelled r. dition. The boundary lies verti-
cally below all edges.

Figure 2: Edges incident with internal vertices satisfy the condition indicated in (a), edges
incident with the root edge satisfy the condition indicated in (b), and edges incident with non-
root boundary vertices satisfy the condition in (c).



For any given finite triangulation T, it is well-known that the set of Schnyder woods of
T is naturally endowed with a partial order possessing a unique maximal and minimal
element [Bre0O, FZ08], where a Schnyder wood is maximal (minimal) if it contains
no anticlockwise (clockwise) directed cycles. To study infinite Schnyder woods, we
generalise this definition of maximality to forbid infinite anticlockwise cycles, that is,
two-ended infinite directed paths for which the triangulation boundary lies on the
right. We justify in Section 3 that this slight modification is necessary.

The structure of Schnyder woods of infinite and large finite triangulations is a natu-
ral area of study, particularly due to the link between Schnyder woods and canoni-
cal straight-line embeddings of the underlying graphs. Schnyder woods associated to
large random triangulations have previously been studied in the context of results on
the scaling limits of large random triangulations. In particular, [ABA17] used an algo-
rithm for constructing the maximal Schnyder wood of a finite triangulation as an es-
sential part of its proof that the scaling limit of uniformly random simple triangulations
is the Brownian sphere. The work [L5W?24] describes a conjectural scaling limit for the
embeddings associated with uniformly random wooded triangulations (triangulations
endowed with a Schnyder wood), which is described in terms of three coupled SLE;
curves, and verifies the conjecture in a weak form.

A standard strategy for constructing Schnyder woods of finite triangulations is to ex-
plore the triangulation iteratively via a peeling process, colouring and directing newly
explored edges at each step. Peeling processes are also commonly used for studying
properties of random infinite triangulations such as the UIPT and UIHPT. We describe
a new peeling process, based on previous work on peeling processes for finite Schny-
der woods, and use this process to explore infinite triangulations. For any infinite
triangulation with finite boundary, this process can be used to show that a unique
maximal Schnyder wood exists.

Theorem 1.1. Every infinite triangulation with a finite boundary has a unique maximal
Schnyder wood.

We further show that the maximal Schnyder wood of the UIPT is the weak n — oo
limit of the maximal Schnyder woods of uniformly random triangulations of 7,}. In
particular, the maximal Schnyder wood of the UIPT can be used to investigate the
structure of Schnyder woods of typical large finite triangulations near the root edge.

Theorem 1.2. For all m € IN, the maximal Schnyder wood of the UIPT with boundary length
m is the weak limit of the maximal Schnyder wood of a uniformly random triangulation from
T asn — oo.

Constructing Schnyder woods of infinite triangulations of the half-plane such as the
UIHPT is more challenging. On an infinite triangulation with a finite boundary, our
peeling process begins exploring from the root edge of the triangulation and progres-
sively explores along the boundary of the unexplored region in an anticlockwise direc-
tion. This constructs the Schnyder wood layer by layer as the process “winds around
the boundary”. However, when the boundary length tends to infinity, this peeling pro-
cess will explore parts of the triangulation at increasingly large distance from the root
edge before returning to edges close to the root edge. In particular, on the UIHPT, a
peeling process initiated from a fixed root edge almost surely never explores most of
the triangulation. This non-locality poses a substantial challenge, and while we believe



that the maximal Schnyder wood of a uniformly random triangulation from 7, con-
verges as 1 — oo and then m — oo, we have been unable to prove this. Instead, the
majority of this paper is dedicated to establishing the existence of a unique maximal
Schnyder wood of the UIHPT, which we conjecture to be this limit object.

To establish the existence of a Schnyder wood of the UIHPT, we show that any edge in
the UIHPT can be coloured by a sequence of peeling processes initiated at different root
edges. By choosing this sequence carefully, we show that this colouring is well-defined
and satisfies the standard properties of a Schnyder wood. We are further able to show

that the Schnyder wood constructed in this manner is the unique maximal Schnyder
wood of the UIHPT.

Theorem 1.3. The UIHPT almost surely has a unique maximal Schnyder wood.

We also use properties of our peeling process to describe the structure of the monochro-
matic subgraphs of the unique maximal Schnyder wood of the UIHPT. As in the case of
tinite Schnyder woods, the monochromatic connected subgraphs of a Schnyder wood
of the half-plane are trees. Furthermore, in the maximal Schnyder wood of the UIHPT,
these trees have a natural order. There is an infinite yellow tree that lies on the initial
boundary, and as we move away from the initial boundary, we see, in order, an infinite
yellow tree, an infinite red tree, and then an infinite blue tree, before this cycle repeats
indefinitely. The following theorem makes this structure more precise.

Theorem 1.4. The monochromatic subgraphs of the unique maximal Schnyder wood of the
UIHPT are as follows.

* A set of finite blue trees rooted at vertices on the boundary.

* Three one-ended yellow, red, and blue trees respectively rooted at vertices a, b, and c along
the boundary, with a the head of the root edge of the UIHPT; with b the tail of the root
edge; and with ¢ somewhere clockwise from b along the boundary. Each of these trees
contains a unique infinite directed path ending at a, b, and c respectively.

* An infinite sequence of two-ended yellow, red, and blue trees, each containing a unique
infinite left-directed path, so that the order of the paths moving away from the boundary
cycles yellow, red, blue, yellow, red, blue, and so on.

Furthermore, every vertex on the one-ended infinite yellow path is on the initial boundary, and
every vertex on the first two-ended infinite yellow path is either on the initial boundary or
has an outgoing blue edge to the one-ended infinite blue path. Every vertex on the remaining
infinite paths has an outgoing edge to the path immediately preceding it (also of the same colour
as the path immediately preceding it).

In fact, the structure of the outgoing edges between the infinite monochromatic paths
described in Theorem 1.4 mirrors the structure of the monochromatic paths starting
from any fixed vertex. For instance, if we consider the three outgoing monochromatic
paths starting from a fixed vertex in a maximal Schnyder wood of a finite triangulation,
then every vertex on the blue path has an outgoing red edge to the red path, every
vertex on the red path has an outgoing yellow edge to the yellow path, and every
vertex on the yellow path is either on the boundary of the triangulation or has an
outgoing blue edge to the blue path. As far as we are aware, this structure has not
been previously described even for finite triangulations. Using our peeling process, we
show in Theorems 2.13, 4.9 and 6.11 that the monochromatic paths have this structure



in maximal Schnyder woods of finite triangulations, infinite triangulations with finite
boundary, and, with appropriate modifications, also the UIHPT.

We leave establishing the UIHPT analogue of Theorem 1.2 as a conjecture. We will
discuss the difficulties of proving this conjecture as well as some of its potential
consequences for the structure of geodesic paths and the winding behaviour of the
monochromatic trees in a typical large finite triangulation in Section 6.4.

Conjecture 1.5. The unique maximal Schnyder wood of the UIHPT is the weak limit of the
maximal Schnyder wood of a uniformly random triangulation from T," as n — oo and then
m — oo.

While our results establish that unique maximal Schnyder woods exist for all infinite
triangulations with finite boundary, for triangulations of the half-plane we only es-
tablish existence and uniqueness on the UIHPT. It follows from our construction that
Schnyder woods exist on other triangulations of the half-plane with certain similar
properties, but it would be interesting to know whether Schnyder woods exist on all
half-plane triangulations, and if not, to characterise the ones for which they do exist. It
follows from our results in Section 3 that whenever a maximal Schnyder wood of the
half-plane exists, it is also unique.

Finally, we note that related research has studied Schnyder woods associated to uni-
formly random wooded triangulations with n faces, which are quite different from
maximal Schnyder woods of uniformly random triangulations with 7 faces. In par-
ticular, it follows from the results of [BB09] that the heights of the former trees are
©(y/n) in probability and in expectation, whereas the height of a uniformly random
vertex in one of the latter trees has expected value of order n3/4 [Cha25, Theorem 1.2].
It would be interesting to understand the local limit of uniformly random wooded
triangulations as the boundary length tends to infinity, and whether such wooded tri-
angulations have a local limit, which would be a random wooded triangulation of the
half-plane different from the one constructed in this work.

1.1 OQOutline

In Section 2 we provide necessary definitions and preliminary results on finite and in-
finite triangulations and the theory of Schnyder woods. In particular, we describe a
version of the ‘peeling process’ often used for constructing Schnyder woods of finite
triangulations. In Section 3 we generalise the definition of a maximal Schnyder wood
to infinite triangulations and show that maximal Schnyder woods of infinite triangu-
lations are unique, provided they exist. We also discuss a modified peeling process
for exploring infinite triangulations. The remainder of the paper focuses on using this
peeling process to prove the existence of Schnyder woods of infinite triangulations.

In Section 4 we show that the peeling process will construct a maximal Schnyder wood
of any infinite triangulation with finite boundary. In particular, on the UIPT, we show
that the maximal Schnyder wood constructed by the peeling process is the weak limit
of the maximal Schnyder woods of finite triangulations as the number of internal ver-
tices tends to infinity. We further use the process to establish some structural features
of maximal Schnyder woods of triangulations with finite boundary.

In Section 5 we show that for triangulations with infinite boundary, this peeling pro-



cess is not guaranteed to explore the entire triangulation. In particular, the peeling pro-
cess almost surely does not explore the entire UIHPT, and instead explores a narrow
‘segment” along the initial boundary right of the root edge. Afterwards, in Section 5.1
and Section 5.2, we prove a sequence of results about the behaviour of the peeling
process to establish that repeated initiations of the process can be used to produce a
well-defined colouring and orientation of the UIHPT.

In Section 6 we are finally able to prove that there is a Schnyder wood on the UIHPT
which can be constructed through repeated use of the peeling process. Furthermore,
we show that the Schnyder wood constructed in this manner is a maximal Schnyder
wood, and therefore unique. We prove this using a sequence of results that provide a
detailed description of the structure of the maximal Schnyder wood of the UIHPT.
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2 Preliminaries

All graphs in this paper are assumed to be simple, locally finite, and one-ended, mean-
ing that after the deletion of any finite set of vertices, at most one infinite connected
component remains. For an integer m > 3, we say that a triangulation T of an m-gon
is a planar embedding of a finite or infinite 2-connected graph G such that one dis-
tinguished face of G is bounded exactly m edges, and every other face is bounded by
exactly 3 edges. When m = 3, so T is a triangulation of a triangle, we will simply refer
to T as a triangulation without specifying m. Similarly, a triangulation of the half-plane
is a planar embedding of an infinite 2-connected graph G such that one distinguished
face is incident with an infinite number of edges, and all other faces are bounded by
exactly 3 edges.

Given a triangulation T of an m-gon or of the half-plane, we refer to the unique distin-
guished face as the exterior face. We call the boundary of the exterior face the boundary
of T, the vertices on the boundary of T boundary vertices, and all vertices of T not on
the boundary interior vertices. All triangulations T considered in this paper are rooted
which means that there is a unique distinguished directed edge (x,y) on the boundary
of T, called the root edge of T, so that the exterior face lies to the right of this root edge.
We call the tail of the root edge the root vertex of T.

Given a triangulation T, we will often refer to traversing some substructure of T in
clockwise or anticlockwise direction. Since such triangulations are often defined on the



sphere, we specify for clarity that this refers to the clockwise or anticlockwise direction
in the plane.

We now provide some background on finite and infinite triangulations which we will
need to define Schnyder woods of infinite triangulations such as the UIPT and UIHPT
later in the paper. First, in Section 2.1 we provide some preliminary combinatorial
and probabilistic facts about finite rooted triangulations. We mainly use this section
to recall some counting results on the number of triangulations and to define the free
distribution on rooted triangulations. This will be useful for arguing about the distri-
bution of finite sub-triangulations of the UIHPT.

In Section 2.2, we give the relevant preliminary results relating to infinite triangula-
tions. In particular, we define the UIPT and UIHPT and list some of their properties.

Section 2.3 focuses on Schnyder woods of finite triangulations. We define Schnyder
woods and recall some of their properties. We also define the Schnyder peeling process
which finds the unique maximal Schnyder wood of any finite triangulation. We will
generalise this process to infinite triangulations in Section 3, which will allow us to
establish the existence of the Schnyder wood of arbitrary infinite triangulations with
finite boundary in Section 4, and on the UIHPT in Section 6.

Finally, we record a small typographical point. Some of the proofs in the paper have
proofs of sub-claims embedded within them. We use [J to indicate the end of top-level
proofs, and M to indicate the end of the proofs of such sub-claims.

2.1 Finite triangulations

Recall that 7, denotes the set of rooted triangulations of an (m + 2)-gon that have n
interior vertices, and let ¢y, , := |7,/ | denote the number of such rooted triangulations.
In order to later construct a Schnyder wood of the UIHPT, we will rely on a number
of distributional properties of the UIHPT. In particular, we will use several of the enu-
merative results employed by Angel and Schramm [ASO3] to establish the existence
of the UIPT. The results in this section are based largely on techniques pioneered by
Tutte [Tut62]. The formula for ¢, , is derived in [Bro64], and a full outline of the sub-
sequent asymptotic results given in this section can be found in [G]04]. The value of
Qm,n 18
O 22m+1)!(4n+2m —1)!
Pmn = G = D)1 (m + 1) nl(3n + 2m + 1)1

To calculate distributions for the UIHPT, the asymptotic behaviour of ¢, , will be rel-
evant. As n — oo, this asymptotic behaviour is

Pmn ™~ Am“nniS/2

where & = 256/27 and

o s (5) 52 (8)

as m — o0,

As a consequence of the definitions of the UIPT and UIHPT (given in the following
subsection), we will generally work with balls B(v, p) of radius p around the root edge
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of such a triangulation. For a UIPT or UIHPT T, the graph T \ B(v,p) consists of
one infinite triangulation, and a (possibly empty) collection of finite triangulations. It
turns out that these finite triangulations are distributed according to the so-called free
distribution, which we now define. Let

Zn(t) =Y @uut".

Then, the free distribution on rooted triangulations of an (m + 2)-gon, denoted by i, is
the probability measure on 7" := (J,,>( 7, that assigns weight

to each triangulation T € 7,". Note that this is a Boltzmann distribution, but not the
only one: in the definition of y,, we could replace a ! by any value t € (0,a~!) to get
a different Boltzmann distribution. For any t € (0,&~1], it holds that

(2m)!((1 —40)m + 60)

T ) U

where 0 and t are related by the formula t = (1 — 6)3. When t = a~! this yields that

= e = 20 () = (1)

With the standard convention that 0! = 1, this formula gives Zy = 1.

2.2 Infinite triangulations

In this paper, we are concerned with two types of infinite triangulations: triangulations
of polygons (infinite triangulations with finite boundary), and triangulations of the
half-plane (infinite triangulations with infinite boundary). In particular, we will work
with certain random infinite triangulations of these two types, which we now define.

Let 7, denote the uniform distribution on 7,". It is shown in [AS03] and [Ang03] that
as n — oo, the measures 7, converge to a probability measure 7" on infinite planar
triangulations of the (m + 2)-gon. In other words, if T}" is 7,/'-distributed and T" is T"-
distributed and v denotes the root vertex of these triangulations, then for any radius p
and finite triangulation T of an (m + 2)-gon, we have
lim 77" (Bry (0,0) = T) = 7" (Bra(v,p) = T)

where Br(v,p) is the ball of radius p around v in T under the graph metric. A planar
triangulation sampled from t" is known as a uniform infinite planar triangulation (UIPT)
of the (m + 2)-gon. In [Ang05], it is further shown that as m — oo, the measures "
tend to a weak limit 7, which is a probability measure supported by infinite planar
triangulations of the half-plane. In other words, if T* is T-distributed and has root
vertex v, then for any any radius p and any finite triangulation T, we have

lim " (Brm(v,p) =T) = t(Br~(v,p0) = T).

m—00
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A triangulation sampled according to T is known as a uniform infinite half-planar trian-
gulation (UIHPT).

Random infinite triangulations can be sampled via a step-by-step exploration process.
This method was formalised in [Ang03], and in particular applied to the UIPT. A for-
mal approach to sampling the UIHPT in this manner is described in [AC15]. Broadly,
the strategy is to start with a boundary of the required length and some selected edge,
and sample the unique triangle F that this edge lies on. With some probability, the third
vertex v of this triangle is an interior vertex, in which case the remaining unexplored
region has the same UIPT or UIHPT distribution which we may continue exploring in
the same manner. Otherwise, v lies somewhere on the boundary, and removing F par-
titions the region into a finite region with boundary length ¢ + 2 and an infinite region.
The distribution on the finite region is the free distribution y, while the distribution on
the infinite region is once again the UIPT or UIHPT distribution, and the triangulations
of these regions are distributed independently. We may thus sample the triangulation
on the finite region according to yu,, and continue exploring the remainder of the UIPT
or UIHPT in the same manner as before. For further details on defining and sampling
infinite planar triangulations, see [AS03, Ang03] and for more details on UIHPTs see
[Ang05, AC15]. In Section 3 we will explain how to explore infinite triangulations us-
ing a modified version of this exploration algorithm based on the Schnyder peeling
process, which we define in Section 2.3.

We will use two well-known properties of the UIPT and UIHPT. First, as already noted,
we only consider one-ended triangulations in this paper, so we remark that both these
objects are indeed one-ended. Secondly, we will sometimes consider the distribution of
an infinite triangulation after it has been rerooted at a different edge on the boundary,
and rely on the fact that for both the UIPT and UIHPT, the distribution is unaffected by
this. For the UIPT, these results are proved in [AS03]. For the UIHPT, they are shown
in [Ang05] and formally stated in [AC15, Section 2.1].

Let T be either a UIPT or UIHPT with boundary denoted by (b;,i € Z) (where we take
b; = bj whenever i = j mod m if T is a UIPT with boundary length m).

Lemma 2.1 (one-endedness). T is almost surely one-ended.

Lemma 2.2 (translation invariance). For all k € Z, the distribution of T rerooted from edge
(br_1,by) to edge (by, by 1) is the same as the original distribution of T.

Note that we will always represent triangulations of the half-plane with their infinite
boundary at the bottom of the triangulation. Because of this, we will often describe
vertices anticlockwise along the boundary of any infinite triangulation (that is, follow-
ing the boundary in the direction determined by the root edge) as being to the right,
and vertices clockwise along the boundary of a triangulation as being to the left. We
remark for clarity that we will use this description even in cases where the boundary
itself is finite.

2.3 Schnyder woods

Let T € 7;1 be a rooted triangulation with boundary vertices vy, v, vy and root edge
(vr,vy). A 3-orientation of T is an orientation of the edges of T such that every interior
vertex of T has exactly 3 outgoing edges, and vy, vy, and vy, have 2, 1, and 0 outgoing
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edges respectively.

A Schnyder wood of T is a 3-colouring of the edges of a 3-orientation of T in red, yellow,
and blue such that every incoming edge to v, v;, and v, is coloured blue, red, and yel-
low respectively, and such that every interior vertex satisfies the following properties,
called the Schnyder condition.

* The 3 outgoing edges at each interior vertex are coloured blue, red, and yellow
in anticlockwise cyclic order, and

* Every incoming edge at each interior vertex enters between the outgoing edges
of the two other colours.

An example of a vertex satisfying the Schnyder condition is given in Figure 2.

Well-known work of Schnyder [Sch90] established that every triangulation T has a
Schnyder wood. Since every Schnyder wood is a 3-orientation by definition, it follows
that every triangulation has a 3-orientation. Conversely, it can also be shown that
every 3-orientation of T induces a unique Schnyder wood of T [Bre00]. Schnyder’s
work further established the following classic theorem about the structure of Schnyder
woods. We say a directed tree is rooted at v if for every vertex u in the tree, the unique
path in the tree from u to v is directed towards v.

Theorem 2.3 (Schnyder, [Sch90]). Let Ty, Ty, and Ty be respectively, the subgraphs of T
induced by the blue, red, and yellow edges in a Schnyder wood of T. Then for each ¢ € {b,r,y},
T¢ is a tree rooted at vertex v, which contains every interior vertex of T.

A 3-orientation or Schnyder wood of T € T} is called maximal if it contains no anti-
clockwise cycle. An example of a maximal Schnyder wood demonstrating the Schny-
der condition and the structure in Theorem 2.3 is given in Figure 3. Throughout this
paper we will largely be concerned with maximal Schnyder woods. The following
well-known results about cycles in 3-orientations of triangulations will be useful.

Lemma 2.4. Let T be a 3-orientation of a triangulation, and let C be a cycle of length b in T.
Then C has exactly b — 3 edges directed from the cycle to its interior.

Proof. Let n; and m; denote, respectively, the number of vertices and edges in the inte-
rior of C, and let f be the number of faces of the subtriangulation of T contained within
C, including its exterior face. Then Euler’s theorem gives that

(b+m) = (b+m)+f=2.
Furthermore, since every interior face of C is bordered by exactly 3 edges, we have
3(f —1) = 2m; +b.

Finally, since T is a 3-orientation, we have that the number of edges directed from C
to its interior is precisely m; — 3n;. Solving for this term using the previous equalities
gives the desired result. O

The next corollary follows immediately from this result.

Corollary 2.5. Let T be a 3-orientation of a triangulation, and let C be a directed cycle in T
formed by following a path that at each vertex follows the first available outgoing edge as seen
clockwise from the incoming edge. Then C is a triangle.

11



The corollary also holds with “clockwise” replaced with “anticlockwise”, and for the
same reason. The following useful result of [Bre00] now shows that it suffices to con-
sider oriented triangles when looking for directed cycles in T.

Lemma 2.6 (Lemma 1.5.1, [Bre00]). Let T be a 3-orientation of a triangulation. If T contains
a directed cycle, then it contains a triangle with the same direction.

Proof. Consider a directed cycle C in T, and suppose without loss of generality that C is
directed anticlockwise. If C is formed by a path that always chooses the first clockwise
outgoing edge, then by Corollary 2.5 we are done. Otherwise, if we instead follow the
most clockwise path starting at any edge on the cycle, then since we can not follow an
infinite path inside of C, we must construct a cycle, which must be a triangle inside of
C. O

We remark that each of Lemma 2.4, Corollary 2.5 and Lemma 2.6 relies only on the the
interior of a given cycle being finite, and as such we will be able to reuse these results
for infinite triangulations later.

In [Bre00] and [Men94] it is shown that the set of 3-orientations of a triangulation
forms a distributive lattice. In particular, every triangulation has a unique maximal
3-orientation, implying that this is also true for Schnyder woods.

Theorem 2.7. For all n > 0, every triangulation T € T,! has a unique maximal Schnyder
wood.

Since we aim to define Schnyder woods of infinite triangulations which may have large
boundaries, it is useful to consider Schnyder woods of finite triangulations with more
than 3 boundary vertices. Suppose that T € 7", and let T have root edge (v, v,). Let
T' € 7,1, be the rooted triangulation obtained by introducing a boundary vertex v,
that is adjacent to every boundary vertex of T, and still rooted at (v;, vy). A Schnyder
wood of T is an orientation and colouring of the edges of T that is consistent with some
Schnyder wood of T'. A Schnyder wood of T is maximal if it contains no anticlockwise
cycle.

Note that in any Schnyder wood of T’, the edges (vy, v;) and (vp, vy) are coloured red
and yellow respectively, and every other edge incident to v}, is coloured blue and di-
rected to vy, so there is a bijection between Schnyder woods of T and Schnyder woods
of T'. Further, a maximal Schnyder wood of T is unique.

Next, note that in every Schnyder wood of any triangulation T € 7,", every vertex
v on the boundary of T other than v, and v, satisfies the following Schnyder boundary
condition:

¢ There are exactly 2 outgoing edges at v, which are coloured red and yellow, and

¢ In anticlockwise order starting from the boundary, edges incident with v con-
sist of incoming yellow edges, the outgoing red edge, incoming blue edges, the
outgoing yellow edge, and incoming red edges.

Furthermore, the vertices v, and v, satisfy the same conditions as for 3-orientations of
triangulations in 7,}, which we hereafter call the Schnyder root condition:

* v, has exactly 1 outgoing edge and v, has no outgoing edges, and
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* All incoming edges to v, are coloured red and all incoming edges to v, are
coloured yellow.

These further conditions are also indicated in Figure 2, and an example construction of
T’ from T is given in Figure 3. Observe that the neighbours of v, other than v, and v,
satisfy the Schnyder boundary condition in T. We will refer to the Schnyder, Schnyder
boundary and Schnyder root conditions collectively as the Schnyder conditions. The
following result about the monochromatic subgraphs of T follows from Theorem 2.3.

Theorem 2.8. Let Ty, T, and T, be respectively, the subgraphs induced by the blue, red and
yellow edges in a Schnyder wood of T € T,'. Then T, and T, are directed trees, rooted at v,
and vy, and Ty, is a forest consisting of trees rooted at boundary vertices other than v, and v,
Furthermore, for each c € {b,r,y}, the graph T, contains every interior vertex of T.

Op

/O

{ ]
vy vy

Figure 3: A maximal Schnyder wood of a triangulation T' € T} constructed by adding vy, as
a neighbour to every boundary vertex of a triangulation T € T3.

Next, we describe an algorithm that constructs the maximal Schnyder wood of T € 7,".
Our algorithm is based on an algorithm described in [Bre0O0] for finding maximal
Schnyder woods, which is in turn based on the original algorithm described by Schny-
der [Sch90]. We have made minor modifications to these more well-known algorithms
to design a process that maintains necessary distributional properties of the UIHPT.

Let T have boundary vertices vy, ..., v;,41, listed in anticlockwise order of appearance
around the exterior face, and root edge (v1,v;) coloured yellow. The Schnyder peeling
process on T is defined recursively as follows. We call vy the peeling vertex used by this
step of the Schnyder peeling process, and for any edge ¢ = vou incident with vy, we call
e a chord if u = v, for some boundary vertex v, with ¢ # 1. Note that we do consider
the edge e = vpv,,+1 to be a chord.

e Consider the first chord vyv, anticlockwise from vgvy, so ¢ > 2 is the smallest
index such that vyv. is an edge. This splits T into a triangulation T, rooted at
(vo, vc) with m — c + 3 boundary vertices to the left of (vg, v ), and a triangulation
T} rooted at (v1, v3) with ¢ + 1 boundary vertices to the right of (vg, v). (Note that
in the trivial case c = m + 1, Ty may be empty.)
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* Suppose that vy is connected to k > 0 interior vertices of T;. Let T, be the triangu-
lation obtained by deleting vy from T}. Then, T, is rooted at (vq,v;) and has ¢ + k
boundary vertices.

e Assign the following colours and directions. Let (vg, v¢) be yellow, (vg, v1) be red,
and for each neighbour uy, ..., u; of vy in T}, let (u;, vy) be blue.

* Apply the Schnyder peeling process to Ty and T;.

Note that in the base case where T is a triangle with no interior vertices, then we choose
the chord (vg, v7), and the algorithm colours the edge (v, v2) yellow and (v, v1) red
as desired. An example step of the Schnyder peeling process is given in Figure 4.
Prior to the Schnyder peeling process being recursively applied to any rooted sub-
triangulations that arise in the course of the Schnyder peeling process, we refer to
these sub-triangulations as unexplored regions of T; see for example, the grey regions
indicated in Figure 4. Note that at each stage, we may choose to first explore T, and
afterwards continue exploring in T}, or vice-versa.

UC UC

. 0o . Yo

(%1 U2 01 02

Figure 4: The first non-trivial Schnyder peeling step on a triangulation T. Initially the root
edge is (v1,v2); the boundary of the unexplored region is indicated in bold. The first chord
(vo,vc) = (vo, vy) anticlockwise from (v, v1) in the unexplored region is selected and coloured
yellow, and all remaining neighbours of vq are also explored and coloured, splitting the unex-
plored region in two. The left unexplored region T, is rooted at the new root (vy, v.) while the
right unexplored region T, retains the original root (v1,v7).

We include a proof that the Schnyder peeling process constructs the unique maximal
Schnyder wood of a triangulation for completeness. However, the result is well-known
for the very similar algorithms described in [Bre00] and [Sch90].

Theorem 2.9. The Schnyder peeling process constructs the unique maximal Schnyder wood.
Proof. Let T € 7,", and let the boundary of T be vy, vy, . .., v, +1 With root edge (v1, v2).
Claim 2.10. The Schnyder peeling process constructs a Schnyder wood of T.

Proof. We proceed by induction on n + m. If n +m = 1, it is trivial to check that the
Schnyder peeling process constructs the unique colouring where v; and v, satisfy the
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Schnyder root condition and v satisfies the Schnyder boundary condition. Suppose
this statement holds for n + m < j, and consider T € 7, withn +m = j.

The first step of the Schnyder peeling process on T selects a chord (v, v¢), and reveals
k interior neighbours of vy, say u, ..., u,. This splits T into two triangulations T, and
T, in 77{;_”1 and ﬂcfé‘éf_zk respectively for some ny € {0,...,n — k}, with T, rooted
at (vo,vc) and T, rooted at (vq,v;). At this stage, we have that (v1,v;2) and (v, v¢)
are coloured yellow, (vg, v1) is coloured red, and (u;,vg) is coloured blue for each i €
{1,...,k}. By the induction hypothesis, the Schnyder peeling process will colour both
T, and T, so that they satisfy the Schnyder root, Schnyder boundary, and Schnyder
conditions.

It remains to check the colouring of the edges incident with vy, vy, v, v, U, ..., Uy,
since all other vertices are handled entirely by the induction hypothesis.

e If c > 2, the vertices v; and v, satisfy the Schnyder root condition in T,. Every
other edge incident with them is directed towards v; or v, and coloured red and
yellow respectively. Hence, v; and v, satisfy the Schnyder root condition in T.
Otherwise, if ¢ = 2, then v still satisfies the Schnyder root condition for the same
reason, and since v, is the head of the root edge in both T; and T, every edge
incident with v; is coloured yellow and directed into v, so v, again satisfies the
root condition.

* The vertex v, (if ¢ # 2) satisfies the Schnyder boundary condition in T,. Since
v, satisfies the Schnyder root condition in Ty, every other edge incident to v, is
directed towards v, and coloured yellow. Hence, v, satisfies the Schnyder bound-
ary condition in T.

¢ The vertex v satisfies the Schnyder root condition in Ty, so every edge incident to
vp in Ty, apart from vgv,, is directed towards vy and coloured red. Hence, together
with the other edges incident with vy, it follows that vy satisfies the Schnyder
boundary condition in T.

e Finally, each of the vertices uj, ..., u; satisties the Schnyder boundary condition
in T,. Since each of these vertices is connected with an outgoing blue edge to vy,
it follows that uy, ..., uy satisfy the Schnyder condition in T. u

Claim 2.11. The Schnyder wood produced by the Schnyder peeling process on T is maximal.

Proof. By Lemma 2.6, it suffices to rule out the existence of anticlockwise triangles in
T. Suppose for a contradiction that T is minimal with the property that the Schnyder
peeling process creates an anticlockwise triangle A on T. Then the first step of the
peeling process must colour at least one edge of A, otherwise A is contained entirely
within the subtriangulation T, or T, contradicting the minimality of T. Hence, one of
the edges of A is either (v, v¢), (v, v1), or (u;,vg) for some neighbour u; of vy in T;.

Now, since v, satisfies the Schnyder root condition in Ty, it is not in any directed cycle
in Ty. Furthermore, by the orientation of (v, v.), this edge cannot be in anticlockwise
cycles outside of Ty, and hence cannot lie on A. The only remaining possibility for
the anticlockwise triangle A is that two of its edges are (u;,v9) and (vp,v1) for some
neighbour u; of vy in T,. However, by the Schnyder root condition, an edge between v,
and u; would be directed towards v; and so would have the wrong direction. Hence,
A does not exist. [
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Hence, the colouring produced on T by the Schnyder peeling process is a maximal
Schnyder wood. Uniqueness follows from Theorem 2.7 and the bijection between 7"
and 7,1, ,,. O

We conclude this section with some results on the structure of monochromatic paths
in the maximal Schnyder wood of a triangulation T € 7,". For each vertex v of T and
each colour ¢ € {y,r,b}, let P°(v) be the unique directed path of colour ¢ that starts
at v in the maximal Schnyder wood of T. Note that if the root edge of T is (v, vy),

then PY(v) terminates at vy, P"(v) terminates at v,, and P’(v) terminates at a boundary
vertex of T other than v, or v,. The next lemma will be useful in later sections.

Lemma 2.12. Let T € 7,/ have root edge (v;, vy), and let v be a vertex on the boundary of T.
Then, PY(v) consists entirely of boundary vertices clockwise between v and v, on T.

Proof. It follows from Theorem 2.9 that we can assume that the edges of T are coloured
by the Schnyder peeling process. We induct on the total number of vertices of T, that
is, on n + m 4 2. Clearly, the statement holds when n = 0, as all vertices of T are
boundary vertices. Suppose that the statement holds for all triangulations with fewer
than n + m + 2 vertices, and consider T € 7,". Suppose T has boundary vy, ..., V11
in anticlockwise order, and root edge (v1, v2). Applying the Schnyder peeling process
to T, we choose a chord (vg, v.), reveal some k > 0 interior vertices, and obtain two
unexplored regions of T that we call T, and T;. Note that T is rooted at (v1,v2), Ty is
rooted at (vg,v.), and T, does not contain vy, while T; does not contain v;. It follows
from the induction hypothesis that for any vertex v on the boundary of T, the directed
yellow path from v to v, consists of boundary vertices on T, clockwise between v and
0. Similarly, for any vertex v on the boundary of T}, the directed yellow path from v to
v consists of boundary vertices of T, clockwise between v and v;. In particular, since
v, is on the boundary of T;, the directed yellow path from v, to v, consists of boundary
vertices of T,.

Suppose v is on the boundary of T. If v is on the boundary of Ty, then every vertex
clockwise between v and v, on the boundary of T, is also on the boundary of T. Fur-
thermore, every vertex on the boundary of T, clockwise between v, and v, is on the
boundary of T, and so PY(v) runs clockwise along the boundary of T from v to v, as
desired. Otherwise, v is on the boundary of T,. Then, every vertex clockwise between
v and v, on the boundary of T; is on the boundary of T, and so PY(v) again satisfies the
claim. O

We also deduce that the monochromatic paths in the maximal Schnyder wood satisfy
the following structure. As far as we are aware, this structure has not previously been
described elsewhere.

Theorem 2.13. Let T € T,", and let v be a vertex of T. Then every vertex on PY(v) has an
outgoing red edge to P’ (v), every vertex on P’ (v) has an outgoing yellow edge to PY(v), and
every vertex on PY(v) is either a boundary vertex of T or has an outgoing blue edge to P?(v).

Proof. First, we show that P¥(v), P"(v), and P’(v) are vertex-disjoint except at v. In-
deed, suppose that two of these paths intersect, say PY(v) and P’ (v), and let u be the
first vertex at which they intersect. Then, the path segments of PY(v) and P"(v) from
v to u form a cycle C. By the Schnyder conditions, for every vertex of C apart from v
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and u, exactly one edge is directed from that vertex to the interior of C. So, if C has
length b, there are at least b — 2 edges directed from C to its interior. This contradicts
Lemma 2.4.

We now prove the lemma by an induction argument similar to the one used in the proof
of Lemma 2.12. By Theorem 2.9, we can assume that the edges of T are coloured by the
Schnyder peeling process. We induct on n + m + 2. The statement clearly holds when
n = 0 and m = 1. Suppose that the statement holds for all triangulations with fewer
than n + m + 2 vertices. Let T € 7" have boundary vy, . .., v,,+1 in anticlockwise order
and root edge (v1,v2), and suppose that when applying the Schnyder peeling process
to T, we choose a chord (vg,v.), reveal k > 0 interior vertices uy, ..., u;, and obtain
two unexplored regions T, and T, of T, where T, is rooted at (v1, v2) and Ty is rooted at
(v9, v¢). By the induction hypothesis, we know that the statement holds for T, and T.

First suppose that v is in Ty. For ¢ € {y,r,b}, let Q. be the unique directed path of
colour ¢ in T, that starts at v. In particular, Q¥ terminates at v, Q" terminates at vy,
and QU terminates at the boundary of T;. Note that P’(v) = QY, P"(v) = Q'vy, and
PY(v) = QYY where Y is the directed yellow path from v, to v, in T,. In particular,
every vertex on P?(v) = QU has an outgoing red edge to Q" C P’ (v). Every vertex on
P’(v) is either on Q" and so has an outgoing yellow edge to Q¥ C P¥(v), or is v; and
so has an outgoing yellow edge to v, € PY(v). Finally, by Lemma 2.12, we know that
Y consists entirely of boundary vertices of T. So, every vertex on PY(v) that is not a
boundary vertex of T is on QY, and therefore has an outgoing blue edge to Q” = P’(v).

Otherwise, visin T;. Forc € {y,r, b}, let Q. be the unique directed path of colour c in T,
that starts at v. In particular, QY terminates at v, Q" terminates at v1, and Q" terminates
at the boundary of T,. Note that P"(v) = Q" and PY(v) = QY. Moreover, P’(v) =
QPvg if QP terminates at one of the vertices uy, ...,u;, and P’(v) = QP otherwise. In
particular, every vertex on P’(v) is either on Q” and so has an outgoing red edge to
Q" = P"(v), or is vy and so has an outgoing red edge to v; € P"(v). Also, every vertex
on P"(v) = Q" has an outgoing yellow edge to Q¥ = P¥(v).

Finally, consider a vertex w on PY(v) = QY that is not a boundary vertex of T. If w
is also not a boundary vertex of T,, then w has an outgoing blue edge to Q” C P'(v).
Otherwise, w = u; forsome i € [k|, and so w has an outgoing blue edge to vy. It remains
to show that vg € P’(v), or, equivalently, that Q" terminates at one of the vertices
uy,...,ux. Suppose for a contradiction that this is not the case, and so Qb terminates at
a boundary vertex v; for some 3 < j < c. Then, by the Schnyder conditions at vertex

v, the first edge of Q" is directed to the interior of the region enclosed by the path Q°
from v to v}, the path segment of Q¥ from v to u;, and the segment of the boundary
vertices of T, clockwise between u; and v;. However, Q" terminates at v;, and so this
would imply by planarity that Q" intersects Q" or QV. This contradicts the fact that
PY(v), P'(v), and P?(v) are vertex-disjoint as shown at the beginning of the proof. [

3 Schnyder woods of infinite triangulations
In this section we introduce Schnyder woods of infinite triangulations. For now, these

triangulations may have either finite boundary (triangulations of polygons), or infi-
nite boundary (triangulations of the half-plane). We will establish differing results on
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these two classes of triangulation in later sections. We begin in Section 3.1 by defining
Schnyder woods of infinite triangulations, and generalising the notion of maximality
introduced in Section 2.3. We show that our definitions imply that a maximal Schnyder
wood of an infinite triangulation is unique, provided it exists. In Section 3.2, we gen-
eralise the Schnyder peeling process introduced for finite triangulations in Section 2.3,
and describe some of the coloured substructures it produces as it explores an infinite
triangulation.

3.1 Defining infinite Schnyder woods

Recall from Section 2.3 that a Schnyder wood of a finite triangulation with boundary,
T, rooted at (vy, vy), is a 3-colouring of the edges of a 3-orientation of T in red, yellow,
and blue satisfying the following Schnyder conditions.

The Schnyder condition:

* The 3 outgoing edges at each interior vertex are coloured blue, red, and yellow
in anticlockwise cyclic order, and

* Every incoming edge at each interior vertex enters between the outgoing edges
of the two other colours.

The Schnyder root condition:

* v, has exactly 1 outgoing edge and v, has no outgoing edges, and

* All incoming edges to v, are coloured red and all incoming edges to v, are
coloured yellow.

The Schnyder boundary condition: For any boundary vertex v apart from v, and v,

* There are exactly 2 outgoing edges at v which are coloured red and yellow, and

* In anticlockwise order starting from the boundary, edges incident with v con-
sist of incoming yellow edges, the outgoing red edge, incoming blue edges, the
outgoing yellow edge, and incoming red edges.

We now define Schnyder woods of infinite triangulations analogously. A Schnyder wood
of an infinite triangulation T rooted at (v,,vy) is a colouring and orientation of the edges
of T that satisfies the Schnyder conditions. Recall from Theorem 2.8 that for finite trian-
gulations, the monochromatic subgraphs of a Schnyder wood consist of rooted forests
with a certain structure. We will prove analogous structural results for the monochro-
matic subgraphs on various infinite triangulations in later sections. However, for now,
we observe that the Schnyder wood definition immediately implies that these sub-
graphs are still forests in the infinite case.

Lemma 3.1. Every monochromatic subgraph of a Schnyder wood of an infinite triangulation
is a forest.

Proof. Suppose that a Schnyder wood contains a monochromatic blue cycle. Since the
Schnyder conditions imply that each vertex has at most one blue outgoing edge, it fol-
lows that this cycle must be directed. The Schnyder conditions therefore imply that
at each vertex on the cycle, the yellow outgoing edge is the unique outgoing edge di-
rected into the interior of the cycle, contradicting Lemma 2.4. A similar contradiction is
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obtained by assuming the presence of a monochromatic red or yellow cycle. It follows
that the monochromatic subgraphs of any Schnyder wood are forests. O

Recall also that a Schnyder wood of a finite triangulation is called maximal if every
directed cycle in the Schnyder wood is oriented clockwise. We similarly consider an
analogous definition for Schnyder woods of infinite triangulations. We say that a two-
ended infinite directed path in an infinite triangulation T is right-directed (resp. left-
directed) if it divides T into two regions so that the region containing the boundary of
T lies to the right (resp. left) of the path. Observe that in an infinite triangulation, a
left-directed path can be thought of as an infinite clockwise cycle, and a right-directed
path can be thought of as an infinite anticlockwise cycle. We therefore say a Schnyder
wood of an infinite triangulation is maximal if it contains no anticlockwise cycles or
right-directed paths. Figure 5 gives an example of a triangulation of the half-plane
with two distinct Schnyder woods containing no finite anticlockwise cycles; however,
this is only possible due to the Schnyder wood on the right containing right-directed
paths.

REXREX ZOS AN AN AN ANAN AN

Figure 5: Two distinct Schnyder woods of the half-plane triangular lattice in which every finite
directed cycle is oriented clockwise. The left Schnyder wood is the one produced by the Schnyder
chiselling algorithm that we later define in Section 6, and contains no right-directed paths. The
right Schnyder wood contains right-directed paths.

We now establish that if a maximal Schnyder wood exists on some infinite triangula-
tion T, then it is unique. The argument is the same as the standard proof that maximal
Schnyder woods of finite triangulations are unique (see [Bre00]), but applied using our
definition of maximality for infinite triangulations.

Theorem 3.2. Ifan infinite triangulation T has a maximal Schnyder wood, then T has a unique
maximal Schnyder wood.

Proof. Suppose that there exist two distinct maximal Schnyder woods S; and S, on T,
and consider the subgraph H of T consisting of edges that are oriented differently in
S1 and S;. Since both S; and S; are Schnyder woods, every vertex v in T has the same
number of outgoing edges in both S; and S (with the exact number depending on
whether v is an interior, boundary, or root vertex of T). To preserve these outdegrees,
for every edge incident with v that is oriented into v in S; and out of v in Sy, there
must be another edge that is oriented out of v in S; and into v in Sy, and vice-versa. It
follows that every vertex in H must have even degree, and that H can be decomposed
into subgraphs that correspond to directed cycles or two-ended infinite directed paths

19



in S; and S;. Since the edges of these cycles and paths in S; and S, have opposite
orientations, there must be an anticlockwise cycle or a right-directed path in S; or Sy,
and so it follows that S; and S, cannot both be maximal. It follows that a maximal
Schnyder wood of any infinite triangulation T is unique. O

3.2 The Schnyder peeling process on infinite triangulations

We now describe a modification of the Schnyder peeling process which allows it to
explore infinite one-ended triangulations. We first describe the details of this modified
peeling process, and provide terminology and notation that will be used to discuss
the regions explored by this process in detail in future sections. We also provide an
overview of the structures explored by this process after a finite number of steps have
elapsed. We will make use of these structures in later sections when we attempt to
explore infinite triangulations in their entirety.

3.2.1 One step of the peeling process

Suppose that we are given an infinite one-ended triangulation T of a polygon with fi-
nite boundary or of the half-plane, rooted at an edge on the boundary. In the following,
we describe a single step of the Schnyder peeling process on T. Such a step will reveal
a part of T near the root edge and assign colours and directions to the revealed edges.
This will split T into a finite region, which is explored immediately using the Schnyder
peeling process for finite triangulations, and an infinite region which remains unex-
plored. At the end of the step, the boundary of T is updated to the boundary of the
unexplored infinite region, and a certain edge on that new boundary is designated as
the new root edge, so that the process explores within this (unexplored) infinite region
in future steps.

To define a peeling step, let the boundary of T be ...,v_5,v_1,v9,71,72,... with root
edge (v1,v;) coloured yellow. We again call vy the peeling vertex used by this peeling
step, and define chords incident with vy similarly to the finite case; that is, an edge vou
is a chord if u = v, for some boundary vertex v. with ¢ # 1. Consider the first chord
vov. anticlockwise from vyv; that connects vy to the boundary, and let u, . . ., uy be the
neighbours of vy between the edges vpv; and vgv, in anticlockwise order. We assign
the following colours and directions. Let (vg, v¢) be yellow, (vo, v1) be red, and for each
i € [k] let (u;,v9) be blue. Then, depending on which side of the chord vyv, encloses a
finite triangulation, we perform the following steps.

¢ If the boundary of T is infinite and ¢ > 0, or the boundary is finite and
Vo, 01, - . .,0c, Vo encloses a finite triangulation, we perform a right step.
In this case, let T, be the finite triangulation enclosed by vy, ..., v, ug, ..., uy, vy,
rooted at (v1,v;), and assign the unique finite maximal Schnyder wood to T;.
Moreover, let the updated boundary be ...,v_5,v_1,v9,0¢,Uc+1,... and let the
new root edge be (vg, v.). This is the boundary of the unexplored infinite region
of T to the left of (vg, v¢).

¢ If the boundary of T is infinite and ¢ < 0, or the boundary is finite and
V0, V¢, Uet1, - - -, U €ncloses a finite triangulation, we perform a left step.
In this case, let T, be the finite triangulation enclosed by vy, v¢, v, 1, . . ., Vo, rooted
at (vp, v¢), and assign the unique finite maximal Schnyder wood to T;. Moreover,
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let the updated boundary be ...,v._1, 0., Uy, ..., u1,01,02,... and keep the root
edge (v1,v2). This is the boundary of the unexplored infinite region of T to the
right of (vo, v¢).

See Figure 6 for an example of a left and right step. The partial triangulation T' revealed
by the peeling step is the part of T enclosed between the old boundary and the updated
boundary, including the parts on the boundaries. Its interior, int T’, is the part of T’ that
is not on the updated boundary. After the peeling step, the infinite region of T that
remains unexplored is T \ int T’. We call this the unexplored region of T. The process
continues exploring the unexplored region of T in the next step.
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Figure 6: A left step (top) and right step (bottom) of the Schnyder peeling process.

Note that during each step, the enclosed finite triangulation is assigned its unique max-
imal Schnyder wood, which is the same colouring that would be assigned to it by
recursively applying the finite peeling process to this region. Since the only other dis-
tinction to the finite peeling process is that the remaining unexplored region is infinite,
it follows that the region of T explored by any finite number of steps of the Schnyder
peeling process is assigned the same colouring as it would be if it were contained in a
large finite triangulation! and explored by the finite peeling process.

3.2.2 Multiple steps of the peeling process

We now consider the behaviour of the Schnyder peeling process over multiple steps.
Let T be an infinite triangulation with initial boundary B = ...,b_5,b_1,bo, b1, by, ...

More precisely, in any finite triangulation obtained by replacing the infinite unexplored region of T
with an arbitrary finite triangulation.
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and initial root edge (b1, by). Then step i of the Schnyder peeling process performs a
peeling step based on the boundary and root edge before step i. This step updates the
boundary and the process chooses a new root edge on the updated boundary for the
next peeling step. In the following, we deduce some basic properties about how the
Schnyder peeling process behaves over multiple steps.

We say that a vertex v is covered by some step of the Schnyder peeling process if v is
contained in the interior of the finite partial triangulation that has been explored after
that step, and v is eventually covered if there exists some step after which it is covered.
By the definition of a peeling step, a simple induction argument shows that the set of
covered initial boundary vertices always forms a segment of the initial boundary.

Observation 3.3. After every step of the Schnyder peeling process, the set of covered initial
boundary vertices forms a segment by, ...,b, C B. Moreover, if some vertices of B have not
been covered, then the head of the current root edge is b, (or b,y if the process has not yet
taken a right step).

Using the fact that T is locally finite, we now show that the Schnyder peeling process
performs an infinite number of right steps.

Observation 3.4. The Schnyder peeling process performs an infinite number of right steps
which update the head of the current root edge to a vertex further right along the current bound-
ary. In particular, the process will eventually cover all initial boundary vertices to the right of
the initial root edge.

Proof. We claim that the Schnyder peeling process only performs a finite number of left
steps before performing a right step. Indeed, every left step explores one additional
edge incident to the tail of the current root edge without updating the current root
edge. So, the number of consecutive left steps is at most the degree of the tail of the
current root edge, which is finite. Also note that every right step updates the current
root edge to a previously unexplored edge. Since the degree of the head of the current
root edge is finite, this implies that after a finite number of right steps, the head of
the current root edge must change. By the definition of a right step, this means that
the head of the current root edge moves to a vertex further right along the current
boundary.

As long as some initial boundary vertices are not covered, such a right step extends
the segment of covered initial boundary vertices by at least one vertex to the right.
This implies that all initial boundary vertices to the right of the initial root edge will
eventually be covered. O

We remark that this implies that if the initial boundary is finite, the process must even-
tually cover the entire initial boundary.

3.2.3 Some additional notation

In the remainder of this paper, we will prove the existence of Schnyder woods of sev-
eral classes of infinite triangulation. This will require arguments that make use of vari-
ous structures produced by the Schnyder peeling process defined above. To assist with
this, we now provide an overview of all notation we will use henceforth in descriptions
of the Schnyder peeling process.
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Let T be a triangulation with boundary B = (by, k € Z), where we identify by and
by if x = y mod m whenever T has m boundary vertices. Let Py be the Schnyder
peeling process on T initiated with root edge (by, by41). We write Bx(0) := B and let
rx = rx(0) := (byx, by+1) denote the initial root edge of Py. For each step i of Py:

e Letry(i) and By(i) be the updated root edge and boundary after step i.
* Let py(i) and cx(7) denote the peeling vertex and chord used during step i.

¢ Let the partial triangulation revealed by step i be the part of T that is enclosed
between By (i — 1) and By (i), including the parts on the boundaries.

* Let Ay(i) be the revealed area up to and including step i, that is, the union of

the partial triangulations revealed over all steps j with j < i. Let Ay := [J; Ax(i).
Also, write int Ay (i) := Ay (i) \ Bx(i) for the interior of the revealed area, and let
int Ay := J;int Ay (7).
The upper boundary of the revealed area Ay (i) is Bx(i) \ (B U rx(i)) and its lower
boundary is B N Ax(i). Moreover, if the lower boundary is not the entire initial
boundary and its leftmost vertex is not incident to r, (i), then the leftmost vertex
on the lower boundary is called the corner vertex of A(i).

So in our notation, step i of P, performs a peeling step based on boundary By (i — 1)
and root edge r(i — 1) by choosing a chord ¢, (i) incident with peeling vertex p(i).
This updates the boundary to some new boundary By(i), and Py chooses a new root
edge ry(i) on By(i). The area revealed after this step is Ay (i).

3.2.4 Structure after a finite number of steps

We now deduce some properties about the structure of the colouring and the direc-
tions assigned by the Schnyder peeling process to the edges of the revealed area A (i)
after some finite number of steps. We begin by investigating the colouring assigned to
vertices on the upper boundary and to the corner vertex of A, (7).

Lemma 3.5. After step i of Py, for each vertex v on the upper boundary of the revealed area
Ax(i),

* There is exactly one outgoing edge at v which is coloured blue, and

* In anticlockwise order starting from the upper boundary, edges incident with v consist of
the outgoing blue edge and incoming yellow edges.

Moreover, if Ax(i) has a corner vertex, then every edge incident with the corner vertex of Ax (i)
is an incoming yellow edge.

Proof. We first verify the claim for the vertices on the upper boundary of A, (i). Sup-
pose that the claim holds at step i — 1, and suppose that we take a left step at step i.
This step chooses the chord c,(i), and reveals the vertices ug, . .., uy, which then lie on
the upper boundary of A (7). Each of the vertices u, ..., uy satisfies the claim, as each
of these vertices only has one outgoing blue edge that has been explored. If the head h
of cx(i) lies on the initial boundary, we have nothing further to check. Otherwise,  lies
on the upper boundary of A, (i — 1), so h already has one outgoing blue edge, and pos-
sibly some incoming yellow edges in anticlockwise order between the outgoing blue
edge and the upper boundary of A, (i — 1). By Theorem 2.9 the newly explored region
under the chord ¢, (7) satisfies the Schnyder root condition at /, and so all further edges
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incident with & in anticlockwise order between the outgoing blue edge and the upper
boundary of A, (i) are also yellow and directed towards h. Hence, h also still satisfies
the claim.

Otherwise, if step i is a right step, then the upper boundary of A, (i) is a strict subset of
the upper boundary of A, (i — 1), and so the claim is still satisfied. Hence, inductively,
the claim always holds for vertices on the upper boundary.

Finally, suppose that A,(i) has a corner vertex v. Observe that the only explored edges
incident with v are any chords selected by the peeling process that are incident with o,
along with coloured edges within any of the finite regions explored after those chords
were selected. These chords are always directed towards v and coloured yellow by
definition of the Schnyder peeling process. Furthermore, since v is the head of the
chord in each of the finite regions, it is the head of the root edge for each of the finite
explorations, and so it follows from Theorem 2.9 that all of the remaining explored
edges at v are also directed towards v and coloured yellow. Hence, the claim also
holds for the corner vertex. O

Next, we investigate the structure of the monochromatic subgraphs of A, (i). We begin
with a description of the edges added to each monochromatic subgraph at a left or
right step of P,. Let t; and hy denote the tail and head of the chord used by the ¢-th
right step of Py (taking tg and hg to be, respectively, the tail and head of the initial root
edge, so t) = by and hy = byy1). Suppose that Py has performed j right steps before
step i, so t; is the tail of the root edge rx(i — 1) and is on the boundary B, (i — 1) one
vertex right of p, (7). See Figure 7 for an example of such a scenario.

In every step, most of the newly revealed edges are coloured according to the peeling
process applied to a finite region of the triangulation. Since this process constructs a
Schnyder wood of that region, we know by Theorem 2.8 that these finite regions will
always be composed of: a directed red tree rooted at the tail of the region’s root edge,
a directed yellow tree rooted at the head of the region’s root edge, and a forest of blue
trees, each rooted at a vertex on the region’s boundary (other than the head or tail of
the region’s root edge). We now describe the overall structure of the edges added to
the revealed area at a given step i of the process. It is straightforward to verify, using
the definition of the Schnyder peeling process, that this description is valid.

If step i is a left step, then the finite region explored during step i is rooted at ¢, (i), and
after step i, the updated boundary between f; and the head of c,(i) is now the path
segment composed of the neighbours uy, ..., u; of px(i). The overall structure added
by this left step is a single red tree rooted at ¢}, a single yellow tree rooted at the head
of cx(i), and a forest of blue trees rooted at vertices on the previous boundary By (i — 1)
strictly between t and the head of c,(i). Note in particular that for each 1 < ¢ < k, the
edge (uy, px(i)) is always added to the blue subgraph.

If step i is a right step, and there have been j right steps performed before step i, then
the tail of the chosen chord c,(i) is ;;1, and its head is /;, 1. In this case, we reveal the
neighbours uy, ..., uy of py(i) below the chord, and the explored finite region is rooted
at (tj, h;). The overall structure added by this right step consists of a red tree rooted at
tj,a yellow tree rooted at hj, and a forest of blue trees rooted at vertices on the previous
boundary B (i — 1) between t;, 1 and hj1 (excluding ¢; and h;). Note in particular that
the edge (f;,1,¢;) is always added to the red subgraph. Moreover, as a consequence
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of the structure of the finite region, some directed path from %;,, to h; is necessarily
added to the yellow tree. Since the Schnyder wood assigned to the explored finite
region during step i is maximal, we know from Lemma 2.12 that the yellow path from
h]-erl ]Eo h; consists entirely of vertices on the previous boundary By(i — 1) between h;
an ]'+1.

—o—o

O

ty to ho hy  hy

Figure 7: The various monochromatic components added to the revealed Schnyder wood after
P takes either a right (top) or left (bottom) step.

We now use the above facts to determine the structure of the colouring assigned to the
revealed area after a finite number of steps, checking each monochromatic subgraph
in turn. See Figure 8 for an demonstration of the structure of the monochromatic sub-
graphs after the head of the root edge no longer lies on the initial boundary.

Lemma 3.6. After step i of Py, the yellow subgraph of the revealed area Ay (i) consists of

* A tree rooted at byq, containing the current root edge vy (i) and a path whose vertices
include the heads hy of every chord chosen by a right step of Py, and not containing any
vertices on the upper boundary or the corner vertex of A (i), and

e A forest of trees rooted at vertices on the upper boundary or at the corner vertex of Ax(i).
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Figure 8: Structure of the monochromatic subgraphs in Ax(i) after some step i at which the
head of the root edge r (i) is no longer on the initial boundary.

Px(il) bx

Moreover, when step i is the j-th right step, the yellow path from hj to h; consists entirely of
vertices on By(i — 1) between hj and h .

Proof. Suppose that the statement holds after i — 1 steps, at which point the process Py
has taken j right steps. We show that the statement holds after i steps.

If step i is a right step, the component added to the yellow subgraph is a finite tree
rooted at the head h; of the previous root edge. By the induction hypothesis, the yellow
subgraph after j right steps includes a directed path hj, e, h]-,l, ceu hy, oo hy = by,
and so the yellow edges added at step i are added to the tree rooted at by;1. In par-
ticular, 7, (i) is added to the tree rooted at b,1. Any edges of the yellow trees rooted
at any vertex between t; 1 and h;,q on By(i — 1) will also be added to the same tree.
Furthermore, it follows from the structure of the right step that apart from vertices
between t; 1 and hj, 1, the vertices on the upper boundary and the corner vertex of
Ax(i — 1) will form the upper boundary and the corner vertex of Ax(i). So, the induc-
tion hypothesis implies that, after step i, the yellow trees not rooted at b, are rooted
at vertices on the upper boundary or at the corner vertex of A, (i). Finally, as remarked
in the paragraph preceding Lemma 3.6, the yellow path from ;1 to h; consists entirely
of vertices on By(i — 1) between h; and hj 1. This shows that the claim holds after step
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1.

Otherwise, if step i is a left step, the component added to the yellow subgraph is a
finite tree rooted at the head of ¢, (i), which is either a vertex on the upper boundary
or the corner vertex of A,(7). Any finite yellow tree rooted at a vertex covered by the
left step will also be added to this new finite tree rooted at the head of ¢, (i). Note that
the tree rooted at b, is unaffected and so satisfies the properties from the induction
hypothesis also after step i. Again, this shows that the claim holds after step i. O

Lemma 3.7. After step i of Py, the red subgraph of the revealed area A (i) is a tree rooted at
by, containing a path whose vertices are the tails t; of every chord chosen by a right step of Px.

Proof. In both left and right steps, the component added to the red subgraph is a finite
tree rooted at the tail ¢; of the current root edge. Furthermore, the edge (t;11,t;) is
added to the red subgraph at the (j + 1)-th right step, and so the red subgraph contains
the path t]', t]'_l,...,tl, to = by. O

Lemma 3.8. For any step i, let iy = 0 and inductively define i, as the last step from
{ip=1 + 1,...,i} for which px(iy) is on the boundary By (iy_1). After step i of Py, the blue
subgraph of the revealed area Ay (i) consists of

e A tree rooted at py(i1), containing a path whose vertices are the peeling vertices px(iy)
with ¢ > 1, and

e A forest of trees rooted at vertices on the lower boundary of Ax(i).

Moreover, every vertex on the upper boundary of Ax (i) has an outgoing blue edge to one of the
peeling vertices py(ip) with £ > 1.

Proof. We first prove inductively that after step i of Py, the blue subgraph consists of a
forest of trees rooted at vertices on the initial boundary. Indeed, in both left and right
steps, the component added to the blue subgraph is a forest of trees rooted at vertices
of the previous boundary. A vertex of the previous boundary is either on the initial
boundary or, by the induction hypothesis, is in a blue tree rooted at a vertex of the
initial boundary. In both cases, every blue edge added during step i will be added to a
blue tree rooted at a vertex on the initial boundary, as claimed.

Since py (i1 ) is on the initial boundary; if i; is a right step, the upper boundary of A, (i)
contains no vertices, and if 71 is a left step, the upper boundary of A, (i;) consists only
of the neighbours u1, ..., uy of px(i1) revealed during step i1. In particular, after step
i1, every vertex on the upper boundary of A, (i1) has an outgoing blue edge to px(i1).
Since py(iz) is on By (i1) but not on the initial boundary and not incident to ry (i), it
follows that py(ip) must be on the upper boundary of Ax(i1), and so there is a blue
edge from py(iz) to px(i1).

We now apply the same arguments for step i, instead of i; and with the updated
boundary B,(i1) instead of the initial boundary. This shows that after step iy, every
vertex that is on the upper boundary of A, (iy) and not on B, (i1) has an outgoing blue
edge to px(i2), and there is a blue edge from p,(i3) to px(i2). By iterating this argu-
ment, we obtain a blue path px(iy), px(ir_1),. .., px(i1), and every vertex on the upper
boundary of A, (i) has an outgoing blue edge to one of the vertices px(i1), ..., px(ir).
Since iy = i for some ¢, this proves the claim. O
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4 Infinite triangulations with finite boundary

In this section, we study the behaviour of the Schnyder peeling process on infinite
triangulations with finite boundary. We show that if T is such a triangulation, then
the Schnyder peeling process explores all of T, which we use to establish the existence
of infinite Schnyder woods. We further show that the Schnyder wood constructed is
maximal and therefore the unique maximal Schnyder wood of T. We also describe
some of the structure of this Schnyder wood, and show that the Schnyder wood of
the UIPT is a weak limit of Schnyder woods of random finite triangulations as their
number of vertices tends to infinity. We begin by establishing the following theorem.

Theorem 4.1. Every infinite triangulation with a finite boundary has a unique maximal
Schnyder wood.

Showing that the vertices of T explored by the Schnyder peeling process satisfy the
conditions for Schnyder woods is straightforward — the verification is the same as for
the finite case. However, to show that the Schnyder peeling process constructs a Schny-
der wood of T, we additionally must demonstrate that the Schnyder peeling process
explores the entire triangulation T. The following lemma justifies that this is true, and
that additionally, this infinite exploration constructs no finite anticlockwise cycles on
T. Suppose T is rooted at (by, by11).

Lemma 4.2. The Schnyder peeling process Py constructs a Schnyder wood of T without anti-
clockwise cycles.

Proof. By Observation 3.4, Py will have covered all initial boundary vertices after a
finite number of steps. Since the updated boundary after these steps is still finite,
iterating this argument shows that the process will explore all vertices at any fixed
distance from the initial boundary after a finite number of steps, and so the process
will explore the entire triangulation T.

Recall that the region of T explored by any finite number of steps of the Schnyder
peeling process is assigned the same colouring as if it were contained in a finite trian-
gulation and were explored by the finite peeling process. Since Py explores any finite
collection of edges of T after a finite number of steps, Theorem 2.9 therefore implies
that the colouring of T constructed by P, will satisfy the Schnyder conditions, and it
will not contain any anticlockwise cycles. O

To establish that the constructed Schnyder wood is maximal, it remains to show that
no infinite right-directed paths exist. Define a leftmost walk in an orientation of T to be
a directed walk that at each vertex always takes the first outgoing edge clockwise from
the edge at which it entered, if an outgoing edge exists, and of maximum length subject
to this. Let L(e) denote the leftmost walk starting from a directed edge e. We will use
the following property of leftmost walks in the Schnyder wood of T constructed by the
Schnyder peeling process.

Lemma 4.3. Every leftmost walk in the Schnyder wood of T constructed by Py terminates at
the head of the root edge.

Proof. Let e be an edge of T, and consider the leftmost walk L(e) in the Schnyder wood
of T constructed by P,. We claim that L(e) is a directed path. Indeed, it follows from
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Lemma 4.2 that L(e) contains no anticlockwise cycles. Suppose that L(e) contains a
clockwise cycle C. Since L(e) always follows the leftmost outgoing edge at each vertex
of C, at every vertex of C that is an internal vertex of T, there are two edges directed
to the interior of C. Similarly, at every vertex of C that is a boundary vertex and not
incident to the initial root edge, there is one edge directed to the interior of C. Since
there are only two other vertices in T, it follows that all but at most two vertices of C
have at least one edge directed to the interior of C, contradicting Lemma 2.4. Hence,
L(e) is acyclic, as claimed.

Since e is at some finite distance from the initial boundary of T, the edge e will be
explored by the Schnyder peeling process within a finite number of steps. Consider
the revealed area of T after e and the entire initial boundary has been explored. Then,
the boundary of the unexplored region consists of the upper boundary of the revealed
area and the current root edge, which we call r. Note that by Lemma 3.5, the path
L(e) can only enter an upper boundary vertex via an incoming yellow edge, but then
it leaves that vertex via the blue outgoing edge, which is part of the revealed area.
Moreover, any unexplored edge incident to the head or tail of the r will, in the final
Schnyder wood, be coloured as an incoming red or yellow edge, and so the path L(e)
cannot leave via these vertices either. Thus, L(e) can never leave the revealed area. It
follows that L(e) is finite and must therefore terminate at the unique vertex in T with
no outgoing edges, which is the head of the initial root edge. O

We can now prove that the constructed Schnyder wood is maximal.

Lemma 4.4. The Schnyder wood constructed on T by Py is maximal.

Proof. By Lemma 4.2, it remains to show that the Schnyder wood constructed on T by
Py has no right-directed paths. Suppose for a contradiction that T contains a right-
directed path R, and let e be any edge on R. By Lemma 4.3, the leftmost walk L(e) ends
at the head h of the initial root edge (which cannot be on R since / has no outgoing
edge), so there must be an edge ¢’ on L(e) that is directed from a vertex v on R towards
the side of R containing h. Consider the first such edge. The previous edge on L(e)
lies either on R, or on the side of R not containing /. In either case, the outgoing edge
from v that is on the path R is further left than ¢/, contradicting the definition of L(e).
It follows that no right-directed path exists. O

Since we have now shown that the Schnyder peeling process constructs a maximal
Schnyder wood of T, Theorem 4.1 now follows immediately from Theorem 3.2.

We conclude our study of Schnyder woods of arbitrary infinite triangulations with
tinite boundary by establishing a result analogous to Schnyder’s characterisation of
the monochromatic subgraphs in finite Schnyder woods, as given in Theorem 2.8.

Theorem 4.5. Let T be an infinite triangulation with finite boundary B and root (by, by11),
and consider the unique maximal Schnyder wood of T. Then, the monochromatic subgraphs of
T consist of

* An infinite yellow tree rooted at by 1,
* An infinite red tree rooted at by,

* An infinite blue tree rooted at some vertex b, with z ¢ {x,x + 1}, and a forest of finite
blue trees rooted at vertices other than by and by, on B.
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Furthermore, each monochromatic infinite tree contains exactly one infinite path. Every vertex
on the infinite blue path has an outgoing red edge to the infinite red path, every vertex on the
infinite red path has an outgoing yellow edge to the infinite yellow path, and every vertex on
the infinite yellow path is either a vertex on B, or has an outgoing blue edge to the infinite blue
path.

Proof. We first verify the structure of each of the monochromatic subgraphs.

Claim 4.6. The yellow subgraph of T consists of an infinite tree rooted at by that contains
a unique infinite path whose vertices include the heads of every chord chosen by a right step of
Py.

Proof. We showed in Lemma 3.6 that after i steps of Py, the yellow subgraph of the
revealed area A,(i) consists of a tree rooted at b, that is disjoint from the current
upper boundary and corner vertex, and that contains a path whose vertices include
the heads h, of every chord chosen by a right step of P, up to step i, along with a forest
of trees rooted at vertices on the upper boundary or at the corner vertex of A,(7). By
Observation 3.4, Py will take an infinite number of right steps while exploring T, so the
yellow subgraph of T will include an infinite yellow tree rooted at b, that contains
an infinite path whose vertices include (hy, ¢ > 0). Note that iy = by 1.

Consider now a finite yellow tree rooted at a vertex v on the upper boundary or at the
corner vertex of Ay(i). If v is later covered by a right step j of Py, then the Schnyder
conditions for the finite region explored during step j imply that v will have a yellow
path to the head of r,(j — 1). Since this head is one of the vertices hy, it follows that
v will be added to the tree rooted at b,;. Alternatively, if v is later covered by a left
step j, then the Schnyder conditions imply that after this step, v will be contained in
a yellow tree rooted at the head of c,(j). Observe that no left step of P, that covers v
can choose a chord to a vertex on B, (i) anticlockwise between v and the head of the
root edge. It follows that the head of c,(j) is a vertex on By (i) clockwise between v
and the head of the current root, and is still not covered after step j. Since we know
from Observation 3.4 that all vertices of By (i) will eventually be covered, it follows
that eventually there must be a right step that covers the root of the finite yellow tree
containing v, and by the same argument as before, this implies that the finite yellow
tree containing v is added to the infinite tree rooted at b, 1.

Finally, recall that if Py has performed ¢ right steps after step i, then the tree rooted at
by+1 contains a directed path from hy to hy = b, 1, and this tree intersects the boundary
B, (i) only in the root edge r,(7), the head of which is . In particular, a path from any
vertex revealed after step i to b, must include hy. This shows that the infinite path
whose vertices include (hy, ¢ > 0) is the unique infinite path in the yellow tree rooted
at by,q. |

Claim 4.7. The red subgraph of T consists of an infinite tree rooted at by that contains a unique
infinite path whose vertices are the tails of every chord chosen by a right step of Py.

Proof. It follows immediately from Lemma 3.7 that the red subgraph of T consists of a

single infinite red tree rooted at by, and that this tree contains the infinite path whose
vertices are the tails ¢y of every chord chosen by a right step of Py.
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In particular, if Py has performed ¢ right steps after step i, then the tree rooted at b,
contains the directed path t;,t;_1,...,t9. Moreover, by Lemma 3.5, no upper boundary
or corner vertex of Ay(i) can be contained in this tree, and so the red tree can only
intersect the boundary B, (i) at t; and hy. The Schnyder root condition implies that
no red edges can be added to /i, during subsequent steps, so a path from any vertex
revealed after step i to by must include t,. This shows that the infinite path ..., ), t, o
is the unique infinite path in the red tree rooted at by. H

Let ip := 0, and inductively define iy as the last step of Py such that p,(i;) is on the
boundary By(iy_1). Each i, exists, since Py eventually covers the entire boundary
Bx(iy_1) by Observation 3.4. Note that whenever i = iy, the steps iy, ...,i; coincide
with the steps defined in Lemma 3.8.

Claim 4.8. The blue subgraph of T consists of an infinite blue tree rooted at some vertex b,
with z ¢ {x,x + 1}, and a forest of finite blue trees rooted at vertices on the initial boundary.
Moreover, the infinite blue tree contains a unique infinite path whose vertices are the peeling
vertices px(ip) with £ > 1.

Proof. 1t follows immediately from Lemma 3.8 that the blue subgraph of T consists
of blue trees rooted at vertices on the initial boundary, and that the blue tree rooted
at px(i1) contains an infinite path whose vertices are the peeling vertices py(iy) with
¢ > 1. Note that p(i1) = b, forsome z ¢ {x,x + 1}.

By Observation 3.4, the process Py will eventually cover the entire initial boundary of
T. Let k be sufficiently large such that Py has covered the entire initial boundary after
iy steps, and denote the upper boundary of A, (ix) by U. Then, Lemma 3.8 shows that
every vertex on U has an outgoing blue edge to one of the peeling vertices p,(iy) for
¢ < k. In particular, every vertex on U is contained in the tree rooted at py(i1), so the
blue trees rooted at all other vertices of the initial boundary can no longer be extended
after step iy and will therefore be finite.

Finally, note that running Py after step i, for some ¢ > 1 corresponds to running the
Schnyder peeling process on the unexplored region of T with initial boundary By (iy)
and root edge r«(iy). So, by the same arguments as above, every blue (sub-)tree that is
rooted at a vertex of By (iy) \ {px(i¢+1)} will be finite. That is, for only a finite number
of vertices v in the blue tree of T rooted at py(i1), the blue path from v to px(i1) will
not include px(iy11). This shows that the infinite path ..., px(i3), px(i2), px(i1) is the
unique infinite path in the blue tree rooted at p(i1). |

It remains to establish the structure of the outgoing edges between the unique infinite
paths. Since the infinite red path consists of the tails of every chord chosen by a right
step of P, while the infinite yellow path contains the heads of each of these chords, it
follows immediately that every vertex on the infinite red path has an outgoing yellow
edge to a vertex on the infinite yellow path. Furthermore, since the infinite blue path
consists entirely of peeling vertices and every peeling vertex has an outgoing red edge
to the tail of the current root edge when it is peeled, it follows that every vertex on the
infinite blue path has an outgoing red edge to a vertex on the infinite red path.

Finally, consider a vertex v on the infinite yellow path that is not on the initial boundary
B of T. By Lemma 3.6, v was added to the infinite yellow path at some right step i, at
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which it lies on the boundary Bx(i — 1). Since v is not on the initial boundary B, it
follows that v must be on the upper boundary of A, (i —1). Let ij = 0 and inductively
define i} as the last step from {i;, ; +1,...,i — 1} such that p,(i;) is on the boundary
By(iy_1). Then, by Lemma 3.8, v has an outgoing blue edge to one of the peeling
vertices py(i}). Since v is covered by the right step i and has an edge to p,(i}), this
implies that after step i, the entire boundary B JC(i@fl) is covered. In particular, no later
peeling vertex of Py can ever be on the boundary B, (i;_,). This shows that i, = i/, and
so v has an outgoing blue edge to one of the peeling vertices p,(iy) contained in the
infinite blue path. O

We remark that the infinite monochromatic paths described in Theorem 4.5 have a
structure resembling that of the monochromatic paths from any fixed vertex in a finite
maximal Schnyder wood, as described in Theorem 2.13. In fact, we can show that
the same structure holds for the monochromatic paths from any fixed vertex in the
maximal Schnyder wood of an infinite triangulation T with finite boundary. As in
Section 2.3, for each vertex v of T and each colour ¢ € {y,r,b}, denote by P°(v) the
unique directed path of colour c that starts at v in the maximal Schnyder wood of T.

Theorem 4.9. Let T be an infinite triangulation with finite boundary, and let v be a vertex of
T. Then every vertex on P’ (v) has an outgoing red edge to P'(v), every vertex on P (v) has
an outgoing yellow edge to PY(v), and every vertex on PY(v) is either a boundary vertex of T
or has an outgoing blue edge to P*(v).

Proof. It follows from the structure in Theorem 4.5 that each of PY(v), P"(v), and P’ (v)
is finite. Since the Schnyder peeling process Py eventually explores all of T, we have
that after some finite number of steps, it has explored every vertex on PY(v), P"(v),
and P?(v), and all of their incident edges. After this step, the region explored by the
peeling process is finite. Since this finite region is assigned the same colouring by Py as
if it were contained in a finite triangulation and explored by the finite peeling process,
it follows that PY(v), P"(v), and P(v) satisfy the conditions for maximal Schnyder
woods of finite triangulations given in Theorem 2.13. O

We conclude this section by establishing that the unique maximal Schnyder wood of
the UIPT is in fact the limit of the unique maximal Schnyder woods of uniform finite
triangulations.

Theorem 4.10. For all m € IN, the maximal Schnyder wood of the UIPT with boundary length
m is the weak limit of the maximal Schnyder wood of a uniformly random triangulation from
T asn — oo.

Proof. Let T be the UIPT with boundary length m, and let T, be a uniformly random
triangulation from 7,". Let r denote the root edge of these triangulations. By Theo-
rem 4.1, the Schnyder peeling process constructs the maximal Schnyder wood of T. In
particular, the peeling process will explore the entire ball Br(r, p) of radius p around
rin T in a finite number of steps. Note that the peeling process will explore only a
finite connected region of T during those steps. So, for every € > 0, there exists a
p’ such that with probability at least 1 — ¢, the peeling process will explore the en-
tire ball Br(r, p) while only exploring edges within the ball Br(r,p’). If additionally
Br,(r,0") = Br(r,p’), this implies that the maximal Schnyder wood constructed by the

32



peeling process on T, agrees on the ball Bt (r, p) with the maximal Schnyder wood of
T on the ball Br(r, p). Since the distribution of B, (r, p’) converges to the distribution
of Br(r,p’) as n — oo and we may choose ¢ arbitrarily small, it follows that the dis-
tribution induced on B, (7, p) by the maximal Schnyder wood of T, converges to the
distribution induced on Br(r, p) by the maximal Schnyder wood of T. Since this holds
for all p, the maximal Schnyder wood of T is the weak limit of the maximal Schnyder
wood of T, as n — oo. O

5 The peeling process on the UIHPT

We now turn to the more challenging setting of infinite triangulations of the half-plane,
and immediately restrict our attention to the random triangulation which is our focus:
the UIHPT. In this section, we prove a number of preliminary results that will allow us
to establish the existence of a Schnyder wood of the UIHPT in the following section.
The section has two parts. In Section 5.1, we show that unlike for triangulations with
finite boundary, the Schnyder peeling process is not guaranteed to explore the entire
triangulation if it has an infinite boundary. In particular, on the UIHPT, the peeling
process almost surely only explores edges within a one-ended narrow region along the
initial boundary which extends only a finite distance to the left of the initial root edge.
We name the region that is so explored the Schnyder wood segment.

In Section 5.2, we show that we may colour a two-ended narrow strip along the entire
initial boundary by rerunning the Schnyder peeling process from boundary vertices
progressively further left. The bulk of the work consists of showing that this process
provides a consistent definition of the colour and orientation assigned to a given edge.
We will call the region coloured by this process the Schnyder wood strip.

In Section 6, we will use the Schnyder wood segment and Schnyder wood strip to
construct a unique maximal Schnyder wood of the UIHPT. Our strategy will be to show
that by repeatedly removing a segment or strip from the UIHPT, we will eventually
colour the entire half-plane and thereby construct a unique maximal Schnyder wood.
To facilitate the iterated removal of these narrow regions along the boundary, we prove
in Section 5.1.1 and Section 5.2.5 that removing, respectively, a Schnyder wood segment
or a Schnyder wood strip from the UIHPT leaves a triangulation of the half-plane that
is also distributed like a UIHPT. This means that the Schnyder peeling process behaves
in a distributionally identical way on the remaining unexplored region.

5.1 The Schnyder wood segment

We begin by calculating the probability that the Schnyder peeling process takes a cer-
tain step when applied to the UIHPT. Equivalently, this is the probability that the par-
tial triangulation revealed by the step is present in the UIHPT. By definition of the
UIHPT as a local limit in Section 2.2, we can obtain this probability by first calculating
the probability that the partial triangulation is present in a uniformly random finite
triangulation from 7., and then taking the limit of this probability as first n — co and
then m — co.

Suppose that we want to calculate the probability that a step of the Schnyder peeling
process in the UIHPT chooses the chord (vg,v.) and also reveals k neighbours of v
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along with some given triangulation Ts (where s = rif c > 0 and s = ¢ if ¢ < 0). For
any sufficiently large m € IN, we associate the following partial triangulation S’ of an
(m + 2)-gon with this step.

* Denote the boundary vertices of the (m + 2)-gon by vy, ..., 0,41 and the root
edge by (v1,v;). To obtain S/, add the chord vyv, where v, denotes the vertex v;
with i = ¢ mod (m +2), and add k neighbours u1, ..., u; to vy in anticlockwise
order between vyv; and vyv.. Also, add the edges of the path vy, uy, ..., u, v..

o If c > 0, fill the region of S’ enclosed by v1,...,0c, U, ..., u1,v1 and rooted at
(v1,v2) with the triangulation T;. Otherwise, if ¢ < 0, fill the region enclosed by
V0, V¢, Vet1, - - -, 0o and rooted at (vo, v.) with the triangulation Ts.

Now, if S € 7, is a uniformly random finite triangulation with 7 sufficiently large, we
need to calculate the probability that S’ C S. This is equivalent to counting the number
of ways to extend S’ to a triangulation with n interior vertices.

Let Ts have m; + 2 boundary vertices and n; interior vertices. Then S’ has 1 + k interior
vertices and a single unexplored region with m — ms 4 1 4 k boundary vertices. This
implies that the number of ways to extend S’ to a triangulation with # interior vertices
is @, n, where my = m —ms — 1+ k and n, = n — ns — k. So, by the asymptotics for
@m,n given in Section 2.1,

_a—ns—k

P(s C §) = Pmm  Am () > Aw,
Omn Apatn—5/2 A

as n — oo. Since my, = m — mg — 1 + k, we have that

s+1—k
Am, nk (64/9)" (my,)!/2 PR A i . p
A (64/9)mm1/2 64 s,k Ts

as m — o0. S0, psi 1, is the probability that the Schnyder peeling process takes this
specific step in the UIHPT. Importantly, p; ;7. only depends on T via its size ns; and
boundary length ;.

Next, we calculate the probability that a step of the Schnyder peeling process chooses
the chord (vg, v¢) and reveals k additional neighbours of vy, no matter what exact tri-
angulation T it reveals. This probability is

9 ms-i-l—k
P = L pam =L L, puam = Lomana " ()
N

TseT™s ns T, 6771’?5

I 9 I’Hs‘i’l*k_z (2m;)! 4o Ek
o 64  32m! (ms +2)! 4

Using the easy-to-check identity

6 2x
— 4C. —
GrDE2) () Ce = Cxn,

where Cy is the x-th Catalan number, we get that

3 . 3\*
Pskms = a4 5(4Cms - Cmerl) ZL . (1)
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We now calculate the total probability that the Schnyder peeling process takes a left
step (s = ¢; ¢ < 0). In this case, there is no restriction on m, and k, and so summing
over my and k yields

k
3 3 _
poi= Y. Poim, = o ) (Z) Y 47"(4Cp, — Cpy11)
mp,k>0 k>0 me>0
. 3 . CMngl . 3 o 3

It follows that the probability of taking a right step (s = r; ¢ > 0) is 1/4, but for
consistency, we verify this by computation. Note that the only restriction on T, when
taking a right step is that m, > k. So, summing over m, and k and using the fact that
the generating function for the Catalan numbers is c(x) = (1 — /1 — 4x)/(2x) yields

3 3\ F
pi= B R pan =g L (5) L0 G

k>0 m, >k k>0 my>k

k
4 C
_3 (§> lim (%_ mr:zﬂ)
64k20 4 ) m—oo \ 4 4mr

3 v (3)" 3 c<3) 1
= — k —_— = — —_— = -
16 &\ 16 16 16 4

In particular, note that the probabilities p; and p;, of taking left and right steps sum to
1, as expected.

In addition to just giving the probability of a step, these calculations also tell us the
probability distributions of the finite triangulation Ts and of the unexplored region of
T’. For the distribution of T, note that the dependence of the probability ps 1, on 75 is
a~ s, So, for fixed s, k, and m;, the distribution of Ts; must be the free distribution. We
now show that the unexplored region is distributed like a UIHPT. This is important
since it implies that the probability distributions of all future steps of the Schnyder
peeling process are the same as the probability distribution of the first step.

Lemma 5.1. Let T’ be a fixed partial triangulation revealed by a peeling step, and let r be the
new root edge after the peeling step. If T is a UIHPT conditioned on T' C T, then T \ int T’
has the same distribution as a UIHPT rooted at r.

Proof. Let s, k, and T; be the parameters of the peeling step that reveals T’, and let S’
be the associated partial triangulation of an (m + 2)-gon defined above. Fix m and n
sufficiently large, and let S be a uniformly random element of 7, conditioned on the
event that S’ C S.

Consider the ball Bg\ g/(r,p) of radius p around r in S\ S’. By the above calculation,
Bg\ g (,p) has the same distribution as a ball of radius p in a uniformly random finite
triangulation of n’:fh where n, = n—ns—kand m, = m—mgs—1+k. So,as n — o
and then m — oo, the distribution of Bg\ s (r, p) converges to the distribution of a ball
of radius p in a UIHPT rooted at r.

Since the distribution of Br\1/(r, p) is the limit of the distribution of Bg\ s/ (7, p), we get
that By (7, p) is distributed like a ball of radius p in a UIHPT rooted at r. As this holds
for all p, it follows that T \ T’ has the same distribution as a UTHPT rooted at r. O
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We now consider the behaviour of the Schnyder peeling process on the UIHPT
over multiple steps. For this purpose, let T be a UIHPT with boundary B =
co.,b_2,b_1,by, by, by, ... and let P, be the Schnyder peeling process initiated with root
edge (by,by11). Step i of Py performs a peeling step based on the boundary and root
edge before step i. This step updates the boundary and Py, chooses a new root edge on
the updated boundary for the next peeling step.

Note that if we perform a single step of the Schnyder peeling process on the UIHPT,
then by Lemma 5.1 we know that the unexplored region that remains after the step
will have the same distribution as the UIHPT. Therefore, by induction it follows that
the unexplored region after any number of steps will have the same distribution as the
UIHPT. In particular, the transition probabilities of all steps of the Schnyder peeling
process are the same ones as calculated above.

We now show that, unlike for triangulations with finite boundary, the Schnyder peel-
ing process on the UIHPT will almost surely not explore the whole plane. In fact, the
following lemma shows that the Schnyder peeling process will only explore a finite
number of vertices on the initial boundary left of its root edge. Recall that a vertex v
is covered by some step of Py if v is contained in the interior of the partial triangulation
that has been explored after that step, and that Py eventually covers v if there exists some
step i after which v is covered.

Lemma 5.2. Almost surely for all x € Z there exists some y < x such that the Schnyder
peeling process Py eventually covers b, if and only if z > y.

Proof. It follows from Observation 3.4 that Py will eventually cover all b, with z > x. It
remains to determine how many initial boundary vertices b, with z < x will eventually
be covered. Consider a single step of Py:

¢ If the step is a right step, it will cover one boundary vertex left of the root edge.
The probability of a right step is 1/4.

o If the step is a left step, it will cover some number j of boundary vertices left of
the root edge, but also add k new vertices to the boundary directly to the left of
the root edge. By applying (1), we see that the probability of this is

k
3 i 1/3
Pik = Prrj1 = 4qjrx where g; = 47/(4Cjq — Cj) and i = (Z) :
Note that };~1¢4; = 1 and }>orx = 1. In particular, conditioned on the step
being a left step, j and k are independent with probability mass functions (g;);>1
and (¢ )x>0, respectively.

Therefore, the distribution of the index of the leftmost boundary vertex that is even-
tually covered by Py is equal in distribution to the minimal value of a random walk
(Sn)n>0 with Sg = x, and S, = x + Y/ ; {; where §; are i.i.d. random variables with
the following distribution:

¢ ¢; = —1 with probability 1/4 (a right step), and

* §; =k — jwith probability p; (a left step).
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Note that if a random variable | has probability mass function (g;);>1, then
. i 1
E()= LU =i =L o= L4 C—c(y) =2
i>1 i>1j>i i>0

where we recall that c(x) = (1 — /1 — 4x)/(2x) is the generating function for Catalan
numbers. Also, if a random variable K has probability mass function (7)o, then

E(K) = glP(K > i) = ;k;rk = ; (Z)I =3.

So, E(&; | left step) = E(K) — E(J) = 1 which implies that E(&;) = 3 -1 —
Furthermore, we have

=
—_
Il
—_
~
N

E(|2] | left step) < E(IK]) + E(|J]) = 5

andso E(|&]) < 3.5+ 11 < co.

Hence, the strong law of large numbers gives that almost surely,

I Su 1
nglz}o n 2
and so the Schnyder process Py almost surely eventually covers only a finite number

of boundary vertices b, with z < x. O

Observe that at each step of the Schnyder peeling process on an infinite triangula-
tion of the half-plane, the head of the root edge is always on the initial boundary. As
the peeling vertex is one vertex left on the current boundary from the tail of the root
edge, the distance from the peeling vertex to the initial boundary is therefore at most
two, and hence the distance from every vertex on the updated boundary to the initial
boundary is at most three. This implies that the Schnyder peeling process can only
explore within the region of those vertices of the UIHPT whose distance to the initial
boundary is at most three (plus any finite component completely contained within that
region). Lemma 5.2 shows that in fact, on the UIHPT the Schnyder peeling process al-
most surely only explores a one-ended infinite segment along the initial boundary. We
call this the Schnyder wood segment. In particular, the peeling process almost surely does
not assign a Schnyder wood to the entire UIHPT.

51.1 Removing the Schnyder wood segment

In Section 6 we will describe how we can use a strategy of repeatedly colouring and
removing infinite strips along the boundary to define a Schnyder wood of the entire
UIHPT. To guarantee that we may repeat this process, we now prove that the triangula-
tion left behind after removing a Schnyder wood segment is distributed like a UIHPT.
To state this result, recall that A, (i) denotes the revealed area up to and including step
i, and Ay = |J; Ax(i) is the revealed area of the Schnyder wood segment rooted at
(by, byy1). Also, int A, (i) is the interior of the revealed area, and int Ay := |J; int A, (7).
Recall that the interior int A,(i) is defined to include those vertices and edges of A (i)
that lie on the initial boundary of T, but not the updated boundary after step i.
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Lemma 5.3. Let f; be the first edge on the initial boundary left of by that is not contained in
Ax(i). Then almost surely lim;_, f;i = f for some edge f on the initial boundary, and the
triangulation T \ int Ay has the same distribution as a UIHPT rooted at f.

Proof. By Lemma 5.2 there almost surely exists some y < x such that P, eventually
covers b; if and only if z > y. So, lim;_,, f; = (b,_1,by) =: f almost surely.

Let T; := T\ int A,(i) be the unexplored area of T after i steps, and consider the ball
Br,(f,p) of radius p around f in T;. Since Br(f, p) is almost surely finite and we have
that Ay (i) C Ax(i + 1) for every step i, there almost surely exists some step j such that
Br,(f,p) = Brinta, (f,p) for alli > j. By choosing j sufficiently large we may also
assume that f; = f for alli > j. In particular, as i increases, Br,(fi, p) almost surely
converges to Br\ine 4, (f, 0)-

For every fixed i, Lemma 5.1 implies that Br.(f;, o) is distributed like a ball of radius
p in a UIHPT rooted at f;. Since Br,(f;, p) almost surely converges to Br\int , (f, p), it
follows that Bryine 4, (f, ) is almost surely distributed like a ball of radius p in a UTHPT
rooted at f. Since this holds for all p, it follows that T \ int A, has the same distribution
as a UIHPT rooted at f. O

5.2 The Schnyder wood strip

As shown in Section 5.1, the Schnyder peeling process on the UIHPT will only colour a
one-ended infinite Schnyder wood segment along the initial boundary, and will there-
fore never reveal edges far left of the initial root edge. To define a Schnyder wood of
the entire UIHPT, we need to find a way of colouring the remainder of the half-plane.

One possible attempt to do this could be to colour a Schnyder wood segment, remove
it from the UIHPT, choose a new root edge on the new boundary, and then repeat
these steps on the remainder of the UIHPT. However, it is unclear how to choose the
new root edge on the new boundary, and different choices of root edge yield different
colourings of the UIHPT. Moreover, this approach would result in many vertices on
the initial boundary which do not satisfy the Schnyder boundary condition, while in
the finite case there are only two boundary vertices which do not satisfy this condition.

Instead, we will now define the Schnyder wood strip, which is a colouring of a two-
ended infinite strip along the initial boundary of the UIHPT. This strip will not depend
on the choice of a root edge, and all of its boundary vertices will satisfy the Schnyder
boundary condition. To construct the strip, we rerun the Schnyder peeling process
from root edges progressively further left along the initial boundary. This presents an
issue: the colour and direction assigned to an edge depend on the position of the initial
root edge of the process. To use this approach to assign a well-defined colour and direc-
tion to a given edge, we will prove that if we run two Schnyder peeling processes from
root edges sufficiently far left along the initial boundary, then either both processes
will assign the same colour and direction to the given edge that we want to colour, or
neither process will colour the edge. This will allow us to define the Schnyder wood
strip to be the limit of the Schnyder wood segments coloured by the peeling processes
Py as x — —oo. In this section, we show that this limit exists. In fact, we will prove
that from some point onward, both of the Schnyder peeling processes will perform the
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exact same steps and therefore assign the exact same colouring and orientation to all
subsequently explored edges.

Our argument is inspired by the behaviour of the Schnyder peeling process determined
in Lemma 5.2. Since we expect any individual Schnyder peeling process to explore only
a finite number of edges to the left on its boundary, we may guess that any two Schny-
der peeling processes will eventually begin taking the same steps, provided that there
exist steps at which the two processes agree on their root edges and a sufficiently long
segment of their boundaries left of the common root edge. To show that the processes
never explore left of such a common boundary segment, we first prove that vertices
that lie far apart on the UIHPT boundary are unlikely to be joined by short paths, and
then use this to guarantee that no length-3 path has endpoints on both sides of the
common boundary segment. We then argue that this suffices to show that the peeling
processes will never explore far enough left to overshoot the common boundary seg-
ment. As a result, all subsequent peeling steps of the two processes will be the same.

Formally, our proof consists of the following steps.

(1) No short paths. We show that there are unlikely to be short paths whose end-
points are vertices of the UIHPT that are far apart along its boundary, and on
either side of a fixed boundary edge.

(2) Roots eventually coincide. We show that for any x and vy, there exist steps at
which the processes Py and P, have the same root edge.

(3) Segments of boundaries eventually coincide. We show that for any fixed vertex
v, there exist steps at which all Schnyder peeling processes rooted sufficiently far
left share a common boundary segment left of their common root edge, and at
that point none of the processes have explored v. Furthermore, at these steps,
none of the respective processes have short paths connecting boundary vertices
on either side of the common boundary segment.

(4) Existence of the Schnyder wood strip. We show that the previous conditions
suffice to prove that for any fixed p, all processes rooted sufficiently far left will
produce consistent colourings on B(by, p), and we use this to formally define the
Schnyder wood strip.

5.2.1 Step 1: No short paths

We begin by showing that it is unlikely that the UIHPT has short paths connecting two
vertices on its boundary which are far apart along the boundary. Recall that a vertex
v is eventually covered by Py if there exists a step i such that v is contained in int Ax(7).
The following result is a straightforward corollary of Lemma 5.2.

Corollary 5.4. For all € > 0, there exists k € IN such that for all x € Z

IP(Py eventually covers b, for somez < x —k) < e.

Proof. Let Ey be the event that P, eventually covers b, if and only if z > y. Note that
these events are disjoint for different y. By Lemma 5.2,

Y P(E)=P||JE/ | =1

y<x y<x
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In particular, there exists some k € N such that ), ,IP(Ey) > 1 —¢. Note that if any
of the events Ey with x —k <y < x occurs, then no boundary vertex b, withz < x — k
is eventually covered by Py. Therefore,

X
IP(Py eventually covers b, for somez < x —k) <1—1P U E,| <e
y=x—k

Finally, note that k does not depend on x, since we know by Lemma 2.2 that the UIHPT
is shift invariant. O

We now use our previous results about the behaviour of the modified Schnyder peeling
process to demonstrate that short spanning paths are unlikely in the UIHPT. If B is a
segment of the boundary B of a UIHPT T, we say that a path in T spans B’ if it connects
two vertices of B \ B’ that are on opposite sides of B’.

Lemma 5.5. For all d > 0 and € > 0O there exists n € IN such that for all x € Z,

P (some path of length at most d spans by_y, ..., by_1,bxy C B) <.

Proof. Let Pys denote the Schnyder peeling process applied to a UIHPT S of the half-

plane whose boundary contains (by : x < y + 1) and whose initial root edge is
(by,bys1). Let A;(i) denote the revealed area of S after step i of P;, and define

A§ = U A;(i). We apply Corollary 5.4 with e/d to obtain k € IN such that for all
y € Z and all UIHPTs S whose boundary contains (by : x <y +1),

P (Pys eventually covers b, for some z < y — k) < 2

Let To := T and x¢ := x. We construct a sequence of triangulations as follows. Sup-
pose that T; is a UIHPT whose boundary contains ..., by, 1, by, by, +1. By Lemma 5.2,
there almost surely exists some x;,1 € Z with x;;1 +1 < x; such that int AQ’ con-
tains a boundary vertex v of T; if and only if v > by, 1. If this event occurs, let
T;iy1 = T; \ int A,Ef, and note that by Lemma 5.3 we know that T; is a UIHPT rooted
at (bx;,,, bxi+1+1)-

Almost surely, this process constructs the triangulation T;. If this happens, observe
that for each 0 < i < d — 1, the revealed area A;‘Z contains Br, (v, 1) for every boundary
vertex v of T; with v > b,,. This implies that U?;()l Azl’f contains B(by,d) for ally > x.
Moreover, by the choice of k, it holds that P(x; 1 < x; — k) < €/d, and so it follows
that P(x; > x —d - k) > 1 — &. Thus, with probability at least 1 — ¢, Uf:_ol A,{j contains
no boundary vertex b, with z < x — d - k, and so there is no path of length at most d
that spans by_g4k,...,bx_1,bx C B. O

5.2.2 Step 2: Roots eventually coincide

Next, we consider two Schnyder peeling processes Py and P, with y < x and we want
to show that both processes eventually explore from the same root edge. First, we
prove the following observation which states conditions under which Py only reveals
parts of the triangulation that P, has already revealed.
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Observation 5.6. If A (j — 1) C Ay (i) and py(j) € int Ay (i), then Ax(j) C Ay(i).

Proof. Note that step j of Py reveals some unrevealed edges incident to the peeling
vertex py(j) as well as the part of T enclosed by the chord cx(j) and the boundary
By (j —1). Since px(j) is contained in int A, (i), planarity ensures that all edges incident
to px(j) are contained in Ay (7). Since c(j) is incident to py(j), this also implies that
cx(j) is contained in A(i), and so the part of T enclosed by c(j) and By(j — 1) is
contained in Ay(i). Hence, the entire partial triangulation of T revealed during step j
of Py is contained in A, (i), and so it follows that A, (j) C Ay (i). O

We can now prove that the root edges of both processes will eventually coincide.

Lemma 5.7. Suppose that Ay(i) contains ry. Then, there exists some step j of Py such that
rx(j) = ry(i) and Ax(j) € Ay(i).

Proof. Consider the sequence ty, ..., t, of the tails of the root edges r,(0), ..., (i) with
duplicates removed, as depicted in Figure 9. Let W be the region of T that is enclosed
by the path t, ..., t,, the root edge r,, (i), and the initial boundary. Note that W contains
the initial root edge ry of Py. We show that the root edge of P, remains in W up to the
first step j of P, at which the peeling vertex py(j) is no longer contained in int A, ().
This scenario is depicted in Figure 10.

L,

? o ®

Figure 9: Important features of the part of a triangulation revealed by the first i steps of the
Schnyder peeling process P,. Note that in all figures from here on, we we will often not draw
the edges in all triangulated regions, in order to better emphasise particular features of the
construction.

Claim 5.8. Let step j be the first step of Py at which px(j) ¢ int A,(i). Then for all k < j we
have that ry (k) is contained in W, and that A, (k) C Ay(i).

Proof. We prove the claim by induction on k. For k = 0, the claim is obvious. Now
suppose that it holds for some k < j — 1, so the peeling vertex py(k + 1) is contained in
int A, (i), the root edge 7, (k) is contained in W, and A, (k) C A, (i).

If step k + 1 of Py is a left step, the root edge remains unchanged and so r,(k + 1) is
contained in W. Otherwise, step k + 1 of Py is a right step. Observe that the head of
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Figure 10: The area A, (i) and its subarea W, with an example scenario for the first step j of
Py at which the peeling vertex p(j) is not contained in int A (7).

rx(k + 1) is some vertex b, on the initial boundary satisfying z > x + 1. Moreover,
since the tail of 7 (k 4 1), which is p,(k + 1), is contained in int A, (), planarity implies
that b, is contained in A,(i). Since z > x and W contains the segment of the initial
boundary in Ay(i) to the right of by, it follows that b, is contained in W — b,. Using
again the fact that the tail of ry(k + 1) is in int A, (i), planarity implies that it must
actually be contained in W and so r(k + 1) is contained in W.

In both cases, applying Observation 5.6 shows that Ay(k +1) € A,(i). Hence, the
claim also holds for k + 1. |

Next, we argue that the peeling vertex py(j) at step j of Py must be t,. This is due to
structure of the area A (7) that P, revealed in steps 1 to i.

Claim 5.9. The only neighbours of ty, . .., t,_1 which are not in int A,/ (i) are t, and potentially
the head of r,,(i).

Proof. Consider t,, for some m < £. Since t;, is no longer the tail of the root edge of P,
after step i, there must exist some right step k of Py with k < i such that t,, is the tail of
the root edge 7, (k — 1). Observe that the neighbours of t,, are either inint A, (k — 1), in
the interior of the part of T enclosed by c, (k) and By (k — 1), or they are the endpoints
of ¢, (k). In the first two cases, the neighbours will be in int A, (k) C int A,(i). In the
last case, note that the endpoints of c, (k) are t,,,1 and some vertex b, on the segment
of the initial boundary in Ay (i) with z > x + 1. Observe that the only such vertices
which are not in int A, (i) are t;, and the head of r,(i), which proves the claim. |

Consider the tail v of ry(j — 1). By Claim 5.8, rx(j — 1) lies in W and so v lies in W.
Also, v is the peeling vertex py(k) for some k < j which is in int A, (7) by the choice
of j. In particular, v cannot be t,. Thus, the neighbours of v are all either in W, or are
neighbours of fy, ..., t,_1. Since py(j) is a neighbour of v that is not in int A, (i), and
clearly p.(j) can never be the head of a root edge r,(i), it follows from Claim 5.9 that
px(j) must be t,.
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The first chord at t, anticlockwise from (ty,t,_1) to the initial boundary must be r, (i),
since this was the chord chosen by step i of P. It follows that r,(i) is also the first
chord at t, anticlockwise from t,v to the initial boundary, and hence r,(j) = ry(i) as
required. O

5.2.3 Step 3: Segments of boundaries eventually coincide

We now show that Py and Py will eventually agree on some segment of their boundaries
left from their common root edge, and that this segment can be guaranteed not to be
spanned by short paths. For all y < x, let i;,(x) be the first step of P, where A, (i,(x))
contains by. Also, let h1;(i) denote the head of r,(i). Note that /1, (i) always lies on both
the initial boundary B, (0) and the updated boundary B;(i).

Lemma 5.10. Ifz < y < x, then A;(i(x)) 2 Ay(iy(x)).

Proof. Note that A;(i;(x)) contains b, b, 11, ...,by, and so it contains r,,. By Lemma 5.7
it follows that there exists a step i of P, such that r,(i) coincides with r,(i;(x)) and
Ay (i) € Az(iz(x)). Since ry(i) coincides with ,(i;(x)), we have that Ay (i) contains all
boundary vertices between b, and h,(i;(x)), and so it must contain b,. In particular,
iy(x) <iandso Ay(iy(x)) C Ay(i) C A;(iz(x)). O

If x tends to oo, then both i, (x) and i, (x) tend to co, and so it follows from Lemma 5.10
that a given Schnyder wood segment is always contained within any Schnyder wood
segment rooted further left on the initial boundary.

Corollary 5.11. Ifz <y, then A; O A,,.

We next show that processes rooted sufficiently far left will eventually share a common
boundary segment. For any y < x, let B]’;(x) be the segment of the first k edges left of

hy(iy(x)) along By (i,(x)).
Lemma 5.12. Forall x € Z, k > 0, and € > 0, there exist z < y < x such that

P <hw(zw(y)) < by and BX (y) = B¥(y) forall w < z) >1—e

Proof. Applying Lemma 5.5 with d = 3 and ¢/2, there exists y < x such that

IP(some path of length at most 3 spans by, bys1,.--,bx C B) < %
For now, suppose that no path of length at most 3 spans by,...,b,. We claim that
hyw(iw(y)) < by for all w < y. Indeed, by definition of i, (y) we know that hy, (i (y) —
1) < by while hy(iw(y)) > by. Moreover, for all i we have that K, (i) and h, (i + 1)
are connected by a path of length at most 3, so this also holds for /(i (y) — 1) and
hw(iw(y)). Given that no path of length at most 3 spans b, byy1,-- -, by, this implies
that hy (i (y)) < by.

Lemma 5.10 implies that A, (iy(y)) 2 Aw(iw(y)) forallv < w < y, so we have an
infinite chain

Ay—1(iy1(y)) € Ay—2(iy—2(y)) € Ay—s(iy—3(y)) S ...
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of nested areas. Since the ball B(by, x — y + k) is almost surely finite, this implies that
regions Ay (iy(y)) N B(by, x — y + k) must eventually converge to a common region
as w — —oo. Formally, this means that almost surely there is some z* < y such that
Aw(iw(y)) N B(by,x —y+k) = Az (iz+(y)) N B(by, x —y + k) for all w < z*, and there-
fore also By (iw(y)) N B(by, x —y +k) = By (iz«(y)) N B(bx,x —y + k) for all w < z*.
Since the segment B () is contained in the ball B(by, x — y + k) and consists of the first
k edges clockwise along the boundary By, (i (y)) that are not on the initial boundary,
this implies that BX (y) = BE. (y) for all w < z*.

For all z < v, let E, be the event that /15, (i (y)) < by and BX (y) = Bf(y) forall w < z.
As shown above, if no path of length 3 spans by, by+1,. .., by C B, then one of these
events E, occurs, and so 1P(UZ<y E;) > 1—¢/2. Since E; C E,_, it follows that

&
ngooIP E;) = <ZL<JyEZ> > 1—5,

and so there exists some z < y such that P(E;) > 1 — e. In particular,

P (hz(iz(y)) < by and B¥ (y) = B¥(y) forall w < z) >P(E) >1—- O

As a consequence of the preceding lemma and the fact that no short paths span the
boundary of the UIHPT, we show that there will be no short paths spanning the com-
mon boundary segment of the Schnyder peeling processes.

Lemma 5.13. Forall x € Z,d > 0, and e > 0, there exist k € N and z < y < x satisfying
the following. Let Ey, be the event that hy (i (y)) < by, BE (yv) = BX(y), and there is no path
of length at most d spanning BX (y) C By (iw(y)) in T \ int Ay (in(y)). Then,

1P<ﬂ Ew> >1—e
w<z

Proof. First, apply Lemma 5.5 with d and €/2 to obtain 1, and let k = n. Then, apply
Lemma 5.12 with x, k, and £/2 to obtain z < y < x such that

P (hw(lw(y)) < by and BE (y) = BX(y) forall w < z) >1-— %,
and denote the event in the above expression by E.
It follows from Lemma 5.1 that T \ int Ay (iw(y)) is a UIHPT. In particular, by
Lemma 5.5 we get that, for all w < z,

P (some path of length at most d spans Bﬁ,(y) C By (iw (y))) <

N[ e

It follows that P(E N E,) > 1—e. By definition N,<,Exw C E. Moreover, by
Lemma 5.7 we have that Ay, 1(iy_1(y)) 2 Aw(in(y)) and so when E occurs, ev-
ery path that spans B¥(y) = Bk (y) as a segment of the boundary By (i,(y)) must
also span B¥(y) = B | (y) as a segment of the boundary By _1(ip_1(y)). Hence,
ENEy,—1 € EN Ey. This implies that

lP(ﬂEw>:lP<EﬂﬂEw>: lim P(ENEy) >1—e. O

w— —o0
w<z w<z
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5.2.4 Step 4: Existence of the Schnyder wood strip

We are now prepared to show that we can define a consistent colouring on a two-ended
infinite strip along the initial boundary. We say Py produces a consistent colouring on
the ball B(v, p) if for all y < x, the two Schnyder peeling processes Py and P, produce
the same colouring and orientation on B(v,p). Consider the vertex by on the initial
boundary, and let C, , be the event that P, produces a consistent colouring on B(by, ).
Note that Cy 511 © Cyp C Cy_1,. Using the results of steps 1 to 3 in this section,
we show that some Schnyder peeling process will produce a consistent colouring. An
illustration of the overall proof strategy is provided in Figure 11.

Theorem 5.14. Forall p € N,
lim P(Cyp) = 1.

z——00

Proof. Let p € N and & > 0. First, choose n € IN according to Lemma 5.5 such that

IP(no path of length at most p + 3 spans b_,, b_y,41,...,bp CB) > 1 — (2)

£

>
Then, apply Lemma 5.13 withx = —n,d = 3,and e/2 to obtaink € Zandz <y < x
satisfying the following. Let E,, be the event that Ky, (i, (y)) < by, B (y) = Bf(y), and
there is no path of length at most 3 spanning BX () C By (iw(y)). Then,

I[’(ﬂEw)21—§ 3)

w<z

Let F be the intersection of the events in (2) and (3). Thus, P(F) > 1 —«.
Claim 5.15. If F occurs then Ay (i (y)) N B(by, p) = @ forall w < z.

Proof. Suppose for a contradiction that Ay (i (y)) N B(bo, p) # 9, so there is a path of
length at most p from by to the boundary of A (i, (y)). Note that all vertices on that
boundary have a path of length at most 3 to a vertex on the segment Ay, (i, (y)) N B of
the initial boundary. Since that segment is left of 1, (i, (y)) < by, it follows that there
is a path of length at most p 4 3 spanning by, by+1, ..., bp, giving a contradiction. =~ W

Let v be the leftmost vertex on BX(y) C B, (i»(y)).

Claim 5.16. If F occurs, then for all w < z and for all i > i,(y), we have that By, (i) contains
v and is identical to By, (iy(y)) left of v.

Proof. We prove the claim by induction on i. Since F occurs, E, occurs, and so the claim
holds for i = iy (y). Now suppose that it holds for some i > i, ().

Let u be the head of ¢, (i + 1). Note that by the definition of the Schnyder peeling
process, there is a path of length at most 3 from u to the head /(i) of the root edge
rw(i). We know that k(i) lies on the right of B¥(y) on By (is(y)). Since there is no
path of length 3 spanning BX(y) C B, (iw(y)), it follows that u cannot lie left of v on
By (i (y)). Since By (i) coincides with By, (i (y)) left of v, it follows that u lies right of v
on By (7). In particular, step i + 1 of P, will not explore anything left of v on By (i), and
so the claim holds for i + 1. [
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Claim 5.17. If F occurs, then for all w < z, and for all £ > 0, the boundaries By, (iy(y) + ¢)
and B;(i;(y) + £) only differ left of v. As a result, for all £ > 0, steps iy(y) + £ of Py, and
i-(y) + ¢ of P, are the same.

Proof. Since F occurs, we have that BX (y) = BX(y), so the boundaries B, (i (y)) and
B.(i-(y)) only differ left of v which shows that the claim holds for £ = 0. Now suppose
that it holds for some ¢ > 0.

Observe that the root edge 7, (i (y) + £) is the rightmost edge of B, (i;(y) + ¢) not on the
initial boundary, and similarly for w. Since B (i;(y) + ¢) and By (iw(y) + ¢) only differ
left of v, it follows that r; (i (y) + £) = 1w (iw(y) +£), and p.(iz(y) + ) = pw(iv(y) + ).

We claim that ¢ (iz(y) + ¢) = cw(iw(y) + ¢). Indeed, by Claim 5.16, step i,(y) + ¢ does
not explore any part of B, (i;(y) + ¢) left of v. Thus, ¢, (iz(y) + ¢) is a chord of B, (i-(y) +
¢) with both endpoints right of v. Since By, (i (y) + ¢) coincides with B, (i;(y) + ¢) right
of v, it follows that c; (i; (y) + ¢) is also a chord of By, (iw(y) + ¢). Similarly, ¢y (iw(y) + ¢)
is a chord of B;(i;(y) + ¢). Thus, since the Schnyder peeling process always picks the
first chord anticlockwise from the boundary, it follows that ¢, (i;(y) 4+ ¢) = cw(iw(y) +
?), as claimed.

As a result, step i;(y) + ¢ of P; and step i, (y) + ¢ of P, are the same. In particular, the
boundaries B, (i;(y) + ¢+ 1) and By (iw(y) + £ + 1) will be the identical right of v, and
so the claim holds for ¢ + 1. [ |

If F occurs, then by Claim 5.17, for all w < z, the Schnyder peeling processes P, and Py,
produce the same colouring starting from step i;(y) and from step iy (y) respectively.
Moreover, by Claim 5.15, they only colour edges outside of B(by, p) before these steps.
Thus, P; and P, produce the same colouring on B(by, p). Since w was arbitrary, it fol-
lows that when F occurs, P, produces a consistent colouring on B(by, p), and therefore

]P(Czlp) >1—e. O
Aw’<iw’ (y)> (% B(bOIP)
* .
Aw(in(y))
o ° ° ° ° °
by by b, by ho(in(y)) by =b_y bo

Figure 11: Processes Py, and P,y started from by, byy < b, may colour the UIHPT differently
prior to the steps at which a k edge long segment of their boundaries agree between hy, (iy(y))
and v. After this step, all further edges are coloured consistently, and in particular the processes
agree on every explored edge within B(by, p).

Consider now the event C; = Uycz Cxp that some Schnyder process Py produces a
consistent colouring on B(by,p), and let C = ey Cp be the event that this happens
for all p. Since Cyp C Cy_1,, it follows from Theorem 5.14 that
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Because Cy 11 € Cyp, we have C, 11 C Cp, and so

P(C) = plgl(}oll’(cp) =1
Thus, almost surely the event C occurs. If that is the case, then for any p € IN there
exists some x(p) € Z such that Py, produces a consistent colouring on B(bo, p).

We now formally define the Schnyder wood strip. Let Py(e) denote the colour and
orientation assigned to edge e by P,. If p is larger than the distance from e to by,
then by definition of x(p) we know that Py(e) is the same for all x < x(p), and so
limy—, o Px(e) exists. We define the Schnyder wood strip S of T to be the coloured and
oriented region of T where each edge e is assigned the colouring and orientation given
by limy_, _« Px(e). Note that it follows from the nested structure of the Schnyder wood
segments described in Corollary 5.11 that S = (J,, A,.

5.2.5 Removing the Schnyder wood strip

We now show that after removing the Schnyder wood strip from the UIHPT, the re-
maining region is again distributed like a UIHPT. Let S denote the Schnyder wood
strip, and define its interior as int S := | J, int Ay. For an edge e = (a,b), let the distance
from e to some vertex v be defined by d(e, v) := min(d(a,v),d(b,v)).

Lemma 5.18. Let e, denote the leftmost edge on the boundary of T \ int A, of minimum
distance from by. Then almost surely lim,_,_o e, = e for some edge e in T, and T \ int S has
the same distribution as a UIHPT rooted at e.

Proof. Theorem 5.14 established that for all ¢ > 0 and p € IN, there exists z € Z
such that P, produces a consistent colouring on B(by, p) with probability at least 1 — e.
Specifically, in Claim 5.16 we showed that with probability at least 1 — ¢, there exists
a vertex v so that for all w < z we have that v lies on the boundary By (i) of Py, for all
sufficiently large steps i, and so v is contained in T \ int A,. In this case, the distance
d(bo, ew) is at most d := d(bp,v). Since the ball B(by,d) is almost surely finite and
Corollary 5.11 implies that A, C Ay _1, it follows that there is some u# < z such that
ew = ey forallw < u. Asz — —oo (and hence 1 — —o0), we have that ¢ — 0 by
Theorem 5.14, and so lim,,_,_ e, =: e almost surely exists.

Let T, = T\ int A, be the unexplored area of T after running the Schnyder peeling
process Py, and consider the ball Br, (e, p) of radius p around e in T,. Since Br(e, p) is
almost surely finite and A, C A,_; for all u, there almost surely exists some y such
that Br,(e,0) = Br\ints(e p) for all u < y. By choosing y sufficiently small we may
also assume that e, = e for all u < y. In particular, as u decreases, Br,(ey, p) almost
surely converges to Br\ints (€, 0)-

For every fixed u, Lemma 5.3 implies that Br, (e, p) is distributed like a ball of radius
p in a UIHPT rooted at e,. Since Br, (ey, p) almost surely converges to Br\ines(e, 0), it
follows that Br\in¢s(e, p) is almost surely distributed like a ball of radius p in a UTHPT
rooted at e. Since this holds for all p, it follows that T \ int S has the same distribution
as a UIHPT rooted at e. O]
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6 The maximal Schnyder wood of the UIHPT

We are now finally able to show that a unique maximal Schnyder wood exists on the
UIHPT. To achieve this, we define an algorithm, called the Schnyder wood chiselling
algorithm, that constructs a maximal Schnyder wood of the UIHPT using the Schnyder
wood strips and segments we have just defined in the previous section.

In Section 6.1 we show that the Schnyder wood chiselling algorithm constructs a
Schnyder wood, which establishes the existence of a Schnyder wood of the UIHPT.
While the properties of a Schnyder wood only prescribe a certain local structure, in
Section 6.2 we describe some of the global structure of the red, yellow, and blue sub-
graphs in the Schnyder wood constructed by the chiselling algorithm.

Finally, in Section 6.3 we use the previous results to prove that the chiselling algo-
rithm produces the unique maximal Schnyder wood of the UIHPT. These results for
the UIHPT provide an analogue of the results for the peeling algorithm on finite tri-
angulations given in Theorem 2.7, and on infinite triangulations with finite boundary
given in Theorem 4.1.

Theorem 6.1. Almost surely, the maximal Schnyder wood of the UIHPT is unique and is
constructed by the Schnyder wood chiselling algorithm.

6.1 Existence of the Schnyder wood of the UTHPT

In Section 3 we defined Schnyder woods of infinite triangulations. To show that such
an object exists when the underlying triangulation is the UIHPT, we show that it is pos-
sible to construct one using the Schnyder wood segments and Schnyder wood strips
defined in Sections 5.1 and 5.2 respectively.

To motivate our construction, consider for now just the Schnyder root condition. This
root condition will always be satisfied by the root edge of a Schnyder segment coloured
by the Schnyder peeling process initiated at that root edge. In contrast, the Schnyder
strip does not have a distinguished edge on its boundary satisfying the root condition
as, informally, it is defined by letting the root edge tend to —oco. This suggests the
following Schnyder wood chiselling algorithm on the UIHPT rooted at (by, byt1).

First, run the Schnyder peeling process P, on the UIHPT to colour a Schnyder segment
with a distinguished root edge (by, by+1). We know that almost surely, this colours only
a one-ended infinite region to the right along the initial boundary, and by Lemma 5.3,
the uncoloured region is still distributed like a UIHPT. Now, the remaining uncoloured
region of the UIHPT should no longer have a distinguished edge satisfying the root
condition. Hence, we colour the remainder of the plane by iteratively colouring and
removing Schnyder strips, a process that we can repeat by Lemma 5.18.

We now work towards establishing that this algorithm constructs a Schnyder wood.

Theorem 6.2. The Schnyder wood chiselling algorithm almost surely constructs a Schnyder
wood of the UIHPT.

It suffices to show that the colouring on the UIHPT defined by the Schnyder wood
chiselling algorithm satisfies the Schnyder condition, Schnyder root condition, and

48



Schnyder boundary condition. We consider first the colouring assigned to an indi-
vidual Schnyder wood strip or Schnyder wood segment, and, second, how pairs of
these coloured regions join together along their shared boundaries.

Consider a Schnyder wood segment (resp. strip) obtained from a UIHPT by explor-
ing a one-ended (resp. two-ended) infinite region along its initial boundary. Define
the upper boundary of the segment (resp. strip) as the set of vertices and edges on its
boundary that are not on the initial boundary, and let the leftmost explored vertex on
the initial boundary of the segment be the corner vertex. Finally, let the lower boundary
of the Schnyder wood segment (resp. strip) be the set of vertices and edges bordering
the infinite explored region that are also on the initial boundary of the UIHPT. Note
that when the Schnyder wood chiselling algorithm iteratively explores Schnyder wood
strips of a UIHPT T, the vertices on the upper boundary of a Schnyder wood strip or
segment are interior vertices of T and should therefore satisfy the Schnyder condi-
tion in the final colouring. Since a subset of the edges incident to these vertices will
be coloured according to the condition on the lower boundary of the Schnyder wood
strip that is explored next (that is, according to the Schnyder boundary condition), it
is straightforward to check that satisfying the Schnyder condition at these vertices is
implied by the following condition.

The Schnyder upper boundary condition: For any upper boundary vertex v,

* There is exactly one outgoing edge at v which is coloured blue (which is directed
to the interior of the Schnyder wood strip or segment), and

¢ In anticlockwise order starting from the upper boundary, edges incident with
v consist of incoming red edges, the outgoing blue edge, and incoming yellow
edges.

Furthermore, the corner vertex of the Schnyder wood segment is a boundary vertex
of both the Schnyder wood and the Schnyder wood strip that the Schnyder wood
chiselling algorithm explores immediately after exploring the segment. It is straight-
forward to check that we therefore require the corner vertex to satisfy the following
condition within the Schnyder wood segment.

The Schnyder corner condition:
* Every edge that is incident with the corner vertex is an incoming yellow edge.
We now show that the Schnyder wood segment satisfies all necessary conditions.

Lemma 6.3. The Schnyder wood segment almost surely satisfies the Schnyder, Schnyder root,
Schnyder boundary, Schnyder upper boundary, and Schnyder corner conditions.

Proof. The proof that the colouring produced by the Schnyder peeling process satisfies
the Schnyder, Schnyder root, and Schnyder boundary conditions is almost identical to
the proof of Lemma 4.2: any finite collection of edges of T explored by the Schnyder
peeling process is explored after a finite number of steps, and since the same colouring
can be produced by the finite peeling process on some finite triangulation, the Schny-
der, Schnyder root, and Schnyder boundary conditions follow from Theorem 2.9.

It remains to check the Schnyder upper boundary and Schnyder corner conditions.
Recall that we have already shown in Lemma 3.5 that these two conditions are satisfied
by all upper boundary vertices and the corner vertex of the revealed area after any
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finite number of steps of the Schnyder peeling process. Since an upper boundary or
corner vertex of the Schnyder wood segment is, respectively, an upper boundary or
corner vertex of the revealed area after a sufficiently large finite number of steps, this
implies that the Schnyder wood segment also satisfies the Schnyder upper boundary
and Schnyder corner conditions. O

We now use the fact that Schnyder wood segments satisfy all necessary conditions to
show that Schnyder wood strips also satisfy all necessary conditions. It will then follow
from the definition of the Schnyder upper boundary condition that the Schnyder wood
chiselling algorithm constructs a Schnyder wood of the UIHPT.

Proof of Theorem 6.2. First, recall that Py(e) denotes the colour and orientation assigned
to edge e by Py, and that the Schnyder wood strip of some UIHPT T is defined to be
the coloured and oriented region of T whose edges are assigned the colouring and
orientation given by limy_,_« Py(e). In Section 5.2, we proved that this limit almost
surely exists. Since T is almost surely locally finite, it follows that for every vertex v
in the Schnyder wood strip, there almost surely exists some x such that every P, with
y < x assigns the same colouring and orientation to every edge incident with v. Hence,
checking the relevant Schnyder conditions at any given vertex v in the Schnyder wood
strip amounts to confirming the Schnyder conditions at v in a Schnyder wood segment
rooted sufficiently far left on the initial boundary. It follows by Lemma 6.3 that the
Schnyder wood strip almost surely satisfies the Schnyder, Schnyder root, Schnyder
boundary, and Schnyder upper boundary conditions. (Note that the Schnyder corner
condition is not relevant to Schnyder wood strips, as by definition, these regions do
not have a corner.)

Applying the Schnyder wood chiselling algorithm, the Schnyder wood of the UIHPT
rooted at (by,by;1) is now constructed by first taking the Schnyder wood segment
explored by Py, and then repeatedly taking Schnyder wood strips on the remaining
unexplored region. Observe that the colouring and orientation assigned to the UIHPT
satisfies the Schnyder root condition at (by, by1) because this condition is satisfied
by the Schnyder wood segment. The colouring produced by the chiselling algorithm
also satisfies the Schnyder boundary condition because the Schnyder wood segment
and each successive Schnyder wood strip all satisfy the boundary condition on their
lower boundaries, and the corner vertex of the Schnyder wood segment satisfies the
Schnyder corner condition. Finally, the Schnyder condition is satisfied at every interior
vertex of the UIHPT, because each interior vertex is either interior in a segment or
strip that itself satisfies the Schnyder condition, or lies on the upper boundary of one
segment or strip and the lower boundary of another Schnyder wood strip, in which
case the Schnyder condition is satisfied by definition of the Schnyder boundary and
upper boundary conditions. O

6.2 Red, yellow and blue forests

We have now shown that the Schnyder wood chiselling algorithm constructs a Schny-
der wood on the UIHPT. We showed in Lemma 3.1 that the monochromatic subgraphs
of this Schnyder wood must be forests. In this section we describe the structure of
the monochromatic forests, proving Theorem 6.10. This structure is depicted in Fig-
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Figure 12: The structure of the Schnyder wood on the UIHPT constructed by the chiselling
algorithm. The Schnyder wood segment and second Schnyder wood strip are shaded, and the in-
finite monochromatic paths in each segment/strip are shown. On the left the additional coloured
edges indicate which monochromatic trees can intersect which monochromatic paths. On the
right, the additional edges indicate examples of the paths obtained by following the unique out-
going edge from each path to the preceding infinite path, down to the initial boundary.

ure 12. We begin with a description of the monochromatic structures produced on the
Schnyder wood segment.

Lemma 6.4. Consider the Schnyder wood segment explored by the process Py. The monochro-
matic subgraphs of the segment consist of

* An infinite yellow tree rooted at b, 1, and a forest of finite yellow trees rooted at vertices
on the upper boundary or at the corner vertex of the segment;

* An infinite red tree rooted at by;

* An infinite blue tree rooted at some vertex b, with z < x, and a forest of finite blue trees
rooted at non-corner vertices on the lower boundary.

Furthermore, each monochromatic infinite tree contains exactly one infinite path. Every vertex
on the upper boundary of the Schnyder wood segment has an outgoing blue edge to the infinite
blue path, every vertex on the infinite blue path has an outgoing red edge to the infinite red
path, and every vertex on the infinite red path has an outgoing yellow edge to the infinite
yellow path. The infinite yellow path consists entirely of vertices on the lower boundary of the
Schnyder wood segment.

Proof. Our proof proceeds very similarly to the proof of Theorem 4.5. In particular, we
make frequent use of Lemmas 3.6 to 3.8, as well as other observations about the struc-
ture produced by the peeling process at each step, as already discussed in Section 3 and
Section 4. For convenience, we again include Figure 13, demonstrating the important
components added to the explored region in left or right steps of the Schnyder peeling
process.

We now confirm the structure of each monochromatic subgraph in turn.
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Figure 13: The various monochromatic components added to the revealed Schnyder wood after
P takes either a right (top) or left (bottom) step. These components are indicated in bold.

Claim 6.5. The yellow subgraph of the Schnyder wood segment explored by Py consists of

* An infinite tree rooted at b, that contains a unique infinite path whose vertices are on
the lower boundary of the segment right of by and include the heads of every chord
chosen by a right step of Py; and

A forest of finite trees rooted at vertices on the upper boundary or at the corner vertex of
the segment.

Proof. We showed in Lemma 3.6 that after i steps of Py, the yellow subgraph of the
revealed area A(i) consists of a tree rooted at b, that is disjoint from the current
upper boundary and corner vertex, and that contains a path whose vertices include
the heads h, of every chord chosen by a right step of P, up to step i, along with a forest
of trees rooted at vertices on the upper boundary or at the corner vertex of A,(7). By
Observation 3.4, P, will take an infinite number of right steps while constructing the
Schnyder wood segment, so the yellow subgraph of this segment contains an infinite
yellow tree rooted at b, 1 that contains an infinite path whose vertices include (hy, ¢ >
0). Note that iy = by;1. Moreover, after every step i, all vertices on By(i) to the right
of the head h, of the current root edge are on the initial boundary right of b,;. By
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Lemma 3.6, this implies that the yellow path between h,,; and h, consists entirely of
vertices on the lower boundary of the Schnyder wood segment right of b, 1.

Consider now a finite yellow tree rooted at a vertex v on the upper boundary or at the
corner vertex of Ay (i). If v is later covered by a right step of Py, the structure of the right
step implies that v will be added to the tree rooted at b, ;. Alternatively, if v is later
covered by a left step, it will afterwards be contained in a finite tree rooted further left
on By (i). Since we know by Lemma 5.2 that only a finite number of vertices left of the
current root edge on By (i) will eventually be covered by the Schnyder wood segment,
this process must eventually terminate with v being contained in a finite yellow tree
rooted at a vertex on the upper boundary or at the corner vertex of the Schnyder wood
segment.

Finally, recall that if P, has performed ¢ right steps after step i, then the tree rooted at
b1 contains a directed path from hy to hy = b, 1, and this tree intersects the boundary
B,(i) only in the root edge r,(7), the head of which is . In particular, a path from any
vertex revealed after step i to b,; must include hy. This shows that the infinite path
whose vertices include (hy, £ > 0) is the unique infinite path in the yellow tree rooted
at bx+l- |

Claim 6.6. The red subgraph of the Schnyder wood segment explored by Py consists of an
infinite tree rooted at by that contains a unique infinite path whose vertices are the tails of every
chord chosen by a right step of Py. In particular, every vertex on the infinite red path has an
outgoing yellow edge to the infinite yellow path.

Proof. It follows immediately from Lemma 3.7 that the red subgraph in the Schnyder
wood segment consists of a single infinite red tree rooted at by, and that this tree con-
tains the infinite path whose vertices are the tails ¢, of every chord chosen by a right
step of Py.

In particular, if Py has performed ¢ right steps after step i, then the tree rooted at b,
contains the directed path ty,t;_1,...,t9. Moreover, by Lemma 3.5, no upper boundary
or corner vertex of Ay(i) can be contained in this tree, and so the red tree can only
intersect the boundary B, (i) at t; and hy. The Schnyder root condition implies that
no red edges can be added to h, during subsequent steps, so a path from any vertex
revealed after step i to by must include t,. This shows that the infinite path ..., ), t1, o
is the unique infinite path in the red tree rooted at b,. Finally, every vertex t, on the
infinite red path has an outgoing yellow edge to /iy, which is on the infinite yellow
path. u

To determine the structure of the blue subgraph of the Schnyder wood segment, let
ip := 0, and inductively define i, as the last step of Py such that p,(i;) is on the bound-
ary Bx(iy_1). We first need to show that each i, exists, but note that if iy exists, then
with i = iy, the steps iy, . . ., iy coincide with the steps defined in Lemma 3.8.

To show that each i, exists, note that a peeling vertex which is on the initial boundary
is never strictly right of a previous peeling vertex. By Lemma 5.2, only a finite number
of vertices left of the first peeling vertex on the initial boundary will eventually be
covered by Py. This shows that there exists a step i of Py such that py(i) is on the
initial boundary, but all subsequent steps use a peeling vertex that is not on the initial
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boundary, and so iy = i. After step 7y, it follows from Lemma 5.1 that T \ Ay (i)
is distributed like a UIHPT, so we may repeat the argument. Lemma 5.2 once again
implies the existence of a step i’ > i1 such that p,(i’) is on the boundary By (i), but all
subsequent steps use a peeling vertex that is not on By(i"). Hence, i = i’. By repeating
this argument, it follows that each iy exists. Also note that each step i, is a left step, as
otherwise py(iy + 1) would still be on By (i;_1).

Claim 6.7. The blue subgraph of the Schnyder wood segment explored by Py consists of

* An infinite tree rooted at some vertex b, with z < x that contains a unique infinite path
whose vertices are the peeling vertices py(iy) with £ > 1, and

e A forest of finite trees rooted at vertices on the lower boundary of the segment.

Moreover, every vertex on the infinite blue path has an outgoing red edge to the infinite red
path, and every vertex on the upper boundary of the Schnyder wood segment has an outgoing
blue edge to the infinite blue path.

Proof. It follows immediately from Lemma 3.8 that the blue subgraph of the Schnyder
wood segment consists of blue trees rooted at vertices on the initial boundary, and that
the blue tree rooted at py(i1) contains an infinite path whose vertices are the peeling
vertices py(iy) with ¢ > 1. Note that py(i1) = b, for some z < x.

Furthermore, Lemma 3.8 shows that after step i1, every vertex on the upper boundary
U of Ax(i1) has an outgoing blue edge to the peeling vertex p,(i1). In particular, every
vertex on U is contained in the tree rooted at p.(i1). Since any blue tree added to
the initial boundary in subsequent steps is contained in a finite region under a chord
chosen by Py, such a tree must be finite, and so it follows that all blue trees of the
Schnyder wood segment rooted on the initial boundary at vertices other than p. (i)
will be finite.

Note that running P, after step i, for some ¢ > 1 corresponds to running the Schny-
der peeling process on the unexplored region of T with initial boundary By(iy) and
root edge rx(i7). So, by the same arguments as above, every blue (sub-)tree that is
rooted at a vertex of By(iy) \ {px(igs1)} will be finite. That is, for only a finite num-
ber of vertices v in the blue tree of the Schnyder wood segment rooted at px(i1), the
blue path from v to p,(i1) will not include py(iy.1). This shows that the infinite path
..., px(i3), px(i2), px(i1) is the unique infinite path in the blue tree rooted at px(iy).

Finally, recall that in any peeling step i, an outgoing red edge is added from p, (i) to the
tail of r,(i — 1). We have already shown in Claim 6.6 that the infinite red path consists
of the tails of r,(i) for each right step i. It follows that every vertex on the infinite
blue path has an outgoing red edge to the infinite red path. Also, every vertex on the
upper boundary of the Schnyder wood segment is on the upper boundary U of Ay (ix)
for some sufficiently large k. By Lemma 3.8, every vertex on U has an outgoing blue
edge to one of the peeling vertices px (i) for £ < k, which is on the infinite blue path.
Therefore, every vertex on the upper boundary of the Schnyder wood segment has an
outgoing blue edge to the infinite blue path. |

The fact that the Schnyder wood segment has the structure asserted in the lemma now
follows directly from the claims, so this completes the proof. O
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Let PY, P", and P’ denote, respectively, the unique infinite yellow, red, and blue paths
in the Schnyder wood segment, as given in Lemma 6.4.

Lemma 6.8. The paths PY, P", and PY are vertex-disjoint.

Proof. We showed in the proof of Lemma 6.4 that P? consists of the peeling vertices of
some subset of the left steps of Py, P" consists of the tails of every chord chosen by a
right step of Py, and PY consists of vertices on the lower boundary of the segment right
of by41. Since a peeling vertex of a left step can never be the tail of a chord chosen by
a right step of P, it follows immediately that P" and P? are vertex-disjoint. Also, since
neither peeling vertices nor tails of chords are on the lower boundary of the segment
right of by 1, PY and P’ are both disjoint from PY. O

Recall that a two-ended infinite directed path in a triangulation T of the half-plane is
right-directed (resp. left-directed) if it divides T into two regions so that the infinite region
containing the boundary lies to the right (resp. left) of the path. The structure of the
Schnyder wood segment described in Lemma 6.4 implies the following result about
the monochromatic substructures in the Schnyder wood strip.

Lemma 6.9. The monochromatic subgraphs of the Schnyder wood strip are as follows.

* An infinite yellow tree, and a forest of finite yellow trees rooted at vertices on the upper
boundary of the strip,

* An infinite red tree, and

* An infinite blue tree, and a forest of finite blue trees rooted at vertices on the lower bound-
ary of the strip.

Furthermore, the infinite yellow, red, and blue trees each contain a unique left-directed path
PY, P, and P respectively, and these paths are vertex-disjoint. Every vertex on the upper
boundary of the Schnyder wood strip has an outgoing blue edge to P, every vertex on PY has
an outgoing red edge to P, and every vertex on P" has an outgoing yellow edge to PY. PY
consists of vertices on the lower boundary of the Schnyder wood strip.

Proof. Once again, we infer the structure of the Schnyder wood strip from the struc-
ture of the Schnyder wood segment, using our results from Section 5.2 that defined the
Schnyder wood strip as the colouring assigned to the explored region by the process
Py as x tends to —co. We know from the proof of Theorem 5.14 that any two processes
rooted sufficiently far left will eventually have a step at which both processes share a
common boundary segment and every edge coloured after this step is coloured identi-
cally by both processes. By Lemmas 6.4 and 6.8, it follows that the Schnyder wood strip
right of the common boundary has the following structure. It contains one infinite tree
of each colour, each with a unique infinite path that is vertex-disjoint from the infinite
paths in the two other colours. It also contains a forest of finite yellow trees rooted at
the upper boundary of the strip, and a forest of finite blue trees rooted at the lower
boundary of the strip and at the common boundary segment of the two processes.

Note that the initial boundary vertices right of b, are on the left of the paths P, P?,
and PY. Hence, for every boundary vertex by, there exists a sufficiently small x so that
by is on the left of P7, Pb, and PY. It follows that, as x — —oo, these paths are left-
directed. The vertex-disjointness and the existence of the edges between these paths
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follow directly from Lemma 6.4 and Lemma 6.8.

For any finite monochromatic tree of the Schnyder wood strip, we can choose x suf-
ficiently small so that for all y < x, the finite tree is strictly to the right of the com-
mon boundary segment of Py and Py. Therefore, by the above arguments, the finite
monochromatic tree is either a yellow tree rooted at the upper boundary of the strip or
a blue tree rooted at the lower boundary of the strip. It cannot be a blue tree rooted at a
vertex on the common boundary segment since it is strictly to the right of that segment.

It remains to check that in the x — —oo limit, no additional infinite monochro-
matic paths can appear. Suppose for a contradiction that there exists another infinite
monochromatic path P in some colour ¢ € {r,b,y}. If P intersects P¢, both paths will
coincide from then on. Since P is different from P¢, it follows that there is a one-ended
infinite subpath of P that never intersects P°. If P intersects an infinite path P¢ for
d # c, then by the Schnyder condition P must cross P from one side to the other and
cannot intersect P4 anywhere else. Also note that the Schnyder upper boundary con-
dition implies that P cannot intersect the upper boundary more than once. Thus, there
e>l<)ists a one-ended infinite subpath P’ C P that does not intersect the upper boundary,
PY, P",or PY.

On the other hand, recall that every vertex on the upper boundary has an edge to P?,
every vertex on P’ has an edge to P’, every vertex on P” has an edge to PY, and PY
consists of vertices on the lower boundary. So, if we remove all vertices of the upper
boundary, PY, P",and PY, as well as all edges between these vertices, this partitions the
Schnyder wood strip into finite components. In particular, P’ must be contained in one
of these components, contradicting that P’ is infinite. O

We remark that in both the Schnyder wood segment and the Schnyder wood strip, the
following conditions are consequences of the properties of embeddings of the infinite
trees and of the Schnyder condition.

¢ The finite blue trees may intersect PY, but not P’,

e The infinite yellow tree may intersect P" but not P?,

e The infinite red tree may intersect both P¥ and P?,

e The infinite blue tree may intersect P" but not P?, and

e The finite yellow trees may intersect P’ but not P".

e The edges from every vertex on the upper boundary to P are blue.
e The edges from every vertex on P’ to P are red.

* The edges from every vertex on P’ to P¥ are yellow.

In particular, there is a unique blue edge from any vertex on the upper boundary of
any Schnyder wood strip or segment to the infinite blue path, and a unique yellow
path from any vertex on the lower boundary of any Schnyder wood strip or segment
to the infinite yellow path. This implies that as the Schnyder wood chiselling algorithm
repeatedly takes Schnyder wood strips, all of the previously finite trees other than the
tinite blue trees rooted on the initial boundary are connected to one of the infinite trees
in the overall Schnyder wood. Thus, the following theorem now follows directly from
our results for the Schnyder wood strip and Schnyder wood segment.

Theorem 6.10. The monochromatic subgraphs of the Schnyder wood defined on the UIHPT
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by the Schnyder wood chiselling algorithm are as follows.

* A set of finite blue trees rooted at vertices on the initial boundary,

* Three one-ended yellow, red, and blue trees rooted at by, by, and b, respectively, for
some z < x, each containing a unique infinite path, and

* An infinite sequence of two-ended yellow, red, and blue trees, each containing a unique
left-directed path, so that the order of the paths moving away from the initial boundary
cycles yellow, red, blue, yellow, red, blue, and so on.

Furthermore, every vertex on the one-ended infinite yellow path is on the initial boundary, and
every vertex on the first two-ended infinite yellow path is either on the initial boundary or
has an outgoing blue edge to the one-ended infinite blue path. Every vertex on the remaining
infinite paths has an outgoing edge to the path immediately preceding it (and of the same colour
as the path immediately preceding it).

We henceforth refer to the one-ended monochromatic paths in the Schnyder wood seg-
ment, and the two-ended monochromatic paths in the Schnyder wood strip as distin-
guished paths.

We conclude this section by determining the structure of the monochromatic paths
from any fixed vertex in a UIHPT T, proving a result analogous to Theorems 2.13
and 4.9. Consider the unique directed path Q of colour c that starts at a vertex v in
the Schnyder wood of T constructed by the chiselling algorithm. If Q is finite, let
P¢(v) := Q. Otherwise, after some finite distance Q meets one of the distinguished
paths P of colour ¢ contained in a Schnyder wood strip and follows P from that point
onwards. In this case, we define P°(v) to be the union of Q and all of the distinguished
paths of colour ¢ contained in a Schnyder wood strip or segment below P. Note that
if T has root edge (b, by11), then PY(v) terminates at b1, P"(v) terminates at by, and
P?(v) terminates at an initial boundary vertex of T other than b, or by 1. The following
theorem is the analogue of Theorem 2.13 and Theorem 4.9 for the UIHPT.

Theorem 6.11. Let v be a vertex in the Schnyder wood of a UIHPT T produced by the Schnyder
wood chiselling algorithm. Then every vertex on P’ (v) has an outgoing red edge to P (v), every
vertex on P"(v) has an outgoing yellow edge to PY(v), and every vertex on PY(v) is either a
boundary vertex of T or has an outgoing blue edge to P (v).

Proof. Suppose first that v is contained in the Schnyder wood segment. Observe that
both P"(v) and P?(v) are contained entirely in the Schnyder wood segment, while
PY(v) is either contained entirely in the Schnyder wood segment, or it exits the seg-
ment at some upper boundary vertex. Let PY(v)* denote PY(v) truncated after the first
vertex at which it leaves the segment, if it does. Observe that PY(v)*, P"(v), and P?(v)
are finite.

Claim 6.12. Suppose v is contained in the Schnyder wood segment. Then every vertex on
PP (v) has an outgoing red edge to P'(v) and every vertex on PY(v)* is either a boundary
vertex of T or has an outgoing blue edge to P’(v). If PY(v)* terminates at by 1, then every
vertex on P"(v) has an outgoing yellow edge to PY(v)*. Otherwise, if PY(v)* terminates on
the upper boundary, then every vertex on P’ (v) has an outgoing yellow edge to either a vertex
on PY(v)*, or a vertex on the infinite yellow path contained in the Schnyder wood segment.
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Proof. Since each of P¥(v)*, P’(v), and P?(v) is finite, it follows that after a finite num-
ber of steps, the peeling process Py has explored every vertex on PY(v)*, P'(v), and
P%(v), and all of their incident edges that are contained in the Schnyder wood segment.
Consider the explored region after this step. By Observation 3.3, the explored region
intersects the initial boundary of T in a segment from some vertex by to b,, where b, is
the head of the current root edge. By replacing the remainder of the initial boundary
with a finite boundary joining by, and b,, and adding an arbitrary finite triangulation
to the region between this boundary and the explored region, we may consider the
explored region to be contained in some finite triangulation T’. Note that the finite
explored region is assigned the same colouring by P, as if it were explored by the finite
peeling process in T’. For ¢ € {y,,b}, let Q. be the unique directed path of colour ¢ in
T’ that starts at v. Note that P?(v) = QP, P"(b) = Q", and P¥(v)* C QV.

By Theorem 2.13, it follows that every vertex on PY(v)* C QY that is not a boundary
vertex of T has an outgoing blue edge to Q" = P’(v), every vertex on P’(v) = Q’ has
an outgoing red edge to Q" = P"(v), and every vertex on P"(v) = Q" has an outgoing
yellow edge to QY. If PY(v)* terminates at by 1, then Q¥ = PY(v)*, and so every vertex
on P’(v) has an outgoing yellow edge to PY(y)*. Otherwise, PY(v)* terminates at a
vertex u on the upper boundary. However, QY terminates at by, and so after leav-
ing at u, QY needs to enter the finite explored region again later. By Lemma 3.5 and
the Schnyder root condition applied to the unexplored region of T’, Q¥ can only enter
the finite explored region at b,. Since b, is the head of a root edge of Py, we know by
Claim 6.5 that the directed yellow path from b, to b, is contained in the infinite yel-
low path of the Schnyder wood segment. Therefore, QY intersects the Schnyder wood
segment only on PY(v)* and on the infinite yellow path contained in the Schnyder
wood segment. Since all neighbours of Q" are contained in the Schnyder wood seg-
ment, it follows that every vertex on P"(v) = Q" has an outgoing yellow edge to either
a vertex on PY(v)*, or a vertex on the infinite yellow path contained in the Schnyder
wood segment. u

Now suppose instead that v is contained in a Schnyder wood strip of T. In this case,
for ¢ € {r,y,b} denote by P°(v)* the unique (finite or infinite) directed path of colour
c that starts at v, truncated after the first vertex at which it leaves the Schnyder wood
strip, if it does. Note that P"(v)* is necessarily an infinite red path contained entirely
in the strip, while both PY(v)* and P?(v)* may be either finite (if they terminate on the
upper or lower boundary, respectively) or infinite (if they do not leave the strip).

Claim 6.13. Suppose v is contained in a Schnyder wood strip. Every vertex on P?(v)* has an
outgoing red edge to P (v)* and every vertex on PY(v)* is either a lower boundary vertex of the
Schnyder wood strip, or has an outgoing blue edge to PP (v)*. If PY(v)* is infinite, then every
vertex on P"(v)* has an outgoing yellow edge to a vertex on PY(v)*. Otherwise, if PY(v)*
terminates on the upper boundary of the strip, then every vertex on P"(v)* has an outgoing
yellow edge to either a vertex on PY(v)*, or a vertex on the infinite yellow path on the lower
boundary of the Schnyder wood strip.

Proof. This follows directly from Claim 6.12 and the fact that the Schnyder wood strip
is the colouring assigned to the explored region by the process Py as x — —oo. H
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We now show that the claimed structure holds for P’(v), P"(v), and PY(v) on the en-
tirety of T. We will repeatedly use Claims 6.12 and 6.13 and Lemmas 6.4 and 6.9. For
simplicity, we will assume that v is in a Schnyder wood strip since the case where v is
in the Schnyder wood segment is very similar.

First, consider P’(v). By Claim 6.13, every vertex on P’(v)* has an outgoing red edge
to P"(v)* C P"(v). If P’(v)* is infinite, then by definition P?(v) \ P’(v)* consists of all
of the distinguished blue paths in a strip or segment below v. By Lemmas 6.4 and 6.9,
every vertex on these paths has an outgoing red edge to the distinguished red path in
the same strip or segment, and this red path is part of P"(v) by definition. Otherwise,
if P?(v)* is finite and intersects the lower boundary of the strip at some vertex u, then
either u is on the boundary of T and P’(v) = P?(v)*, or the outgoing blue edge from u
goes directly to the distinguished blue path in the strip or segment immediately below
v. In the latter case, the vertices of P?(v) \ P?(v)* are all on a distinguished blue path in
a strip or segment below v and so, as above, they have an outgoing red edge to P"(v).
In all cases, every vertex on P’ (v) has an outgoing red edge to P’ (v), as required.

Next, consider P"(v). If PY(v)* is infinite, then by Claim 6.13 every vertex on P"(v)* has
an outgoing yellow edge to PY(v)* C PY(v). Otherwise, if PY(v)* is finite and intersects
the upper boundary of the strip containing v, then by Claim 6.13 every vertex on P’ (v)*
has an outgoing yellow edge to PY(v)* C PY(v) or to the distinguished yellow path on
the lower boundary of the strip. As PY(v)* intersects the upper boundary, this yellow
path is also part of PY(v). Lastly, P"(v) \ P"(v)* consists of all of the distinguished red
paths in a strip or segment below v, and so, similarly to above, the vertices on these
paths have an outgoing yellow edge to PY(v). In all cases, every vertex on P’(v) has
an outgoing yellow edge to PY(v), as required.

Finally, consider PY(v). By Claim 6.13, every vertex on PY(v)* that is not on the lower
boundary of the strip has an outgoing blue edge to P’(v)* C P’(v). Consider a vertex
w € PY(v)* that is on the lower boundary of the strip but is not on the boundary of T.
Then, by Lemma 6.4 or Lemma 6.9, w has an outgoing blue edge to the distinguished
blue path in the strip or segment immediately below v. If P?(v)* does not intersect
the lower boundary of the strip, this blue path is part of P’(v). Otherwise, P’(v)*
intersects the lower boundary of the strip at some vertex u. Suppose that w is to the
right of u. Then PY(v)* first goes from v to w and then follows a yellow path along the
lower boundary of the strip until it reaches u. So, PY(v)* and P’(v)* intersect, which
implies that they form a cycle C. Since the Schnyder conditions imply that all vertices
other than v and u on C have an outgoing edge to the interior of C, this contradicts
Lemma 2.4. Therefore, u must be to the right of w, and so the outgoing blue edge
from u to the distinguished blue path in the strip or segment immediately below v will
intersect that blue path to the right of the outgoing blue edge from w. In particular, the
outgoing blue edge from w goes to a vertex on P’(v). So, every vertex on PY(v)* that
is not on the boundary of T has an outgoing blue edge to P’(v).

It remains to consider the vertices of PY(v) \ PY(v)*. If PY(v)* is infinite, then PY(v) \
PY(v)* consists of all of the distinguished yellow paths in a strip or segment below .
By Lemma 6.4 or Lemma 6.9, these vertices are either on the boundary of T or have an
outgoing blue edge to the distinguished blue path in the strip or segment immediately
below, which is part of P’(v). Otherwise, PY(v)* is finite and intersects the upper
boundary of the strip at some vertex w. Then, PY(v) \ PY(v)* consists of a one-ended
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infinite yellow path Q starting at w along the lower boundary of the strip immediately
above v, as well as the distinguished yellow path in the strip containing v and all of the
distinguished yellow paths in a strip or segment below v. Similarly to before, every
vertex on the distinguished yellow paths is either on the boundary of T or has an
outgoing blue edge to P’(v), so it only remains to check the vertices of Q. Note that
w has an outgoing blue edge to the distinguished blue path in the strip containing v,
and by Claim 6.13 we know that this neighbour u must also be on P’(v)* C P’(v).
In particular, P?(v) contains every vertex left of u on the distinguished blue path in
the strip of v. Since any vertex on Q is to the left of w, its outgoing blue edge to the
distinguished blue path in the strip containing v will intersect that distinguished blue
path at a vertex left of 1, and so the outgoing blue edge goes to P(v). In all cases,
e\;ery vertex of PY(v) is either on the boundary of T or has an outgoing blue edge to
P’ (v). O

6.3 Maximality and uniqueness

In this section we prove Theorem 6.1. Recall that a Schnyder wood of an infinite trian-
gulation T is called maximal if every directed cycle in the Schnyder wood is oriented
clockwise, and T contains no right-directed paths. Recall also that in Lemma 2.6, we
showed that if a 3-orientation of a triangulation contains a directed cycle, then it also
contains a directed triangle of the same orientation. As we noted after the proof, the
proof relies only on the interior of this cycle being finite. Since the interior of a (fi-
nite) cycle in a UIHPT is almost surely finite, the following result suffices to show the
Schnyder wood chiselling algorithm constructs no anticlockwise cycles.

Lemma 6.14. The Schnyder wood chiselling algorithm almost surely constructs no anticlock-
wise triangles on the UIHPT.

Proof. The proof that no individual Schnyder wood segment contains an anticlockwise
triangle is almost identical to the proof of Lemma 4.2: Any finite collection of edges of
T explored by the Schnyder peeling process is explored after a finite number of steps,
and since the same colouring can be produced by the finite peeling process on some
finite triangulation, Theorem 2.9 shows that the segment contains no anticlockwise
triangles. It follows from the construction of the Schnyder wood strip in Section 5.2
that this result also applies to each Schnyder wood strip. The only remaining case to
check is when one or more edges of the triangle lies on the lower boundary of one
Schnyder wood strip, and the remaining edge(s) lie in the interior of the Schnyder
wood strip or segment below it.

Since each Schnyder wood strip and Schnyder wood segment satisfies the Schnyder
upper boundary condition, we immediately see that this case could only occur when
two edges of the triangle are in the strip or segment below the boundary, with one of
them being an outgoing blue edge from some vertex u on the upper boundary, and the
other being an incoming yellow edge to some vertex v on the upper boundary. For this
triangle to be oriented anticlockwise, # must be left of v on the upper boundary. Again
by the Schnyder upper boundary condition, we know that v has an outgoing blue edge,
which by planarity, must be directed into the interior of this triangle, contradicting
Lemma 2.4. Thus, the Schnyder wood defined by the chiselling algorithm contains no
anticlockwise triangles. O
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Having established Theorem 6.10, we are now ready to show that the Schnyder chis-
elling algorithm produces the unique maximal Schnyder wood of the UIHPT. Our
proof will be very similar to the proof given for infinite triangulations with finite
boundary in Section 4. First, we establish that the leftmost walk from a fixed edge
e reaches the initial boundary of the UIHPT in a finite number of steps. This takes
slightly more work than for triangulations with finite boundary because e might lie
within a Schnyder wood strip, in which case e is not explored by the Schnyder peel-
ing process after a finite number of steps. We instead make use of the structure of the
layers established in Theorem 6.10.

Recall from Section 4 that a leftmost walk is a maximal directed walk that at each vertex
always takes the first outgoing edge clockwise from the edge at which it entered, if an
outgoing edge exists, and recall that L(e) is the leftmost walk starting from edge e. In
the following theorem, we show that once a leftmost walk intersects a distinguished
path, it then repeatedly follows the unique outgoing edge described in Theorem 6.10
to the preceding distinguished path, until it reaches the initial boundary. Examples of
this are indicated on the right in Figure 12.

Lemma 6.15. Fix an edge e in the Schnyder wood constructed by the chiselling algorithm on
the UIHPT. Then either

1. L(e) terminates at the head of the initial root edge within a finite number of steps, or

2. L(e) intersects the initial boundary within a finite number of steps, and then follows the
distinguished yellow path left along the initial boundary.

In particular, at some point L(e) intersects a distinguished path above or below e, and after-
wards it repeatedly follows the unique outgoing edge to the preceding distinguished path until
it reaches the initial boundary.

Proof. Let T be a UIHPT and let e = (u,v) be an edge of T. We showed in the proof
of Lemma 4.3 that in the Schnyder wood constructed by the peeling process on any
infinite triangulation with finite boundary, no leftmost walk contains a directed cycle.
An identical argument applies to the UIHPT, and it follows that L(e) is a directed path
in T. Furthermore, the Schnyder condition implies that whenever L(e) is not incident
with the initial boundary, the edge colours on L(e) cycle, in order, red, blue, yellow,
red, and so on, with the initial colour determined by the choice of e.

We begin by showing that within a finite number of steps, L(e) intersects a distin-
guished yellow path on the initial boundary of T and enters it via a yellow edge, at
which point orientation rules imply that it will continue to follow the distinguished
yellow path along the boundary. (Note that we may intersect this path at some point
via a blue edge, but then orientation rules imply that L(e) will immediately leave the
yellow path via a red edge.) First, suppose that e lies on one of the distinguished paths
in the Schnyder wood of T, say a distinguished blue path. Then, the next edge of L(e)
is the unique outgoing red edge from v, and we know that this edge is directed to the
preceding distinguished red path by Theorem 6.10. By the same argument, L(e) after-
wards follows the unique outgoing yellow edge to the preceding distinguished yellow
path, then the unique outgoing blue edge to the preceding distinguished blue path,
and so on, until L(e) eventually reaches an distinguished yellow path on the initial
boundary via an outgoing yellow edge. Similarly, if e is initially on an outgoing edge
from one distinguished path to the preceding distinguished path, then L(e) follows
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the finite sequence of outgoing edges with the same structure to the initial boundary.
Finally, suppose that e is not on a distinguished path and is not an outgoing edge from
one of these paths to the preceding path. Then, e is contained in some region bounded
by two distinguished paths, say Q, above and Q; below. Furthermore, ¢ is contained
in some finite region bounded by Q,, Q;, and two outgoing edges f; and f, from Q, to
Qp with tails at consecutive vertices on Q,. Since this region is finite and L(e) is acyclic,
it follows that eventually L(e) must exit this region. Let ¢’ be the last edge of L(e) con-
tained in the finite region. If the head of ¢’ is on Q,, it follows from the definition of
L(e) that the next edge of L(e) is either on Q,, or is f; or f,. Otherwise, the head of
¢ is on Qp, and it follows from the definition of L(e) and the fact that L(e) leaves the
tinite region that the next edge is the unique outgoing edge directed from the head of
¢’ on Q, to the preceding distinguished path below Q,. (If there is no preceding distin-
guished path below Q, then it follows that Q, is already a distinguished yellow path
along the initial boundary, and ¢’ is a yellow edge.) In either case, we again follow the
tinite sequence of outgoing edges with the same structure as earlier to a distinguished
yellow path on the initial boundary of T.

Note that there is an edge case where e is initially contained in the finite region un-
derneath a yellow chord on the initial boundary of T. As above, L(e) must eventually
exit this region. By the Schnyder boundary condition, it can only do so by entering the
distinguished yellow path that contains this chord via a yellow or red edge.

Hence, we may assume that L(e) intersects a distinguished yellow path on the initial
boundary within a finite number of steps and enters it via a yellow or red edge. By the
definition of L(e), this implies that afterwards L(e) simply follows this distinguished
yellow path along the initial boundary. If L(e) has intersected the distinguished yellow
path of the Schnyder wood segment, it then terminates at the head of the initial root
edge. Otherwise, it follows the distinguished yellow path of the first Schnyder wood
strip along the initial boundary without terminating. O

We can now use this result as in the proof of Lemma 4.4 to show that the Schnyder
wood chiselling algorithm constructs no right-directed paths.

Lemma 6.16. The Schnyder wood chiselling algorithm almost surely constructs no right-
directed paths on the UIHPT.

Proof. Suppose for a contradiction that the Schnyder wood chiselling algorithm con-
structs a right-directed path R on a UIHPT T, and let e be any edge on R. Observe first
that the Schnyder boundary condition implies that R cannot contain any edge on or
below one of the distinguished yellow paths along the initial boundary of T. R also
cannot contain the head of the initial root edge since that vertex has no outgoing edge.

By Lemma 6.15, the leftmost walk L(e) will eventually contain either the head of the
initial root edge or an edge on one of the distinguished yellow paths along the initial
boundary. So, there must be an edge ¢’ on L(e) that is directed from a vertex v on R
towards the side of R containing the initial boundary. As in Lemma 4.4, consider the
first such edge. The previous edge on L(e) lies either on R, or on the side of R not
containing the initial boundary. In either case, the outgoing edge from v that is on the
path R is further left than ¢/, contradicting the definition of L(e). It follows that no
right-directed path exists. O
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It follows that the Schnyder wood constructed on the UIHPT by the Schnyder wood
chiselling algorithm is maximal and so, by Theorem 3.2, is the unique maximal Schny-
der wood. This concludes the proof of Theorem 6.1.

6.4 The UIHPT as a limit of finite triangulations

While we have shown that the UIHPT has a unique maximal Schnyder wood, further
work is required to prove Conjecture 1.5, that is, to show that the unique maximal
Schnyder wood of the UIHPT is the weak limit of the maximal Schnyder wood of a
uniformly random triangulation from 7, as n — oo and then m — oo. Verifying this is
considerably more involved than the analogous result for the UIPT, Theorem 4.10, due
to the increased complexity of the exploration process required on the UIHPT. Because
the boundary of the UIPT is finite, we were able to demonstrate in Section 4 that the
Schnyder peeling process almost surely explores any ball of radius r around the root
edge of the UIPT by circling around the unexplored boundary. By contrast, for the
UIHPT, the boundary is infinite and so we have to repeatedly reinitiate the peeling
process to explore the entire ball of radius r around the root edge. In order to verify
Conjecture 1.5, one would need to check that this process colours the ball of radius r in
a manner consistent with the single peeling process circling around a finite boundary
as that boundary length tends to co.

Computational results suggest that this should hold. They show that in maximal
Schnyder woods of large finite triangulations, the unique directed monochromatic
paths from a uniformly random vertex to the boundary “spiral” around each other be-
fore terminating at the boundary. This is illustrated in Figure 1 and in Figure 14, below,
for a Tutte embedding of a large random triangulation?. The observed behaviour is
consistent with the structure of the UIHPT demonstrated in Theorem 6.10 if we once
again imagine that the infinite red trees in the maximal Schnyder wood are part of
a single infinite red tree rooted at b, that spirals through successive Schnyder wood
strips before terminating in the Schnyder wood segment, and similarly for the infinite
yellow and blue trees.

We now attempt to describe this spiralling behaviour more precisely. In a triangulation
T, fix a vertex v and consider two paths P and Q from v to the boundary of T. If T is a
triangulation of the half-plane, we also allow each of P and Q to be a generalised path,
which we define to be an ordered collection of paths P, ..., Py such that P; is a one-
ended path that starts at v, Py is a one-ended path that ends at the boundary of T, and
each P; fori € [2,¢ — 1] is a two-ended path ordered from one end to the other. The
winding number w(P, Q) is the signed number of occurrences of Q strictly crossing P
from left to right.®> Note that w(P, Q) is independent of the choice of embedding for T.

2This triangulation was obtained by first generating a random triangulation of a triangle on 500,000
vertices using Benedikt Stufler’s simtria program [Stu21], followed by performing a breadth-first search
within a radius of 20 of the root vertex of this triangulation and only keeping the largest connected
component of the unexplored region. The root edge of this component was then chosen uniformly at
random from its boundary, and the figures depict the unique maximal Schnyder wood of this rooted
triangulation.

3We have not used the standard definition of a winding number, in order to apply winding numbers
to paths on the UIHPT; however, we note that if T is a triangulation of the half-plane and we consider
the one-point compactification of the half-plane, then this definition is equivalent to the more standard,
topological one, up to an additive error of at most 1.
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One natural way to quantify the extent to which the monochromatic trees ‘spiral” in a
given Schnyder wood is to consider w(G(v), P¢(v)) for some uniformly random vertex
v of T, where G(v) denotes a geodesic path from v to the boundary of T, and P°(v)
denotes the unique directed path of colour c starting from v, where we again define
P¢(v) to by the generalised path consisting of the colour-c path starting from v, and all
the infinite paths of colour c in the strips and segment below v when T is a UIHPT.

For now, let us only consider w(L(e), P°(v)), where L(e) denotes the leftmost walk
starting from a chosen outgoing edge ¢ of v. Recall that the Schnyder conditions imply
that any leftmost walk starting from v must follow outgoing edges whose colours cycle
through red, yellow, blue, red, yellow, blue, and so on (where the first edge e could be
any of the three colours). It therefore follows from Theorems 2.13, 4.9 and 6.11 that
on the maximal Schnyder wood of any finite triangulation, any infinite triangulation
with finite boundary, or the UIHPT, the vertices of L(e) after v cycle through being
on the paths P"(v), PY(v), pb (v), P"(v), and so on, where the first colour is again deter-
mined by the colour of e. It immediately follows that |w(L(e), P°(v)) — |L(e)|/3| < 1,
where |L(e)| denotes the length of the subwalk of L(e) between v and the first vertex
of L(e) on the initial boundary. (Such a vertex exists trivially on finite triangulations,
by Lemma 4.3 on infinite triangulations with finite boundary, and by Lemma 6.15 on
the UIHPT). The precise value of w(L(e), P°(v)) depends on the colour of the chosen
edge e.

On a UIHPT T, the structure of the geodesic paths is closely linked to the structure of
leftmost walks. Suppose for now that v is a vertex on one of the distinguished paths of
T. If e is the unique outgoing edge from v to the infinite path below v, then the leftmost
walk L(e) passes through each of the infinite paths between v and the boundary by
passing through exactly one distinguished path per edge. Since any path from v to the
boundary must pass through each of the distinguished paths contained in the Schny-
der wood strips below v, and can pass through at most one of these per edge, it follows
that the geodesics in T must be very similar to the leftmost walks. The only possible
difference is that for some vertices v, L(e) may differ from G(v) because a slightly
different path to the initial boundary could allow G(v) to avoid passing through the
Schnyder wood segment, reducing the overall length of the path by at most 3. In
particular, |L(e)| —3 < |G(v)| < |L(e)| whenever v is on an infinite monochromatic
path. By a similar analysis for the winding number, we obtain that for each colour c,
the infinite monochromatic path P¢(v) satisfies w(L(e), P°(v)) — 1 < w(G(v), P°(v)) <
w(L(e), P°(v)). In particular, w(G(v), P°(v)) = |G(v)|/3 + O(1). We note that ex-
ploiting the similarity in structure between geodesics and leftmost walks has already
previously been of use in the study of large random maps. In particular, in [ABA17],
this relationship was used as an essential component of the proof of convergence of
large random simple triangulations to the Brownian map, after rescaling.

Finally, if v is not on one of the distinguished paths of T, then it is in one of the fi-
nite regions contained between two consecutive such paths. From the structure of the
UIHPT, we expect that for a typical vertex v in such a region, the number of edges on
L(e) before L(e) intersects a distinguished path is O(1). Any given vertex on this path
can contribute at most 1 to the winding number of P¢(v) for any ¢, so it follows that for
a uniformly random vertex v of T, we also have w(G(v), P(v)) = |G(v)|/3+ O(1). If
Conjecture 1.5 holds, we expect to see approximately this behaviour also for winding
numbers of uniformly random vertices on large finite triangulations. Computational
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results (with 7 close to 500,000, and 300 < m < 600) seem to suggest that the winding
numbers of a uniformly random vertex v are indeed close to |G(v)|/3. For instance,
in the example given in Figure 14, a geodesic path from v has length 36, and the blue,
red, and yellow paths from the chosen vertex have winding numbers 11, 12, and 13
respectively. Figure 15 provides a ‘zoomed-in’ view of the paths close to v, confirming
that the paths immediately establish the structure described in Theorem 2.13.

Figure 14: A Tutte embedding of a random triangulation of a 432-gon on 484, 848 vertices, and
the monochromatic paths from a uniform random vertex to its boundary in the unique maximal
Schnyder wood of the triangulation.
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Figure 15: A view of the paths in Figure 14, shown close to the uniform vertex v. The
monochromatic paths from v immediately establish the path structure described in Theo-
rem 2.13, in which each vertex on a path is at distance one from the path immediately below

it.
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7 Notation

7:1111

Pmn
B(v,p)
Br(v, p)

Pt (o)

PC

The set of simple, 2-connected, rooted triangulations of an
(m 4+ 2)-gon with n interior vertices.

The number of triangulations in 7,".
The ball of radius p centred at vertex .

The ball of radius p centred at vertex v in a specified trian-
gulation T.

The directed path of colour c from a vertex v in a maximal
Schnyder wood.

The distinguished path of colour c in a given Schnyder wood
segment or Schnyder wood strip.

The interior of a triangulation T, which includes its lower
boundary.

The initial boundary (b, k € Z) of some triangulation
rooted at (by, byi1).

The peeling process initiated with root edge (by, by11)-
The updated boundary after step i of Py.

The updated root edge after step i of P,.

The peeling vertex used during step i of Px.

The chord used during step i of Px.

The revealed area up to and including step i of P,.

The area consisting of all edges that are revealed by some
step of Py.

The leftmost walk starting from directed edge e.
The first step of P, such that A, (i,(x)) contains by.
The head of the root (i) after step i of P;.

The segment of the first k edges left of h(i,(x)) along the
boundary By (i,(x)).

The colour and orientation assigned to edge e by process Py.

67

16, 32, 57

55,55

21

23

23
23
23
23
23
23
23

28
43
43
43

47



References

[ABA17] LOUIGI ADDARIO-BERRY and MARIE ALBENQUE (2017). The scaling limit of random

[AC15]

[AFL09]

[Ang03]
[Ang05]
[AR15]
[AS03]

[BB09]

[Bre00]
[Bro64]
[BSO01]

[Cha25]

[FZ08]
[GJ04]
[LSW24]
[Men94]
[Sch89]
[Sch90]
[Stu21]

[Tut62]

simple triangulations and random simple quadrangulations. The Annals of Probability
45(5), 2767 — 2825. 14, 64

OMER ANGEL and NICOLAS CURIEN (2015). Percolations on random maps I: Half-
plane models. Annales de I'IHP Probabilités et statistiques, vol. 51, 405-431. 13,10

LucA CASTELLI ALEARDI, ERIC FUSY, and THOMAS LEWINER (2009). Schnyder
woods for higher genus triangulated surfaces, with applications to encoding. Discrete
& Computational Geometry 42, 489-516. 13

OMER ANGEL (2003). Growth and percolation on the uniform infinite planar trian-
gulation. Geometric And Functional Analysis 13, 935-974. 13,9, 10

OMER ANGEL (2005). Scaling of percolation on infinite planar maps, L
arXiv:math/0501006. 13,9, 10

OMER ANGEL and GOURAB RAY (2015). Classification of half-planar maps. The
Annals of Probability 43(3), 1315-1349. 13

OMER ANGEL and ODED SCHRAMM (2003). Uniform infinite planar triangulations.
Communications in mathematical physics 241, 191-213. 13,8, 9, 10

OLIVIER BERNARDI and NICOLAS BONICHON (2009). Intervals in catalan lattices
and realizers of triangulations. Journal of Combinatorial Theory, Series A 116(1), 55-75.
13,6

ENNO BREHM (2000). 3-orientations and Schnyder-3-tree-decompositions. Ph.D.
thesis, Diploma Thesis, FU Berlin. 14,11, 12,13, 14, 19

WILLIAM G BROWN (1964). Enumeration of triangulations of the disk. Proceedings of
the London Mathematical Society 3(4), 746-768. 18

ITAT BENJAMINI and ODED SCHRAMM (2001). Recurrence of distributional limits of
finite planar graphs. Electronic Journal of Probability 6, 1-13. 13

GUILLAUME CHAPUY (2025). On the scaling of random Tamari intervals and Schny-

der woods of random triangulations (with an asymptotic D-finite trick). Comb. Theory
5(2), Paper No. 2, 32. 16

STEFAN FELSNER and FLORIAN ZICKFELD (2008). Schnyder woods and orthogonal
surfaces. Discrete & Computational Geometry 40, 103-126. 13, 4

IAN P GOULDEN and DAVID M JACKSON (2004). Combinatorial enumeration
(Courier Corporation). 18

YITING L1, XIN SUN, and SAMUEL S. WATSON (2024). Schnyder woods, SLE4, and
Liouville quantum gravity. Trans. Amer. Math. Soc. 377(4), 2439-2493. 14

PATRICE OSSONA DE MENDEZ (1994). Orientations bipolaires. Ph.D. thesis, Paris,
EHESS. 112

WALTER SCHNYDER (1989). Planar graphs and poset dimension. Order 5, 323-343.
13

WALTER SCHNYDER (1990). Embedding planar graphs on the grid. Proceedings of the
first annual ACM-SIAM Symposium on Discrete Algorithms, 138-148. 13,11, 13, 14

BENEDIKT STUFLER (2021). simtria. https://github.com/BenediktStufler/
simtria. 163

WILLIAM THOMAS TUTTE (1962). A census of planar triangulations. Canadian Journal
of Mathematics 14, 21-38. 18

68


https://doi.org/10.1214/16-AOP1124
https://doi.org/10.1214/16-AOP1124
https://doi.org/10.1214/13-AIHP583
https://doi.org/10.1214/13-AIHP583
https://doi.org/10.1007/s00454-009-9169-z
https://doi.org/10.1007/s00454-009-9169-z
https://doi.org/10.1007/s00039-003-0436-5
https://doi.org/10.1007/s00039-003-0436-5
http://arxiv.org/abs/math/0501006
https://doi.org/10.1214/13-AOP891
https://doi.org/10.1007/s00220-003-0932-3
https://doi.org/10.1016/j.jcta.2008.05.005
https://doi.org/10.1016/j.jcta.2008.05.005
https://doi.org/10.1112/plms/s3-14.4.746
https://doi.org/10.1007/978-1-4419-9675-6_15
https://doi.org/10.1007/978-1-4419-9675-6_15
https://doi.org/10.5070/C65265404
https://doi.org/10.5070/C65265404
https://doi.org/10.1007/s00454-007-9027-9
https://doi.org/10.1007/s00454-007-9027-9
https://doi.org/10.1090/tran/8887
https://doi.org/10.1090/tran/8887
https://doi.org/10.1007/BF00353652
https://doi.org/10.5555/320176.320191
https://github.com/BenediktStufler/simtria
https://github.com/BenediktStufler/simtria
https://doi.org/10.4153/CJM-1962-002-9

	Introduction
	Outline
	Acknowledgements

	Preliminaries
	Finite triangulations
	Infinite triangulations
	Schnyder woods

	Schnyder woods of infinite triangulations
	Defining infinite Schnyder woods
	The Schnyder peeling process on infinite triangulations
	One step of the peeling process
	Multiple steps of the peeling process
	Some additional notation
	Structure after a finite number of steps


	Infinite triangulations with finite boundary
	The peeling process on the UIHPT
	The Schnyder wood segment
	Removing the Schnyder wood segment

	The Schnyder wood strip
	Step 1: No short paths
	Step 2: Roots eventually coincide
	Step 3: Segments of boundaries eventually coincide
	Step 4: Existence of the Schnyder wood strip
	Removing the Schnyder wood strip


	The maximal Schnyder wood of the UIHPT
	Existence of the Schnyder wood of the UIHPT
	Red, yellow and blue forests
	Maximality and uniqueness
	The UIHPT as a limit of finite triangulations

	Notation

