Polynomials and multivariate polynomials Nick Trefethen, 19 Feb. 2019
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. Univariate polynomials of degree d (see T, Approximation Theory and Approximation Practice)

. Taylor series. Locally, everything's a polynomial (Newton). Convergence in a disk. The basis of complex variables.
. Interpolation. Always possible in d + 1 distinct points. Stable algorithm: barycentric formula.
. Quadrature. Almost always based on integrating polynomial interpolants (Newton-Cotes, Gauss, Clenshaw-Curtis,...).
. Approximation theory. Continuous functions are approximable (Weierstrass), exponential convergence if analytic (Runge).
. Rootfinding. Algorithms increasingly based on matrix eigenvalue problems. PURE MATHS: GALOIS THEORY, ALGEBRA.
Optimization. Usually d < 2 & la Newton's method, for d > 2 does not improve complexity. Exception: Chebfun global opt.
. Finite difference formulas for ODE IVPs and BVPs. Derived from polynomials (Adams, R-K, difference calculus,...).
. Piecewise polynomials. Splines. The big advantage is exponential decay of errors away from singularities.
Spectral methods for ODE BVPs. Based on global polynomials.
Other high-order polynomials. Rarely used until Chebfun, which uses them for everything.
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Univariate polynomials are the universal starting point for numerical methods in 1D.

2. Multivariate polynomials of degree d in s dimensions

a. Multivariate Taylor series. Again locally, everything's a polynomial. Basis of several comp. vars. — a subject rarely used.

b. Interpolation. Only possible in unisolvent point sets. The number of points is (*7*).

c. Cubature. Integrating polynomials is problematic, so other ideas are used more (tensor products, Monte Carlo,...).

d. Approximation theory. Polynomials have similar power in principle as in 1D, but little has been done in this area.

e. Rootfinding. Good numerical algorithms have been slow to develop. PURE MATHS: ALGEBRAIC GEOMETRY.

f. Optimization. Usually d < 2. Developments with d > 2: Steihaug, Parrilo/Nesterov/Lasserre, Cartis/Gould/Toint,....

g. Finite difference formulas for PDE IVPs and BVPs. Usually based on univariate pieces — €.9. Au = Uyy + Uyy + V-

h. Piecewise multivariate polynomials. Finite elements. The big advantage is geometric flexibility. d < 2 usually, < 6 sometimes.
i. Spectral methods for PDE BVPs. Based mainly on univariate ideas (tensor products).

j. Other high-order multivariate polynomials. Rarely used.

Multivariate polynomials have a limited role in numerical computation, probably because they are hard to work with and
in most cases we can get away with univariate tools instead. On the other hand they are at the very heart of algebraic geometry.
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