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Satellite-derived ice surface speeds

should be isotropic, represents a significant part of the differ-
ence. Thus, at worst the phase errors are 2.5 m a−1 but in
actuality may be nearer to 1 m a−1.

3.3. Feature tracked landsat 8 data
We downloaded all of the available 2014 and 2015 Landsat
8 images for Greenland, which we visually inspected to
discard images with little cloud-free area. Next, we applied
our matching algorithm to all of the same-path-row pairs
that we could form with temporal separations ranging from
16 to 176 days. We culled these results to remove pairs
with a low success rate in terms of either poor coverage or
excessive errors. From this dataset we retained 14 224 pairs
that went into producing the velocity map shown in
Figure 2c.

As with the SAR data, Landsat provided the best results in
the northern regions of the ice sheet, which can partially be
attributed to the greater degree of overlap at higher latitudes
(Fahnestock and others, 2016). In the south the more tempor-
ally varying surface conditions that affect the radar also
produce poorer results for the optical images. Nevertheless,
Landsat 8 produced more complete coverage than the SAR,
largely due to the more comprehensive imaging campaign
rather than as an intrinsic advantage of the sensor (e.g., the
Sentinel 1A/B SARs are now collecting comparable
coverage).

The Landsat 8 data produce larger differences with control
points than either the speckle-tracked or phase data. Across
all of the control points, the differences range from 3.5 to
7.5 m a−1, compared with a range 2.5–5.2 m a−1 for the
speckle-tracked data. It is important to note that these differ-
ences are not direct measures of Landsat 8-versus-SAR
quality since the results also reflect the number of independ-
ent estimates used to produce each mosaicked result.

3.4. Full mosaic
Figure 3 shows the complete mosaic formed as the error-
weighted average of the results shown in Figure 2, which is
also available online at the National Snow and Ice Data
Center (NSIDC) (Joughin and others, 2016b). This map pro-
vides virtually complete coverage of Greenland ice-sheet
velocity. It is posted at 250 m spacing, but the true resolution
is closer to 0.5 km. In addition to the main ice sheet, the map
captures flow for many of the small ice caps and glaciers.
There are few visible artifacts, with the exception of some
errors that are visible along the main divide for the southern
portion of the ice sheet. These errors are the result of
insufficient ALOS data collection and poor correlation of
the 24-day RADARSAT data.

Comparison of the full map with the GPS points yields
σx= 3.7 and σy= 3.8 m a−1, some of which, as noted for
the earlier comparisons, may be due to actual change. To
investigate these differences further, Figure 1 shows where
(large red dots) the difference, |v− vt|, exceeds 7.5 m a−1

(∼2σ). In general, these points cluster in regions where we
might expect some amount of change based on the large
changes farther downstream (Rignot and Kanagaratnam,
2006; Joughin and others, 2010a). When we discard these
outliers, the differences are substantially smaller (σx= 2.1
andσy=2.8 m a−1) and agree well with the formal error
estimates.

For the comparison with balance velocities, we also
applied a 7.5 m a−1 threshold to discard outliers. As indi-
cated in Figure 1, all of the poorer quality points (small red
dots) are in the southerly regions (<68°N) where there are
visible artifacts. The number of points in the north is large,
so discarding these southern outliers only makes a small
change, yielding σx= 1.3 and σy=2.0 m a−1. For the rock
control points, the differences are 2.0 and 3.2 m a−1 for the
x and y components, respectively. The larger errors on rock
relative to the interior generally reflect the lack of phase
data in the off-ice solution.

To summarize the overall quality of the mosaic based on
our comparison with control points and the formal errors,
the typical range of errors for each component is 1–3 m a−1,
although in some regions, principally the southern third of
the ice sheet, the errors may be larger. Most of the control
points are from slow-moving regions (<100 m a−1). While
the formal errors in Table 2 include the 3% error for
the surface-parallel flow correction, most of the regions in
the comparison are slow flowing so its contribution to the
total error is small. For faster moving regions (>100 m a−1),
the 3% error will be the dominant source of error.

4. DISCUSSION
By combining data from many sources, we have produced
one of the most complete and accurate maps for
Greenland (see also a similar products produced by
Mouginot and others, 2017), with errors in the interior of gen-
erally <3 m a−1 and likely approaching 1 m a−1 over much
of the ice sheet. By including all of the data we could
acquire, the mosaicked map represents an approximate
average of the decadal velocity for the majority of the ice

Fig. 3. Final velocity mosaic formed as an inverse-error-weighted
average of the results shown in Figure 2. This map is freely
distributed through the National Snow and Ice Data Center (http://
dx.doi.org/10.5067/QUA5Q9SVMSJG).
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With the interferometric phase, SAR sensors also detect differential movements of the ice surface,
e.g., the subtle flapping of floating sections up and down with changes in oceanic tides [41,48], or the
deflation of the ice surface because of drainage of a subglacial lake, at a precision of a few millimeters,
which is currently impossible to achieve from optical sensors or altimeters and is a unique capability
of SAR sensors. The use of phase data however require twice more data compared to the correlation
technique ascending and descending acquisitions are needed. The current SAR sensors (Sentinel-1,
RADARSAT-2, TSX) are not ideal for using the phase on a large scale because of their limited coverage
and/or their operational mode of acquisition which is not optimum for phase analysis.

In the future, the upcoming SAR missions from the CSA’s RADARSAT Constellation Mission
(RCM) or the NASA/ISRO InSAR mission (NISAR) will provide new opportunities to use phase
mapping. NASA and ISRO will launch NISAR (https://nisar.jpl.nasa.gov/) in 2020 to completely and
continuously survey the ice sheets on a 12-day cycle at the L-band frequency for a nominal mission
time of three years [49]. From the archive of ALOS/PALSAR already processed [2,22,50], we know
that L-band SAR with a cycle of 46 days achieves successful velocity mapping on an area-percentage
per scene of 73% in Antarctica. We reasonably expect a higher correlation level for a repeat cycle
4 times shorter. In addition, NISAR will enable phase measurements pole to pole, hence more precise
measurements of ice motion, day and night, summer or winter. Along the coastal areas, where ice
motion is too large to track with the interferometric phase, we will continue to employ the speckle
tracking technique and it is likely that the addition of Landsat-8 data will remain a significant source
of additional information on ice motion. Similarly, Sentinel-1a/b has opened new opportunities for
mapping ice motion in the polar regions. Since both the Landsat and Sentinel are planned to be long
term programs, these assets will remain at the service of the scientific community for decades to come.

1000 kmSpeed (km/yr)
<0.001 0.1 1 >3

Figure 9. Composite mosaic of surface ice speed generated from ERS-1&-2/ESA, RADARSAT-1&-2/
CSA, ENVISAT/ESA, ALOS/JAXA, TerraSAR-X/DLR, Sentinel-1/ESA and Landsat-8/USGS in
Antarctica acquired between 1992 and 2016. The ice speed is coded on a logarithmic scale overlaid on
MOA background mosaic [32].



At GULL the depth range of strongly increased deform-
ation rates between 595.0m (Lxz à 0:086 a�1) and 622.0m
(Lxz = 0.291 a�1) coincides with increasing ice conductivity
between 600 and 610m depth (CBC; Fig. 3d). Unfortu-
nately, no conductivity measurements could be made
below 610m. This layer of increasing conductivity is at a
depth of ⇠85% of the ice thickness. At DUCK the
Holocene–Wisconsin transition (HWT) is located at 82%
of the ice thickness and also coincides with increasing CBC
values (Lüthi and others, 2002). Tracing the HWT in ice
radar data, Karlsson and others (2013) found relative depths
between 80% and 85% at the ice-sheet margins near the
study site. Transferring these values to FOXX, we would
expect the HWT at ⇠527m, which agrees with a strong
increase in CBC current at 525m depth (Fig. 3a). No tilt
sensors were installed at this depth, and increased
deformation of soft ice-age ice, if present at FOXX, was
not recorded.

To investigate seasonal changes of basal motion, the
contribution of ice deformation (evaluated with method B)
and basal motion to observed surface velocity over the
course of 1 year is shown in Figure 4. Daily mean surface
velocities from GPS are nearly constant throughout winter,
with a more than twofold episodic speed-up during the
summer melt season. Ice deformation rates remain approxi-
mately constant throughout the year, with marked oscilla-
tions coincident with surface speed-up and diurnal
variations. A detailed analysis of short-term velocity vari-
ations is presented in a separate manuscript (Ryser and
others, unpublished information). The relative contribution
of basal motion exceeds 90% during periods of intense
surface melting with high flow velocities.

Flow model experiments

The theoretical velocity gradients Lthxz assume no horizontal
stress transfer. By contrast, velocity gradients determined
from measurements show near-constant (FOXX) or highly
variable (GULL) values in the lower parts of the ice column.
The observed deformation profiles may be explained by
several processes: (1) inhomogeneous stress transfer to the
bed due to sticky and slippery patches; (2) stress redistribu-
tion due to basal topography; or (3) vertically varying
rheology (soft and stiff ice layers).

The model geometry was inspired by the observed surface
and bed topography. The bed geometry (Fig. 1 inset, based
on ice radar (DTU Space, 2005; Gogineni, 2012)) exhibits a
⇠5–10 km length scale of hills and depressions, and shows
that FOXX is located on a down-sloping flank while GULL is
located over a basal depression. We therefore chose a model
length of 5 km (with periodic boundaries) and flat bedrock,
hills and depressions of the scale of features in the radar
data. Although the exposed bedrock at the ice-sheet margin
has substantial smaller-scale topography (e.g. narrow
canyons), such features cannot be detected with radar, and
it is unlikely that ice would slide through such small-scale
obstacles at tens of meters per year.

Awide variety of flow model experiments were performed
to understand the main features of the measured borehole
deformation patterns. First, the effect of sticky and slippery
patches on the ice deformation was tested. Then the
influence of the bed topography was investigated. To test
the influence of ice rheology, model runs using APaterson or
ACuffey were performed. Unreasonably high deformation rates
(compared with measurements) or too low surface velocities
were found using APaterson, such that all the results presented

Fig. 3. Depth profiles of ice temperature, conductivity, deformation and velocity measured at FOXX and GULL. Dots in (a) and (d) indicate
depths of temperature sensors, and green and purple curves show the CBC measurements (arbitrary units). Red symbols in (b) and (e) show
vertical gradients of horizontal velocity from tilt sensors (dots and triangles for independent boreholes). Red curves in (c) and (f) show
horizontal velocity, integrated from the velocity gradients. Subtraction of deformational velocity ud (red arrow) from measured surface
velocity us (blue arrow) leads to inferred basal motion ub (black arrow). Theoretical ice deformation rates are indicated by colored areas in
(b) and (e) (for a range of surface slopes), and with two sets of temperature-dependent flow law parameters (green: Paterson, 1994; cyan:
Cuffey and Paterson, 2010). The corresponding velocity profiles are shown in (c) and (f). The depths of the cold–temperate transition surface
(CTS) and the Holocene–Wisconsin transition (HWT) are indicated. Black horizontal lines indicate the depths where the glacier bed was
encountered while drilling (differs up to 10m for string1 and string2 at FOXX).
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here use the rate factors of Cuffey and Paterson (2010) for the
measured temperatures at the respective depths.

Results from a small selection of these model runs are
shown in Figure 5. In a set of model runs on inclined, flat bed
geometries the spatial extent of a slippery patch and its
slipperiness C was varied to assess its influence on the ice
deformation profiles at several positions. Figure 5a and b are
examples for varying stress transfer due to slippery patches,
with deformation gradients Lxz evaluated at a series of virtual
boreholes. On the slippery patch, ice deformation in the
lower part of the ice column is much smaller than on the
sticky patch. This reduction in the lower part agrees well with
the general pattern of ice deformation measurements from
FOXX. The spatial extent of the slippery patch mainly influ-
ences the maximum amount of basal motion and the surface
velocity on the entire model domain. Further, if the slippery
patch is small compared with the sticky patch (e.g. Fig. 5a),
ice deformation is largest somewhat above the glacier bed,
whereas ice deformation rates are small on a longer slippery
patch, but increase continuously towards the bed.

Another set of model runs was performed to reveal the
influence of a depression or a bump in bed topography on the
ice deformation profile. More complicated bedrock shapes
were created with a superposition of Gaussian peaks. With
model experiments, such as that shown in Figure 5c, the
influence of slippery and sticky bedrock bumps was investi-
gated. The example shown has a sticky bump but, even if the
bump is slippery, ice deformation is strongly increased in the

vicinity of the bed. The opposite is true for bedrock
depressions. Flow model experiments with large bedrock
depressions show a reduction of ice deformation within the
depression. However, an increase in ice deformation rates
occurs at bed depths outside the depression. Such an
increase explains the ‘belly’ between 500 and 600m depth
in the ice deformation profile of GULL (Fig. 3e). Examples of
model runs with bedrock depressions are shown in
Figure 5d–f. In the runs shown in Figure 5e and f a soft layer
was introduced to simulate the effect of Wisconsin ice. The
flow law parameter A in this layer was enhanced by factors of
2.5–4 (Paterson, 1991; Thorsteinsson and others, 1999).

Best-matching model results with simple bedrock shapes
(straight, inclined bedrock for FOXX, Gaussian depression
for GULL) are shown in Figure 6. We could not reproduce
measured surface velocity and deformation profiles pre-
cisely with any simple bedrock topography or zone-wise
variation of basal slipperiness. However, the most important
aspects of the deformation profile at FOXX (nearly constant
deformation rates with depth) are reproduced with a model
on a flat base with sticky and slippery areas. Figure 6a
illustrates that in the center of such a slippery area the shear
stress transfer to the bed, and therefore ice deformation close
to the bed, is small. For an overall balance of driving force,
the basal shear stress and, consequently, ice deformation
rates are enhanced on the sticky patch.

The deformation profile at GULL is qualitatively repro-
duced if the geometry exhibits a marked depression with a
slippery bed. Such a geometry produces shearing strain rates
that are higher at half the ice thickness than close to the base
(Fig. 6b). High ice deformation rates between 600 and
650m depth can be reproduced by enhancing the flow law
parameter A by a factor of 4. This soft layer likely
corresponds to ice from the late Wisconsin, observed in
boreholes from the central parts of the ice sheets (Paterson,
1991; Thorsteinsson and others, 1999), with enhanced
deformation rates of 2.5–4.

Surface velocity paradox

A noteworthy feature of longitudinal stress transfer due to
slippery and sticky bed patches is illustrated in Figure 7. The
figure shows the surface geometry and velocity from a model
experiment (Fig. 6a) with a slippery and a sticky patch,
which leads to a flatter surface within the slippery patch
(Fig. 7a). The partitioning of surface velocity between ice
deformation and basal motion is indicated by colored areas
in Figure 7b. Immediately apparent is the paradoxical fact
that surface speeds are lower over the slippery bedrock
patch than over the sticky patch. This paradox is due to mass
continuity and the shape of the ice deformation profiles
(e.g. Fig. 6a). In slippery areas with little stress transfer to the
base, ice deformation is small and mass flux is mainly
due to plug-like flow. On sticky parts of the bed, mass flux
has to be provided by ice deformation alone. Since velocity
at the base is low, surface velocity is higher than in the
slippery patches. An additional effect is the redistribution of
driving stress from slippery to sticky areas, increasing the
amount of stress transferred to the base there, and
consequently increasing ice deformation. This means that
high observed surface velocities indicate sticky conditions,
whereas lower surface velocities indicate slippery condi-
tions. Any local or vertically integrated theory will over-
estimate ice deformation on slippery patches, and
underestimate ice deformation on sticky parts.

Fig. 4. Daily mean values of surface, deformational and basal
velocities measured at (a) FOXX and (b) GULL. Ice deformation in
(b) ends before March 2012 because of failure of the lowermost
sensors. GPS-derived surface velocity is shown with the blue line,
and contributions from ice deformation and basal motion are
represented by the widths of the red and blue areas. (c) Relative
contribution of basal motion to surface velocity.
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How do we describe sliding in an ice-sheet model?

What physical processes enable it to slide?

What controls how fast a glacier or ice sheet slides?



Sliding law / Friction law

To calculate ice flow we need a basal boundary condition
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Stokes flow

which relates basal shear stress              and basal speed
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�w
�i

m

m =
G+ kTz + � b · ub

�wL

N ⇤ U1/3
b G1/9

Q1/9

t ⇤ Q1/3

UbG1/3

⇤ ⇥ ⌥2⇤b
a2

⇥ ⇤b
R2

Ub

a
⇥ ⇧̇ = A⇤n

pc

⇤b = f(Ub, N)

⇤b = f(Ub, . . .)

N = ⇥i � pc

� b ⇥ ��ig(Zs � Zb)⌅Zs

4

This is a parameterization of unresolved processes close to the bed.
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Historically thought of as ‘sliding’ law
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K̂

�iL
Ŝ�Ĝ3/2

h = he(pw)

h = he(N)

q = �Kh�⌅⌅

q = �Kh�⌅⌅s

q = �Kh� (�ig⌅Zs + (�w � �i)g⌅Zb)

⌃h

⌃t
+⌅ · q = m+min

⌃h

⌃t
=

Ub

⌥r
(hr � h)� ÂhNn +
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May be multi-valued Shallow ice approximation
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M � ÃSNn

�S

�t
+

�Q

�s
= M +Min

2

q ⇤ �⇤ig⌅Zs � (⇤w � ⇤i)g⌅Zb

N = ⌅i � pw

⌅i ⇥ pi ⇥ ⇤ig(Zs � Zb)

⇧ = SG
1
8f⇤wU

2 = RHG

⇤wgn
�2U2 = R4/3

H G

G = ��⌃

�s

RH =
⇥1/2

21/2(⇥ + 2)
S1/2

� = 4
3

� = 5
4

Zs

Zb

H = Zs � Zb

q ⇤ �⌅⌃

⌃ = ⇤wgZb + pw

N = ⇤igZs + (⇤w � ⇤i)gZb � ⌃

pw = ⌃� ⇤wgZb

N = ⇤ig(Zs � Zb)� pw

1

S

�S

�t
=

2A

nn
Nn

1

S

�S

�t
= ÃNn
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M � ÃSNn

�S

�t
+

�Q

�s
= M +Min

2

q ⇤ �⇤ig⌅Zs � (⇤w � ⇤i)g⌅Zb

N = ⌅i � pw

⌅i ⇥ pi ⇥ ⇤ig(Zs � Zb)

⇧ = SG
1
8f⇤wU

2 = RHG

⇤wgn
�2U2 = R4/3

H G

G = ��⌃

�s

RH =
⇥1/2

21/2(⇥ + 2)
S1/2

� = 4
3

� = 5
4

Zs

Zb

H = Zs � Zb

q ⇤ �⌅⌃

⌃ = ⇤wgZb + pw

N = ⇤igZs + (⇤w � ⇤i)gZb � ⌃

pw = ⌃� ⇤wgZb

N = ⇤ig(Zs � Zb)� pw

1

S

�S

�t
=

2A

nn
Nn

1

S

�S

�t
= ÃNn
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Fig. 3. Solution of inverse problem of inferring the Antarctic basal sliding parameter field from InSAR surface velocity observations. For visualization pur-
poses, the cube root of the exponential of the basal sliding coefficient is plotted; the actual Robin coefficient exp(β) of the basal sliding boundary condition 
varies over nine orders of magnitude. Low (red) and high (blue) values for the basal sliding parameter represent low and high resistance to sliding, and 
correlate with fast and slow ice flow regions, respectively. (For interpretation of the references to color in this figure, the reader is referred to the online 
version of this article.)

Fig. 4. Observed (top) and reconstructed via solution of the inverse problem (bottom) surface velocity fields. In the top image, we also highlight the names 
and locations of the largest ice shelves, the extensions of the ice sheet onto the ocean. Most of the mass from the fast flowing ice streams contributes 
to ice shelves, and this mass is, over time, released to the ocean due to melting and iceberg calving. (For interpretation of the references to color in this 
figure, the reader is referred to the online version of this article.)

approximation of the Hessian of the data misfit) that permits very large parameter dimensions. We then present expressions 
that show how the low-rank approximation of this Hessian can be computed for the ice sheet inverse problem, and discuss 
properties of the Hessian that, in combination with the proposed algorithm, permit computation of the uncertainty in 
the inverse solution in a fixed number of forward/adjoint solves, independent of the parameter dimension. Finally, the 
methodology is applied to the large-scale Antarctic ice sheet inverse problem.

Isaac et al 2015

Numerical ice-sheet models

Many numerical models use a friction law of the form
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The coefficient                  is usually 
treated as a fitting parameter(s), chosen 
to achieve a good fit with observations of 
surface velocities.  

But the coefficient reflects properties of the bed that may vary with time. 

We want to understand what physical processes govern the friction law.
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Soft-bed sliding
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Hard-bed sliding



Hard-bed sliding

A film of water exists between ice and the underlying bedrock (a few microns thick).

Microscopically, free slip is allowed (i.e.                 ).

Macroscopic resistance comes from the roughness of the bedrock (              ).
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Flow over roughness occurs via regelation and viscous (plastic) deformation.

Weertman 1957
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Dimensional analysis, using Glen’s flow law
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N < Ñ
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The ice deforms viscously around obstacles in the bed
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heat flow
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Regelation: pressure difference across obstacles causes a temperature difference 

- results in upstream melting and downstream freezing
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Q̂ = �K̂Ŝ�Ĝ1/2
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Combining these two mechanisms:
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Weertman sliding law
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Sliding with cavitation Lliboutry 1968, Iken 1981, 1983

Cavitation occurs when pressure on downstream face of bumps reduces to critical level
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For steady-state cavities, friction law becomes dependent on effective pressure
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(macroscopic) ice 
normal stress
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Iken suggested there should be a maximum shear stress

associated with cavities ‘drowning’ the bed roughness.
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Sliding with cavitation

Fowler suggested cavities never really ‘drown’ bed - stress is just transferred to larger bumps
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‘Generalized’ Weertman law / Budd law

Budd et al 1979, Fowler 1986, Schoof 2005, Gagliardini et al 2007, Helanow et al 2019

Schoof suggested an alternative with a maximum shear stress
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ice deformation associated with sliding the ice acquired a single maxi-
mum (Fig. 4) or multiple maximum C-axis fabric (Iverson and
Petersen, 2011) centered on a pole normal to the bed, like that of ice
near the beds of temperate glaciers (Hooke, 2005). Ice rheology in the

experiments was thus expected to be comparable to that of the basal
ice of glaciers.

3.2. Till deformation

3.2.1. Elasticity
Elastic deformation of subglacial till accounts for negligible glacier

motion but can provide a rare means of estimating local shear stress
on the bed from records of deformation provided by tiltmeters
(e.g., Blake et al., 1994; Iverson et al., 2003, 2007; Harrison et al.,
2004; Kavanaugh and Clarke, 2006). Iverson et al. (1999) used the
ring-shear device of Fig. 1 to determine the shearmodulus of till studied
subglacially with tiltmeters at Storglaciären, Sweden. The modulus,
G = dτ/dγe, where τ is the shear stress and γe is the resultant elastic
strain, is larger at higher effective stress, Pe, andwith smaller increments
of elastic strain, dγe. Detrending a record of till deformation from
Storglaciären to remove permanent strain and accounting for the de-
pendence of G on Pe and dγe, allowed the local shear stress on the till
to be calculated from the record of till deformation. Local shear stress
varied in proportion to Pe1.7. The nonlinearity resulted from water
floodingmost of the ice–bed interfacewhen Pewas low, thereby causing
decoupling of ice from the bed (Iverson, 1999)— an effect also observed
in subsequent field experiments at Engabreen, Norway (Iverson et al.,
2007).

3.2.2. Rheology
Experiments have been central in demonstrating that till— as a two-

phase material consisting of rock grains in frictional contact and pore
water of negligible shearing resistance— does not obey a fluid rheology
if sheared at glacial rates. At sufficiently high strains in its so-called crit-
ical state, once till has attained a porosity and shearing resistance that
are steady under the ambient effective stress, experiments with various
devices indicate that idealizing till as a Coulomb plastic is a good ap-
proximation (Kamb, 1991; Iverson et al., 1998; Tulaczyk et al., 2000).
Thus, steady shearing resistance, τu, is insensitive to strain rate
(Fig. 5A) and increases linearly with effective pressure (Fig. 5B): τu =
c + Pe tan ϕu, where ϕu is the ultimate (steady-state) friction angle,
and c is cohesion that might persist in the critical state. Evidence for vis-
cous or viscoplastic fluid behavior — a direct proportionality between
shearing resistance and strain rate — is thus lacking and an obstacle
formodelerswho seek straightforwardways to determine glacier veloc-
ity and till flux from basal shear stress. Note that the data indicate a
slight tendency toward till weakening with increasing shearing rate
(Fig. 5A), a requirement for stick–slip motion displayed by some soft-
bedded glaciers (Wiens et al., 2008; Winnberry et al., 2009).

Fig. 3. (A) Longitudinal profiles of cavities at the ice-ring centerline at sliding speeds of 2.6,
7.25, and 290 m y−1 (gray lines), under a total vertical stress of 500 kPa and atmospheric
pressure in cavities. Cavity geometry at 290 m y−1 was measured directly (x's) and fitted
(gray line) using the theory of Kamb (1987). Error bars indicate± one standard deviation
of variability based on measurements of multiple cavities. Note the vertical exaggeration.
(B) Drag on the bed.Mean steady shear stress as a function of sliding speed for a sinusoidal
bed and a flat bed. Error bars indicate ± one standard deviation from the mean, once a
time-averaged steady stress or speed was reached. The speeds (2.6, 7.25, and
290 m y−1) correspond to the cavity geometries of part (A). The solid line is the sum of
the shear stress estimated using a theory of sliding in the presence of cavities (Lliboutry,
1968, 1979) and the background shear stress measured with the flat bed.

Fig. 4. Ice crystal fabric developed during sliding. (A) A horizontal thin section of ice from an experiment under cross-polarized lenses. Ice was collected from ~1 mm above the cavity
ceiling after a total sliding displacement at the ice-ring centerline of 6.51 m. The grid squares are 10 mm. (B) C-axis orientations of 150 crystals on a lower-hemisphere, equal-area
plot, with Kamb contouring and a contour interval of 20 σ. The C-axes are centered on the vector normal to the shear plane. Both figures are oriented with respect to the sense of
shear indicated. Initial C-axis orientations, prior to sliding, were close to random.

124 N.R. Iverson, L.K. Zoet / Geomorphology 244 (2015) 121–134

Zoet & Iverson 2015

Laboratory experiments Iverson & Zoet 2015

PREVIOUS EXPERIMENTAL STUDIES
There have been relatively few laboratory studies of sliding
and none that provides a test of recent slidingmodels (Fowler,
1986, 1987; Schoof, 2005; Gagliardini and others, 2007) that
emphasize ice/bed separation and neglect regelation. Motiv-
ation for emphasizing ice/bed separation comes from both
extensive evidence of cavities on formerly glaciated bedrock
(e.g. Walder and Hallet, 1979; Hallet and Anderson, 1980;
Hooyer and others, 2012) and their centrality in models of
glacier surging (Kamb and others, 1985; Kamb, 1987),
hydrology (Walder, 1986; Kamb, 1987; Schoof, 2010) and
bedrock erosion (Hallet, 1996; Iverson, 2012). Motivation for
neglecting regelation comes from the common scarcity on
formerly glaciated bedrock of obstacles sufficiently small to
be accommodated mainly by regelation (Kamb, 1970;
Hooke, 2005), which probably reflects the tendency for
small obstacles to be worn flat by abrasion (Hooke, 2005).

Two widely cited sets of laboratory experiments explored
relationships between shear stress, normal stress and sliding
speed for ice dragged over surfaces with irregular micro-
scopic to sub-centimeter roughness elements (Barnes and
others, 1971; Budd and others, 1979). Many of these
experiments were conducted at sub-freezing temperatures
(Barnes and others, 1971). In experiments with temperate
ice, partitioning between regelation and viscous deform-
ation of ice was unknown, but the small sizes of obstacles,
with thermal conductivities either equal to or greater than
rock, made regelation difficult to preclude, if not likely.
Cavity formation in Budd and others (1979), if it occurred,
was of unknown extent, and the degree to which water
pressure at the sliding interface may have reduced the
effective normal stress to values below the applied normal
stress was unknown. Worth noting is that Barnes and others
(1971) measured a double-valued sliding relationship, but
decreasing drag with increasing speed occurred at speeds
that greatly exceeded those relevant to glacier sliding and
for reasons unrelated to ice/bed separation.

In subsequent experiments with better temperature
control, larger, laterally adjacent streamlined obstacles
(15mm high, 60mm wide, 160mm long) were pushed
under a temperate block of ice held fixed and under a steady

normal stress (Hooke and Iverson, 1985). Although there
was no regelation, heat transfer inward from the perimeter of
the apparatus caused melting on the up-glacier sides of the
bumps that accounted for 25% of the total motion. Although
cavities formed in lee of the obstacles, whether they reached
a steady size was unknown because the volume of the ice-
cavity system was not measured. In addition, the obstacles
were isolated longitudinally; thus, the fundamental inter-
action between cavities and the stoss surfaces of obstacles
immediately downstream, which gives rise to the double-
valued sliding relationship of some theoretical models
(Lliboutry, 1968, 1979, 1987; Fowler, 1986, 1987; Schoof,
2005), was not studied.

The most ambitious previous laboratory study of glacier
sliding used the Couette-type viscometer, ‘Penelope’, to
rotate a ring of ice around a central cylinder, which was
mildly elongated to form two diametrically opposed and
symmetrical bumps (⇠30mm high with circumferential
lengths of ⇠500mm) (Brepson, 1979; Meyssonnier, 1989).
In experiments conducted with temperate ice (Brepson,
1979), cavities formed. Whether they reached a steady size
was unknown, and steady drags at a particular sliding speed
were not achieved. No relationship between sliding speed
and bed shear stress was determined. In later experiments
with the same device, steady cavity sizes and bed shear
stresses were achieved, but experiments were conducted at
sub-freezing temperatures (–0.5 to –1.0°C) (Meyssonnier,
1989). No relationship between sliding speed and bed shear
stress was reported.

METHODOLOGY
We have built and used a major new laboratory device to
study subglacial processes, with an initial focus on ice/bed
separation (Iverson and Petersen, 2011) during sliding and
the relationship between sliding speed and drag on the bed.
The device rotates a ring of ice at its pressure-melting
temperature across a rigid or sediment bed under a
prescribed effective pressure. Capabilities of the device
include unlimited slip displacement, temperature control of
the ice and bed to 0.01°C, free movement of ice normal to
the bed associated with ice/bed separation, and develop-
ment of ice with a structure like the basal ice of glaciers
(Iverson and Petersen, 2011). Either sliding speed or basal
drag is controlled while the other variable is measured. We
use the device in both of these modes to develop a drag rule
for glacier sliding over a rigid sinusoidal bed (Fig. 1) subject
to cavity formation in the lee sides of bed undulations and
negligible regelation. Also, a flat bed is used to measure
minor background drag resulting from boundary effects
unrelated to bed geometry.

Device
A ring of ice, 0.90m in outside diameter, 0.20m wide and
⇠0.21m thick, is contained within a U-shaped chamber and
dragged at its upper surface across the bed (Fig. 1). A vertical
stress, held steady to within 2%, is applied to the ice with a
hydraulic ram, and the ram contracts or extends to accom-
modate cavity expansion or contraction, respectively, at the
bed. This extension or contraction is measured and allows
cavity volume to be determined. Cavities are connected to
drains that can be held open at atmospheric pressure or
closed, so that the bed can be pressurized with water. The
upper surface of the ice ring is rotated at either a constant

Fig. 1. Schematic of the ice ring and sinusoidal bed. An annular
plate with teeth grips the upper surface of the ring and drags it
across the bed. The ring also slides along smooth walls that confine
it along its sides. See Iverson and Petersen (2011) for more details.

Zoet and Iverson: Double-valued drag relationship for glacier sliding2
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Fig. 2. a. Velocity records for poles near the centre line of the glacier. Broken lilies indicate mean 
velocities over periods when no short-interval measurements were made. 
b. Top: velocity 0/ two poles 0/ profile c. Broken lines indicate mean velocities over periods whell no 
short-interval measurements were made. 
Upper middle: depth of the water level below surface in four bore holes. 
Lower middle: discharge of the terminal stream ( by courtesy of Grande Dixence. S.A .). Broken line: a 
dam had broken alld discharge data refer to only part of the outlet stream. 
Bol/om: thick line: air temperature near the glacier terminus ( by courtesy of Grande Dixence. S.A. ). 
Thin line: temperature of the free atmosphere at the 700 mbar level near Payerne (by courtesy 0/ 
Schwei;;erische Meteorologische Anstalt). 

the water level was very roughly, that is within 
approximately 10 m, at the same depth below surface in all 
of them. This applies also to holes 8 and 9 during the brief 
period when they had connections. 

In the two semi-marginal holes, I and 5, where the ice 
is only 110 and 85 m thick, respectively, the water levels 
tended to be somewhat deeper. That is, the piezometric sur-
face, which approximately paralleled the ice surface in the 
central part of the glacier, appeared to drop slightly towards 
the margin; transverse profiles over the ice surface were al-
most horizontal in the study area. The record of hole 5, 

Fig. 3. Longitudinal sections through the part of glacier 
studied. (a) Vertical section along a straight line through 
bore h07es 1. 7, and 10. Poles or bore holes which were 
located at a significant distance from this section are 
indicated with broken lines. (b) Section following 
approximately the Talweg of the glacier and passing 
through bore hole 4. 
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Fig. 6. Velocity of pole C3 as a function of the subglacial 
water pressure (shown as depth of water level below 
surface). The water pressure. equal to the ice-overburden 
pressure 00 at the centre line . corresponds to a depth of 
water level of 18 m below the surface. Different symbols 
refer to different periods: 

o large open symbols indicate that the scatter of depths of 
water levels in different bore holes was small. as well as 
the scatter of velocity values at profiles B to D. 

• small . full symbols indicate a larger scatter. 
upward pointing arrows indicate that cavities were 
presumably shrinking (water levels were dropping) . In 
this case. the sliding is too small compared to the steady 
state. 
downward pointing arrows indicate that cavities were 
presumably growing. In this case. the sliding velocity is 
too large compared to the steady state. 

The lower part of the figure is an enlarged section. 

c is shown at the top of Figure 2b. (The method of calcul-
ation of short-term velocities and of the estimation of 
tolerances is described in Appendix I.) 

Velocity variations of longer duration and larger 
amplitude were in general similar at profiles B to D. (An 
obvious exception is the marked velocity peak occurring at 
profile D on 7 June.) Velocities measured at profile c, 
which was in the centre of the study area, correlate best 
with the water-level data, also shown in Figure 2b. In Fig-
ure 6, the velocity of pole C3 is plotted against the mean 
depth of water levels in bore holes 3, 4, 6, and 11, which 
were all between 160 and 175 m deep. The points of this 
plot were selected subject to certain conditions, as explained 
in Appendix 11. The plot shows some remarkable features 
from which important conclusions can be drawn: 

(I) The points cluster along a distinct curve which 
appears to have an asymptote where the subglacial 
water pressure approaches the ice-overburden pressure 
or a value close to that. (At its centre line, the glacier 
is 180 m deep and the ice-overburden pressure is 
equivalent to that of a column of water 162 m in 
height; the corresponding water level is 18 m below the 
surface). 

(2) A functional relationship is still distinct down to 
water levels as low as 80 m below the surface. 

(3) Data points of different periods, indicated by 
different symbols, are approximately on the same curve. 
This applies even to the data from the pilot study in 
June 1980. (Exceptions are the low-pressure points of 
the period 30 May-4 June 1982.) 

The first feature will be discussed in a later paragraph. 
Feature (2) permits a definite conclusion to be drawn on 
the mechanism of water-pressure dependent motion rele-
vant in the study area. There is no doubt that it is the 
sliding motion which is affected by the water pressure, and 
that the short-term variations of measured surface velocity 
are related to those of the sliding velocity. Possible mechan-
isms are: 

(a) Growth of water-filled cavities at the glacier sole 
as a function of subglacial water pressure (e.g . 
L1iboutry, 1968, 1978, 1979; Iken, 1981) or, in 
Weertman's (1979) terminology with some modification 
non-uniform growth of a water layer which has ��
non-uniform and locally substantial thickness. 

(b) Decoupling of glacier sole and bed where the 
glacier is afloat. 

(c) Increased sliding when the pore pressure in 
subglacial sediments is large enough that deformation of 
subglacial sediments can take place (Boulton, 1979). 

In the study area the glacier is up to 180 m thick. It 
can only be afloat if the water level is not deeper than 
18 m below the surface. Clearly, mechanism (b) above is ID-
adequate to explain most of the velocity variations. 

Deformation of granular sediments (c) is possible if 

(I) 

where T is the shear stress, 09 the overburden pressure, Pw 
the pore pressure in the sediment, and F r is the friction 
factor, a constant. 

For densely packed granular sediments, F r is in the 
range of 0.8-1.1; for loose packing Fr is between 0.6 and 
0.7 (Lambe and Whitman, 1979). Near the centre line, at 
the glacier sole, 0 0 �� 15.9 bar - 15.9 x 105 Pa and 
T �� I bar �� !OS Pa. 

(The latter figure was estimated from glacier geometry. 
Assuming that the sliding velocity is constant along a trans-
verse profile, one finds with a geometric shape factor of 
0.58 and a mean surface slope, taken over 2 km, of 6.5 0 

that T ��1.05 bar. Assuming, alternatively, that the basal 

105 

Iken & Bindschadler 1986
Sp

ee
d

Water pressure

Some field work shows a definite relationship between ice speed 
and borehole water pressure

However, a consistent relationship is not always observed

eg. Bindschadler 1983, Iken & Bindschadler 1986

eg. Sugiyama & Gudmundsson 2004, Harper et al 2007, Howat et al 2008, Fudge et al 2009



slopes and thicker ice have been proposed to prevent
channelization16,17.

A relatively large initial channel area is required in our
model to accommodate surface melt draining to the bed
quickly enough for pressures below floatation to develop within
a few days, as found in previous models during large pulses of
melt25,26. Previous modelling studies16,17,27 have highlighted the
unrealistically long time scales required for such large channels to
develop. However, our results and those of Andrews et al.4

demonstrate that if channels are able to grow large enough to
accommodate surface melt inputs, they can explain the pressure
record observed during the second half of summer. Therefore
we consider the possibility that channel formation is
preconditioned26,28. For example, extensive flooding of the bed

at the start of the melt season from supraglacial lake
drainage3,25,29,30 or other moulin development opens cavity
space that facilitates channel formation. This is supported by
model results (Fig. 5) showing that channel growth is restricted
until the cavity space (represented as water layer thickness) in the
distributed system has grown to its maximum seasonal value.
These results are consistent with studies suggesting an important
role of distributed drainage in developing drainage efficiency13,17.
Alternatively, year to year persistent moulin locations31 may
facilitate repeated occupation by channels of the same locations
and rapid channel growth through cumulative erosion of basal
sediments creating preferential flow pathways26,28,32. Finally,
the prescription of a single channel in our model rather than an
anastomosing network of channels likely hinders our model’s
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Figure 4 | Model results for subglacial hydraulic head. (a) Observed melt rate (black) and ice sliding speed (grey) used to force the subglacial
hydrology model. (b) Modelled and observed subglacial hydraulic head in the weakly connected and channelized systems. Modelled channel hydraulic
head (blue) reproduces most features of the measured moulin hydraulic head (green). Modelled hydraulic head in the weakly connected system (red)
reproduces most features of the hydraulic head measured in boreholes (pink, orange and maroon). BH¼ borehole. The datum for both observations and
model results is the elevation corresponding to local floatation pressure.
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Field measurements

Measurements from west Greenland suggest diurnal variations in ice velocity correlate with 
water pressure in moulins, but are out of phase with pressure in boreholes.
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Soft-bed sliding
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agrees with most measurements beneath
modern glaciers, which indicate that basal
motion occurs primarily at the surfaces of till
beds or by till shear to only shallow depths
(7). Thus, to develop accurate slip laws for ice
streams and other glaciers on till beds, both
types of movement must be considered.
Our results indicate that the transition to

bed deformation occurs if the drag from ice
flow exerted on particles at the bed surface
causes them to plow, mobilizing the bed at its
failure strength (Fig. 2). At slip velocities below
ut, ice viscously deforms and regelates around
static particles at the bed surface, giving rise to
a rate-strengthening slip relation. At slip ve-
locities above ut, these processes cause suffi-
cient drag on large particles—those closest to
the controlling obstacle size of sliding theory
(9)—to cause them to plow at a stress limited
by the till’s Coulomb strength, thereby shear-
ing the bed. This hypothesis is supported by
plowing structures at the ice-bed interface, de-
formation depths that are comparable to the
largest particle diameters at the bed surface,
and the dependence of ut on the largest parti-
cle sizes at the bed surface. Smaller particles
require higher slip velocities to cause drag suf-
ficient to deform the bed by plowing (Fig. 2).
We propose a traditional rate-strengthening

sliding rule [i.e., (9)] for slip velocities below ut
and, for higher slip velocities, Coulomb resist-
ance similar to that measured in deformation
experiments with till alone (10). A form of slip
law that describes both processes and corre-
sponds to our experimental observations is

tb ¼ min½N tanðfÞ; ðCubÞ1=m% ð1Þ

where N is the effective stress; f is the friction
angle of the till, such that tan f is a friction
coefficient; ub is the slip velocity;m is a sliding

exponent; and C is a constant that depends on
ut and the bed roughness, as controlled by the
sizes of particles at the bed surface. The mag-
nitude of C can be estimated from the veloc-
ity, ut, at which plowing deforms the bed:
C ¼ ðN tanðfÞÞ

ut

m
. Equation 1 has the same form

as sliding rules of some numerical models (4)
but has a different physical basis, as ut is here
explicitly estimated from plowing mechanics
and then used to parametrize C, unlike pre-
vious implementations that used a viscous slip
law with an assumed C to estimate ut. Low
speeds and high effective stresses result in
viscous Weertman-style sliding; high sliding
speeds and low effective stresses—conditions
commonly present at the bases of ice streams—
promote shallow deformation of the bed at its
Coulomb strength.
The value of ut can be estimated indepen-

dently. The shear stress needed to cause a par-
tially buried clast to plow, tp, is independent of
sliding velocity, whereas the stress that sliding
ice exerts on a static clast, tc, increases with
sliding velocity. If tp = tc, plowing will occur.
Bymodeling the upper surfaces of clasts partly
buried in the bed as sinusoids, the transition
speed, ut, can be estimated by setting the shear
stress exerted by sliding ice (15) equal to that
required for clasts of radius R to plow (16)

ut ¼
!

1
hðRaÞ2k03

þ 4C1

ðRaÞ2k0

"
ðNFNÞ

ð2þ NFkÞ
ð2Þ

where h is the effective ice viscosity, k0 ¼ 2p
4R,

C1 is a regelation parameter dependent on
thermal properties of the ice and rock, a is the
fraction of a clast radius that protrudes from
the bed surface, NF is a bearing-capacity fac-
tor for the till related to its strength, and k
accounts for the till-strength reduction result-
ing from the ice-pressure shadow in the lee of
clasts (see supplementary materials). With an
estimate of ut from Eq. 2, tb of Eq. 1 can be
estimated for different sliding speeds and clast
sizes (fig. S3). For a single clast size, tb has a
sharp inflection at ut, at which the slip be-
havior changes. More realistically, when slip is
considered over a range of clast sizes (e.g., R =
15 to 30mm), clasts begin to plow over a range
of velocity (40 to 80 m/year) (fig. S3), so the
average value of tb transitions smoothly to
Coulomb behavior (fig. S3).
The viscous and Coulomb behavior of

Eq. 1 can be approximated with a sliding rule
of the form

tb ¼ N tanðfÞ ub

ub þ ut

! "1=p

ð3Þ

where p is the slip exponent. In experiments
both with and without clasts at the bed sur-
face, p ~ 5 (Fig. 3), indicating insensitivity of
this parameter to the detailed geometry of

the bed surface. The form of this function ap-
proximates the Coulomb behavior expected
at high slip velocity (ub > ut) and low effective
pressure, which causesut in Eq. 2 to approach
zero. This sliding relationship is not only con-
sistent with our experimental results (Fig. 3)
but, through Eq. 3, is based unambiguously on
physical processes at the ice-bed interface and
the properties of tills. Estimating the clast
radius R for calculating ut in Eq. 3 requires
noting that plowing clasts larger than a thresh-
old size will occupy a sufficient fraction of the
bed surface to cause pervasive deformation of
the bed at its Coulomb strength. This threshold
value of R could thus be estimated from a till
grain-size distribution and by noting that plow-
ing clasts deform adjacent till across distances
comparable to clast diameters (17). The form of
Eq. 3 is similar to that estimated for sliding over
a hard bed with cavity formation (18), so a slip
law of this form may be generally applicable
without knowledge of the bed type.
The proposed slip law agrees with some

observations of glacier surface velocity and
affects their interpretations. Surface veloc-
ities and numerical modeling of flow at
Hofsjökull ice cap, Iceland, indicate that,
at velocities below a few tens of meters per
year, basal drag increases with velocity but
that faster-moving ice obeys a Coulomb slip
relation (19), in agreement with our observa-
tions. Observations of glaciers in Greenland
(with velocities >1000 m/year), which indi-
cate that basal drag is highly insensitive to
velocity, also agree with our observations but
were interpreted to reflect no effect of basal
friction on glacier flow (20). For low effec-
tive pressures commonly observed beneath
ice streams, the transition velocity will be low,
causing the frictional, velocity-independent
slip resistance that characterizes Coulomb
behavior to dominate.

Zoet et al., Science 368, 76–78 (2020) 3 April 2020 2 of 3

Fig. 2. Slip resistance. Steady-state shear stress
supported by the till bed divided by its Coulomb
shear strength for the two kinds of experiments.
Slip velocity is abruptly increased, and, subse-
quently, the shear stress requires hours to days to
attain a steady-state condition when stress
fluctuates around a mean value that remains
approximately steady with time. The stress
values reported are the mean values, and
the error bars indicate ±1 standard deviation
of the fluctuations.

Fig. 3. Generalized model. Measured steady-state
shear stresses compared with the approximate
model of Eqs. 2 and 3, with R = 15 and 3 mm for till
beds with and without clasts, respectively, at the
bed surface. Wall drag was removed according to
(14). Other parameter values for the model are
listed in table S1.
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Fig. S1. Device schematic. Cutaway of the Iowa State University sliding simulator, configured 
for ice-till experiments. The base of the ice chamber contains a layer of till, 60 mm thick. The 
outer diameter of the ice chamber is 0.90 m with a width of 0.20 m. The upper platen grips the 
upper surface of the ice ring and drags it over the till layer. Dilute ethylene glycol, with its 
temperature controlled by an external bath (not shown), circulates in the green tub around the ice 
chamber and keeps the ice at its pressure-melting temperature. During an experiment, meltwater 
from the ice chamber drains through ports in its walls and base.  
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Maps input parameters to outputs
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which we can compare with observationsRunning the model gives

Inverse methods used to find input parameters that best fit observations 
(or to find a ‘posterior’ probability distribution) 

Minimise a cost function
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MORLIGHEM ET AL.: ANTARCTIC BASAL FRICTION INVERSION
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Figure 5. Inferred basal friction coefficient ˛ (Pa yr/m)1/2,
which relates basal friction to basal velocity. The white lines
indicate the location of ice topographic divides.

large enough to prevent the formation of wiggles in the solu-
tion but small enough so that the model fits the observations.
The L-curve analysis is a tradeoff curve between the two
quantities that both should be controlled: the misfit between
model and observation (first two terms of equation (9), J0)
and the regularizing term (last term of equation (9), Jreg).
The L-curve analysis consists of calculating the misfit, J0,
and the regularizing term, Jreg, for different values of !t. The
results are displayed on a log-log plot (Figure 1). We choose
!t = 1 ! 10–7. We tested the algorithm with different initial
guesses for ˛ (˛0=10, 50, and 100 Pa yr/m1/2) and found that
the solution was not sensitive to the initial guess. We present
here the results for ˛0 = 100 (Pa yr/m)1/2.

5. Results
[26] We first compare the convergence of the inversion

using the incomplete adjoint approximation and the exact
adjoint (Figure 2) of our model. These two approaches
have been compared for a hybrid model combining the
Shallow-Ice Approximation and the Shallow-Shelf Approx-
imation by Goldberg and Sergienko [2011]. We find that
there is not much difference between the performance of
the exact adjoint and the incomplete adjoint, which suggests
that the incomplete adjoint is a satisfactory approximation
of the exact adjoint for basal friction inversion (Figure 2).
The difference between the inferred patterns of basal friction
coefficient is less than 4%.

[27] We also compare the convergence of a simple
steepest-descent algorithm and a Limited-memory Broyden-
Fletcher-Goldfarb-Shanno algorithm [Nocedal, 1980],
which uses a quasi-Newton method for both exact and
incomplete adjoints. To do so, we interface ISSM with the
Toolkit for Advanced Optimization [Munson et al., 2012].
As shown in Figure 2, the convergence is faster with the
quasi-Newton method, which converges quadratically.

[28] All these algorithms lead to similar patterns of basal
friction. We analyze here the results of the exact adjoint
with the quasi-Newton algorithm, which achieves the best

convergence. The misfit between modeled surface velocity
(Figure 3a) and observations (Figure 3b) is less than 10 m/yr
on average and less than 70 m/yr on areas of fast ice motion,
i.e., where ice speed is larger than 500 m/yr. Ice flow is
reproduced with great fidelity on both grounded and float-
ing ice. Gaps in observation do not have a detectable impact
on the continuity of the model solution. Results obtained for
a different initial guess of ˛ are similar, i.e., the inversion
method is robust.

[29] The inferred basal friction and driving stress are
shown in Figure 4 side by side. Basal friction and driving
stress are almost undistinguishable over the majority of
the ice sheet surface: they are within 15% of each other
over 80% of the domain. Both quantities are small near
ice divides, where surface slope is low, and large near the
coast, where surface slope is higher. Basal friction is high
along mountainous regions, e.g., the Transantarctic moun-
tains and the Antarctic Peninsula plateau, which are also
regions where uncertainties in ice thickness are high.

[30] We use a constant value for ˛ in equation (5). The
initial pattern of surface velocity is therefore different from
the observations. To speed up the inversion, the optimization
may be initialized with a basal friction equal to the driving
stress and assuming that the basal velocity is equal to the
observed surface velocity. In the case of a viscous friction
law (equation (5)), this yields

˛init =
!
" g H krsk
kvobsk + #v

"1/2
(31)

where #v = 0.1 m/yr. Because this initial guess is close to the
expected solution, the convergence is faster and we reduce
the risk of converging to a local minimum.

[31] The inferred basal friction coefficient (Figure 5)
is smooth but heterogeneous. The former is due to the
Tikhonov regularization, which stabilizes the inversion by
preventing the basal friction coefficient from varying sig-
nificantly over short distances. The addition of this regu-
larization does not increase the misfit between model and
observations since it is calibrated with an L-curve analysis,
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Figure 6. Ratio between modeled basal and surface
velocity in %. The white lines indicate the location of ice
topographic divides.
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Inferred basal friction coefficient

Note: the ‘correct’ friction law and value of coefficients depend on the resolution of your model 
(the friction law is to describe unresolved processes!) 
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That often includes larger scales than those for 
which cavitation / bed deformation are relevant.


