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Abstract

Borisov–Joyce [23] and Oh–Thomas [142] defined virtual invariants count-
ing sheaves on Calabi–Yau fourfolds. Similarly to Donaldson invariants
[47], these depend on existence and choice of orientations on moduli spaces
of coherent sheaves. The first part of the thesis addresses this question
for quasi-projective Calabi–Yau fourfolds, generalizing the work of Cao–
Gross–Joyce [30]. The orientations on compactly supported perfect com-
plexes are expressed in terms of a pull-back of gauge-theoretic ones which
live on the classifying space Ccs

X of compactly supported K-theory. The
proof relies on a choice of a compactification, which allows us to directly
obtain orientability of moduli spaces of stable pairs. In the second part
of the thesis, we study the conjectural wall-crossing formulae of Gross–
Joyce–Tanaka [76]. We begin, by addressing the conjecture of Cao–Kool
[32], which expresses the virtual integrals of a tautological line bundle L[n]

on the Hilbert scheme of points Hilbn(X) in terms of the MacMahon func-
tion. We also obtain a prediction for the K-theoretic refinement of this
invariant proposed by Nekrasov [136], which coincides with the expecta-
tions from the result for C4. Studying the invariants further, we find a
universal transformation relating them to integrals on Hilbert schemes of
points for elliptic surfaces. To understand this, we recover the previously
known results for Quot-schemes on elliptic surfaces using similar wall-
crossing arguments. We will further study this in [18] to recover and gen-
eralize the full result of Arbesfeld–Johnson–Lim–Oprea–Pandharipande
[5] for surfaces including divisor contributions.
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Chapter 1

Introduction

We choose to begin our journey of enumerative geometry with Donaldson [47], who

introduced his famous invariants counting ASD connections on 4-manifolds and used

them to restrict the possible intersection forms on the middle cohomology. This

required solving the compactness, orientability and transversality questions of the

moduli space. On complex surfaces one can instead use algebraic methods to count co-

herent sheaves as in Mochizuki [135], Tyurin [173] and Göttsche–Nakajima–Yoshioka

[71], which gives a different approach to the compactification problem and the orien-

tations are natural. In complex three dimension Thomas [165] defined holomorphic

Casson invariants which are more commonly known as DT -invariants and were fur-

ther generalized by Joyce–Song [97] and Kontsevich–Soibelman [107]. There are two

different ways of thinking about these:

1. When counting ideal sheaves of curves or –a more refined approach– stable pairs,

these are conjecturally (Maulik–Nekrasov–Okounkov–Pandharipande [128], [129],

Pandharipande–Thomas [145]) related to Gromov-Witten invariants counting

stable maps of curves [73], [175]. Moreover, both theories are well-defined for

any smooth 3-fold.
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2. Counting motivic invariants of general semi-stable sheaves and studying wall-

crossing as in Joyce–Song [97] and Kontsevich–Soibelman [107], which is re-

stricted to Calabi–Yau geometries. The wall-crossing formulae are expressed in

terms of Ringel–Hall (Lie) algebras [97, Thm. 3.14].

Note that we are restricting ourselves to these 2 points, but the subject is vast and

has many other connections, some of which the author is aware of and some not. In

pursuit of obtaining a similar framework for Calabi–Yau fourfolds Cao–Leung [37]

and Borisov–Joyce [23] defined DT4-type invariants counting coherent sheaves. The

former construction works for moduli spaces of vector bundles and smooth moduli

spaces, while the latter relied on derived differential geometry. A fully algebraic

approach has been developed by Oh–Thomas [142] which is expected to be equivalent

to [23] (minus a minor technical detail). These invariants have already been studied

by multiple authors [32, 33, 38, 39, 34, 35, 41, 42, 36, 40]. Unlike their lower-

dimensional algebraic counterparts, they again depend on existence and choice of

orientation. However, they do inherit the two ways of thinking about them:

1. Counting stable pairs is conjecturally ([38, 39, 41]) related to Gromov–Witten

invariants of Klemm–Pandharipande [104].

2. Invariants counting semi-stable sheaves conjecturally satisfy universal wall-cross-

ing formulae (Gross–Joyce–Tanaka [76]). The Ringel–Hall Lie algebras of [97]

are replaced by Lie algebras associated to natural vertex algebras on homology

constructed by Joyce [92].

We are again willingly ignoring some other points of view (see Diaconescu–Sheshmani–

Yau [45]). In this thesis, we plan to address two questions which are related to the
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above:

• Orientability of moduli spaces has been proven for projective Calabi–Yau four-

folds by Cao–Gross–Joyce [30]. We adapt their techniques of stabilization of

holomorphic and complex vector bundles to the non-compact setting. The main

difficulty in doing so comes from the moduli stack of perfect complexes (see

Toën–Vaquié [170]) on a quasi-projective X classifies only compactly supported

perfect complexes. As a result, there is no natural map from holomorphic vector

bundles to this stack. Instead we use compactification and excision arguments,

developing the “algebraic excision” and excision for complex elliptic symbols

generalizing the commonly used one of Donaldson [47], Donaldson–Kronheimer

[49, §7.1] and Atiyah–Singer [8] (see also Upmeier [174]). Comparing the two

excisions, we obtain the result.

• We follow the guidelines laid out by Gross–Joyce–Tanaka [76, §4.4], defining the

moduli stack of pairs and conjecturing a wall-crossing formula for Joyce–Song

stable pairs (see [97, §5.4]). Applying it to the setting of Hilbert schemes of

points, we reduce the proof of conjecture of Cao–Kool [32] to the wall-crossing

conjecture. A K-theoretic enrichment of this is the Nekrasov genus introduced

by Nekrasov [136] and studied by Cao–Kool–Monavari [35]. We show (relying

on the wall-crossing conjecture) that it takes the expected form in compact

geometries. A surprising consequence of the computations is a direct corre-

spondence between generating series of certain integrals on Hilbert schemes

of elliptic surfaces and those on compact Calabi–Yau fourfolds. We explain

this correspondence via wall-crossing for Quot-schemes in the final section of
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Chapter 4.

The contents of the chapters are as follows. In Chapter 2, we review the dif-

ferent approaches to moduli problems of sheaves and complexes on varieties ending

in a short summary of facts we will need about derived stacks and higher stacks of

perfect complexes. We review the definition of orientations on −2-shifted moduli

stacks as given in Borisov–Joyce [23], which only require the duality on the cotangent

complex LM ∼= L∨
M[−2] of a derived stack M to construct a natural orientation

Z2-bundle Oω →M, whereM is the associated higher stack. For a quasi-projective

Calabi–Yau fourfold, we have the stack MX of compactly supported perfect com-

plexes with the corresponding bundle Oω → MX . The necessity of existence of

trivializations Z2
∼= Oω is explained in §2.3, where we discuss the bare minimum

about the Oh-Thomas [142] construction of virtual fundamental classes and recall

their virtual Riemann–Roch formula relating virtual K-theoretic invariants and coho-

mological invariants.

Both Chapter 3 and Chapter 4 have already appeared as preprints [19], [20]. In

Chapter 3, we use the term Calabi–Yau 4-fold to denote a pair (X,Ω), where X

is a smooth quasi-projective variety and Ω is a nowhere vanishing section of the

canonical bundle of X. Our goal is to prove orientability of the moduli stack MX

of compactly supported perfect complexes on X. Our first approach is through spin

compactifications. Spin-structures on a projective complex manifold X are equivalent

to the choice of a square root Θ of the canonical line bundle Θ2 ∼= KX . Assuming

existence of such Θ, we construct an orientation OΘ → MX over the moduli stack

of perfect complexes on X. We check a straightforward generalization of Cao–Gross–
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Joyce [30], which allows us to prove orientability for certain examples including the

total space of KY → Y , where Y is a 3-fold and KY its canonical bundle. While we do

not give a counterexample to this method, we expect that it would not be applicable

for a general toric Calabi–Yau with a simple example in 2-dimensions (see Example

3.1.13). To remedy this we use algebraic excision in §3.1.3, to construct a Z2-bundle

on O▷◁ → Msp
Y,D, where Y is a compactification of X, such that Y \X = D is a

strictly normal crossing divisor. The stack classifies perfect complexes on two copies

of Y identified on the divisor D and O▷◁ depends on some additional data ./. As

such, it admits an open embedding ofMX ↪→MY ×MD
MY . The rest of the chapter

is dedicated to proving that O▷◁ is trivializable and relating it to a gauge-theoretic

orientation bundle. This is obtained first by generalizing the excision principle to work

for complex elliptic pseudo-differential operators and then comparing it by hand to

the algebraic geometric construction. We obtain two consequences of this:

Theorem 1.0.1 (Thm. 3.1.20). Let (X,Ω) be a quasi-projective Calabi–Yau fourfold,

then the Z2-bundle Oω →MX is trivializable. Let Ccs
X = MapC0

(
(X+,+), (BU×Z, 0)

)
be the topological space of pointed maps, where X+ is the one point compactification

of X and 0 ∈ BU × Z the identity. For a choice of a compactification iX : X → Y

with a strictly normal crossing divisor D = Y \X, there exists a canonical Z2-bundle

Ocs → Ccs
X and a natural map

Γcs : (MX)
top −→ Ccs

X ,

where (−)top is the topological realization functor of Blanc [16], such that there is a
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canonical isomorphism

I : Γcs ∗(Ocs)
∼−−→ Oω .

In particular, if α ∈ K0
cs(X) is a compactly supported K-theory class and Mα a

moduli scheme of stable perfect complexes with class α, the above gives orientations

on Mα which only differ by a global minus sign for fixed compactification Y . It is

important to note that the constructions used in the proof of this statement depend

very much on the choice of the compactifications, and it would be interesting if this

additional requirement could be removed (see Remark 3.4.5).

If X is quasi-projective and M is a moduli stack of pairs of the form OX →

F , where F is compactly supported, we need a modification, because the complex

is not compactly supported. Let E → M be the universal family, then for fixed

compactification X ⊂ Y there is a natural isomorphism from Definition 3.1.21:

det
((

HomM(E , E)
)
0

)
∼= det∗

((
HomM(E , E)

)
0

)
,

where (−)0 denotes the trace-less part and we use the notation HomZ(E,F ) for two

perfect complexes E,F on X × Z to denote π2 ∗(E
∨ ⊗ F ), where π2 : X × Z → Z is

the projection. To this there is an associated Z2-bundle O0 →M. We can now state

the result.

Theorem 1.0.2 (Thm. 3.1.22). Let i : X → Y be a compactification with Y \X = D

strictly normal crossing. Let η : M → MX ×MD
MY be given by [E] →, [Ē,OY ],

where Ē is the extension by a structure sheaf to the divisor, then there is a canonical

isomorphism

η∗(O▷◁) ∼= O0 .
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In particular, O0 is trivializable.

Consequentially, if all stable pairs parameterized byM are of a fixed class JOXK+
α, where α ∈ K0

cs(X), this determines unique orientations up to a global sign for a

fixed compactification Y of X. After fixing a compactification X ⊂ Y , we can also

study compatibility of orientations under direct sum of perfect complexes. Note that

(MX)
top and Ccs

X are H-spaces (see §3.2.2) with the binary operation µ : (MX)
top ×

(MX)
top → (MX)

top. The main results are summarized in:

Theorem 1.0.3 (Theorem 3.4.4). Let Ccs
α denote the connected component of Ccs

X

corresponding to α ∈ K0
cs(X) = π0(Ccs

X) and Ocs
α = Ocs |Ccs

α
. There is a canonical

isomorphism φω : Oω ⊠ Oω → µ∗(Oω) such that for fixed choices of trivialization ocs
α

of Ocs
α , we have

φω
(
I
(
Γ∗ocs

α

)
⊠ I

(
Γ∗ocs

β

)) ∼= εα,βI
(
Γ∗ocs

α+β

)
.

where the εα,β ∈ {±1} satisfy εβ,α = (−1)χ̄(α,α)χ̄(β,β)+χ̄(α,β)εα,β and εα,βεα+β,γ =

εβ,γεα,β+γ for all α, β, γ ∈ K0
cs(X)

In Chapter 4, we will use the conjectural wall-crossing along the lines of Gross–

Joyce–Tanaka [76, §4.4] as stated in a precise form in Conjecture 4.2.10 and apply it

to Hilbert schemes of points. Recall that the Hilbert scheme of points Hilbn(X) on X

is the moduli space of ideal sheaves of length n. Their complex virtual dimension is

equal to n and we need degree n insertions to obtain invariants. We now summarize

results which follow assuming Conjecture 4.2.10 holds.

One natural insertion on Hilbn(X) studied by Cao–Kool [32], Cao–Qu [40] for
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Calabi–Yau fourfolds is the top Chern class cn(L[n]) of the vector bundle

L[n] = π2 ∗
(
Fn ⊗ π∗

X(L)
)
, (1.0.1)

where X
πX←− X × Hilbn(X)

π2−→ Hilbn(X) are the projections and O → Fn is the

universal complex on X × Hilbn(X).

For the generating series of invariants

I(L; q) = 1 +
∑
n>0

In(L)q
n = 1 +

∑
n>0

∫
[Hilbn(X)]vir

cn(L
[n])qn (1.0.2)

Cao–Kool [32] conjecture the following:

Conjecture 1.0.4 (Cao–Kool [32]). Let X be a projective Calabi–Yau fourfold and

L a line bundle on X then

I(L; q) = M(−q)c1(L)·c3(X) (1.0.3)

for some choice of orientations. Here M(q) =
∏∞

i=1(1 − (q)i)−i is the MacMahon

function.

Cao–Qu [40] prove that if L = O(D) for a smooth connected divisor D ⊂ X,

then this conjecture holds for some choices of orientations. Park [147] announced an

independent proof of this statement also. We use their result in Theorem 4.3.1 to

reduce Conjecture 1.0.4 for any line bundle L to Conjecture 4.2.10. The wall-crossing

conjecture also implies that the orientations for which this holds are independent of

L and can be expressed in terms of compatibility under direct sums of orientations as

in [76, Thm. 2.27] and Theorem 3.4.6. We call these orientations point-canonical. We
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then go on to study many new invariants that have not been considered for compact

Calabi–Yau 4-folds which we hope will give directions for new research. We address

here the three main consequences:

1. K-theoretic invariants for Calabi–Yau 3-folds using twisted virtual structure sheaves

were introduced by Nekrasov–Okounkov [137] to study the correspondence between

DT3 invariants and curve-counting in CY 5-folds. The idea is to think of the usual

virtual structure sheaf Ovir of Fantechi–Göttsche [51] as a Dolbeault operator on the

moduli space of sheaves. The twisted virtual structure sheaf is obtained by tensoring

with a square root of the virtual canonical line bundle and similarly to (3.1.7) is

meant to represent the Dirac operator. Oh–Thomas [142, §6] give us a twisted virtual

structure sheaf Ôvir on Hilbn(X). Note that in the four-fold case the twist is necessary

for the object to be independent of the choices made in the construction. On C4,

Nekrasov [136] and Nekrasov–Piazzalunga [138] define the invariants

χ
(
Ôvir ⊗ Λ•

1L
[n]

y−1 ⊗ det− 1
2 (L

[n]

y−1)
)
,

where L is trivial line bundle with weight y−1 of an extra C∗ action and Λ•
yV =∑

i≥0(−y)iΛiV for a vector bundle V . Their conjectured formula for the generating

series related to counting solid partitions was recently proven by Kool–Rennemo [108]

and can be expressed as

K(Ly−1 ; q) = Exp
[
χ
(
C4, q

(TC4 − T ∗C4)(L
1
2

y−1 − L
− 1

2

y−1

(1− qL
1
2

y−1)(1− qL
− 1

2

y−1)

)]
, (1.0.4)

where χmeans the equivariant Euler characteristic and Exp[-] is the plethystic exponen-
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tial (see Theorem 4.5.5). As all results thus far have been restricted to the equivariant

toric setting, we study these invariants for compact CY4. Let us set the notation

χ̂vir(V ) = χ(Ôvir ⊗ V ) . (1.0.5)

For αi ∈ K0(X) define

Ny(α
[n]
i ) = Λ•

y−1

(
α
[n]
i

)
⊗ det− 1

2

(
α
[n]
i · y−1

)
,

K(~α, ~y; q) = 1 +
∑
n>0

qnχ̂vir(Hilbn(X),Ny1(α
[n]
1 )⊗ · · · ⊗NyN (α

[n]
N )

)
. (1.0.6)

Our motivation for studying these is to understand what the relation between local

and global geometries are. Most importantly, we show in Theorem 4.5.5 assuming

Conjecture 4.2.10 that when N = 1 and rk(α) = 1, we obtain for point-canonical

orientations

K(α, y; q) = Exp
[
χ
(
X, q

(TX − T ∗X)(α
1
2y

1
2 − α− 1

2y−
1
2

(1− qα
1
2y

1
2 )(1− qα− 1

2y−
1
2 )

)]
, (1.0.7)

which is the conjectured formula of Nekrasov, when one replaces X with C4 and α

with OC4 . Motivated by Cao–Kool–Monavari [35, Prop. 1.15], we also show that

the coefficients of (1.0.6) are integers whenever the sum of ranks of αi is odd and

c1(αi)
2
∈ H2(X,Z).

2. For a surface S and a line bundle L→ S the Segre series

R(S, L; q) =

∫
Hilbn(S)

s2n
(
L[n]

)
qn

14



appeared in Tyurin [173] in relation to Donaldson invariants on complex surfaces.

Its precise form was conjectured by Lehn [115]. This was proven by Marian–Oprea–

Pandharipande [125] for K3 surfaces and the general case in [127]. For any rank, these

invariants have been considered by Marian–Oprea–Pandharipande [126], because of

their relation to Verlinde numbers and strange duality (see Johnson [89]).

Let ~α = (α1, . . . αN) for α1, . . . αN ∈ G0(X) and ~t = (t1, . . . , tN), ~a = (a1, . . . , aN) =(
rk(α1), . . . , rk(αN)

)
. We define the DT4-Segre series for Calabi–Yau 4-folds by

R(~α,~t; q) = 1 +
∑
n>0

qn
∫[

Hilbn(X)
]vir st1

(
α
[n]
1

)
. . . stN

(
α
[n]
N

)
. (1.0.8)

The corresponding series for virtual fundamental classes of Quot-schemes on surfaces

were studied by Oprea–Pandharipande [144]. When N = 1, we will use

R(α; q) = 1 +
∑
n>0

qn
∫
[Hilbn(X)]vir

sn
(
α[n]

)
.

Firstly, we define the following universal transformation

U
(
f(q)

)
=

∏
n>0

n∏
k=1

f(−e
2πik
n q)−n .

Recall then that the Fuss-Catalan numbers and their generating series defined by Fuss

[62] are given by

Cn,a =
1

an+ 1

(
an+ 1

n

)
, Ba(q) =

∑
n≥0

Cn,aq
n . (1.0.9)

Theorem 1.0.5 (4.5.1). If Conjecture 4.2.10 holds, then for point-canonical orienta-
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tions we have

R(~α,~t; q) = U
[
(1 + t1z)

c1(α1)·c3(X) · · · (1 + tNz)
c1(αN )·c3(X)

]
,

where z is the unique solutions to z(1 + t1z)
a1 · · · (1 + tNz)

aN = q. Moreover, we have

the explicit expression

R(α; q) =


U
[
Ba+1(−q)−c1(α)·c3(X)

]
for a ≥ 0

U
[
B−a(q)

c1(α)·c3(X)
]

for a < 0 .

.

One of the most notable properties of the Segre series on surfaces is their correspon-

dence with the Verlinde series V (S, α; q) = 1 +
∑

n>0 q
nχ

(
det

(
α[n]

))
motivated by

strange duality as in Johnson [89]. An explicit formulation was given by Marian–

Oprea–Pandharipande [127] as a change of variables z = f(q), w = g(q) giving

V (S, α; z) = R(S,−α;w) . (1.0.10)

This was developed further in [126]. For virtual classes of Quot-schemes this duality

appeared in Arbesfeld et al [5].

In the case of Calabi–Yau 4-folds, we define DT4-Verlinde numbers for each α ∈ K0(X)

by

V (α; q) = 1 +
∑
n>0

qnχvir
(
Hilbn(X), det

(
α[n]

)
E

1
2

)
,

where E = det
(
O[n]

X

)
, and the square-root is taken in rational K-theory. Assuming

16



Conjecture 4.2.10, the resulting duality on 4-folds stated in Theorem 4.5.12 is

V (α; q) = R(α;−q) .

Note that this will hold for any choice of orientations.

3. We discuss here a more general result, linking all invariants discussed above to

those for elliptic surfaces and elliptic curves by a direct computation. Recall that

for a surface S or a curve C, QuotS/C(CN , n) parameterize surjective morphisms

CN ⊗ OS/C → F , where F is a zero-dimensional sheaf with χ(F ) = n. The virtual

fundamental classes constructed by Marian–Oprea–Pandharipande [125, Lem. 1.1]

and Marian–Oprea [124] also fit into the wall-crossing frame-work as stable pairs,

and we will be able to recover the results of Arbesfeld et al [5]∗, Lim [119], Oprea–

Pandharipande [144] in our future work [18] via wall-crossing. In fact, our result there

will be more general, because it allows us to integrate any insertion of topological na-

ture while the above authors only consider multiplicative genera of tautological classes.

We give a small excerpt in the last section from the above related to elliptic curves

and surfaces which explains the following (see also Theorem 4.5.14 for the analogous

statement for K-theoretic invariants): Let S be an elliptic surface and f, h be multi-

plicative genera (see §4.4.2 or for a standard reference in relation to Hilbert schemes

[50]). There is a universal series A(q) depending on f, h and a = rk(β), such that

1 +
∑
n>0

qn
∫[

Quot(S,C1,n)
]vir f(β

[n])h
(
T vir) = A(q)c1(β)·c1(S) , (1.0.11)

∗Here we expect to futher include contributions from divisors captured by Seiberg–Witten in-
variants.
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where T vir denotes the virtual tangent bundle. Assuming Conjecture 4.2.10, we show

in Theorem 4.5.14 that for α ∈ K0(X) with rk(α) = a and h(z) = g(z)g(−z) we have

in terms of the same universal series A(q):

1 +
∑
n>0

qn
∫[

Hilbn(X)
]vir f(α

[n])g
(
T vir

Hilbn(X)

)
= U

(
A(q)c1(α)·c3(X)

)
. (1.0.12)

One can further relate these invariants to integrals over symmetric products of elliptic

curves by geometric arguments as in Oprea–Pandharipande [144] or by studying wall-

crossing for elliptic surfaces and curves.

1.0.1 Future research

The above results lead to many interesting open questions that the author would like

to focus on in the future some of which include:

(Q1): Does there exist a degeneration argument along the lines of Levine–Pandharipande

[117] using the technology of Li–Wu [118] or Maulik–Ranganathan [131] explain-

ing the relation between (1.0.4) and (1.0.7).

(Q2): Is there a geometric interpretation of the Segre–Verlinde duality for Calabi–Yau

fourfolds as in Johnson [89]?

(Q3): What is the geometric interpretation if any of the universal transformation U

comparing the invariants in (1.0.11) and (1.0.12)?
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Chapter 2

Background

2.1 Connections

We begin by a quick review of gauge theory motivating the results that follow. For

more details see e.g. Donaldson–Kronheimer [49] or Joyce [93]. Let X be a smooth

connected manifold of dimension n. Let π : P → X be a principal G bundle for a

connected Lie group G with the Lie algebra g and the right action τ : P × G → P .

A connection ∇ on P has the following two equivalent definitions:

1. As a rank n distribution ∇ on P that is invariant under the right action of G on

P , and π∗ : TP → π∗(TX) induces an isomorphism between the distribution

and π∗(TX).

2. As a g-valued one form ω∇ ∈ Ω1(P, g), such that for each p ∈ P and under the

identification of the tangent space Tp(π
−1(π(p)) of the fiber at p with g, the

action of ω∇ restricted to this space is the identity. One also requires that its

pullback under the right action of g ∈ G is given by τ(−, g)∗ω∇ = adg−1 ◦ ω∇.
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The second formulation identifies after fixing a connection∇0 the space of connections

with Γ∞(T ∗X⊗ad(P )), where ad(P ) = g×GP is the associated bundle to the adjoint

action ad : G→ End(g). Recall that Gauge group is defined by GP = {φ ∈ Diff(P ) :

(2.1.1) are commutative}:

P P

X X

ϕ

,
P ×G P ×G

P P .

τ

ϕ×id

π1

ϕ

(2.1.1)

The first description of connections gives us a natural action of the gauge group G

of P on AP , where AP is the space of connections. Then the irreducible connections

have stabilizer group Z(G) ⊂ G and we denote their set by Airr
P and one considers the

space Birr
P = Airr

P

/
(GP/Z(G)).

Definition 2.1.1. We will use the notation Ωi to denote real i-forms on X, Ai, Ap,q

to denote complex i and (p, q)-forms. For each connection ∇P ∈ AP let ∇ad(P ) be the

associated connection on ad(P ) and for a differential operatorsD : Γ∞(E0)→ Γ∞(E1)

between vector-bundles E0, E1 let D∇ad(P ) : Γ∞(E0 ⊗ ad(P )) → Γ∞(E1 ⊗ ad(P )) be

the twisted operator (see Donaldson–Kronheimer [49, §2.1], Cao–Gross–Joyce [30,

Def. 1.2], Joyce–Upmeier [99, Def. 2.4]).

We now give a short motivation for the definition of invariants counting coherent

sheaves on Calabi–Yau 4-folds.

Definition 2.1.2. A Calabi–Yau fourfold is a pair (X,Ω), where X is a smooth

complex quasi-projective four-fold and Ω a trivialization of its canonical bundle.
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For given (X,Ω) we have anti-linear maps:

# : A0,k → A0,4−k , #2 = 1 ,

α ∧#β = (−1)⌈q/2⌉〈α, β〉Ω̄ , α ∈ A0,k, β ∈ A0,k , (2.1.2)

where 〈−,−〉 is the induced metric on forms. This induces a splitting A0,2 = A0,2
+ ⊕

A0,2
− into real subspaces giving an elliptic complex (see Atiyah–Singer [8, §7]) for each

connection ∇P :

0→ A0,0 ⊗R ad(P )
∂̄
∇ad(P)
−−−−→ A0,1 ⊗R ad(P )

∂̄
∇ad(P )
+−−−−→ A0,2

+ ⊗R ad(P )→ 0 (2.1.3)

When we viewX as a compact complex manifold with the data (X, J, g, ω), where J is

the complex structure, g Kähler metric and ω the symplectic form. If Hol(g) = SU(4),

connections satisfying

F 0,2
+ = ∂̄

∇ad(P )

+ ◦ ∂̄∇ad(P ) = 0 , F ∧ ω = 0 (2.1.4)

are called SU(4)-instantons and their moduli spaces were studied by Cao–Leung [37]

and Donaldson–Thomas [48]. While the Hermitian Yang–Mills equations

F 0,2 = ∂̄∇ad(P ) ◦ ∂̄∇ad(P ) = 0 , F ∧ ω = 0

are overdetermined, SU(4)-instantons give rise to virtual fundamental classes assum-

ing some compactness: Recall that Spin(7) is the group of transformations on R8
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preserving the 4-form:

Ω0 =dx1234 + dx1278 + dx1278 + dx1357 − dx1368 − dx1458 − dx1467 ,

− dx2358 − dx2369 − dx2457 + dx2468 + dx3456 + dx3478 + dx5678 ,

where dxijkl = dxi ∧ dxj ∧ dxk ∧ dxl. There is a natural embedding SU(4) ⊂ Spin(7)

which makes (X, J, g, ω) into a Spin(7) manifold (see [93, §10.6]). On a Spin(7)

manifold, there is a natural splitting Λ2T ∗X = Λ2
7T

∗X ⊕ Λ2
21T

∗X. Denoting π7 :

Λ2T ∗X → Λ2
7T

∗X the projection, this gives rise to the elliptic equation

π7 ◦ F = 0 ,

which coincides with the one in (2.1.4) when X is Calabi–Yau. The set of connections

B
Spin(7)
P ⊂ Birr

P then forms a derived manifold (see e.g. Joyce [95]) and carries a virtual

cobordism class constructed using orientations from Theorem 3.2.9 if compact.

We only used this opportunity to set some notation and abandon this view-point

for that of coherent sheaves and perfect complexes for the following reason: If on

top of (2.1.4), one additionally requires that the ad(P )-valued (0, 2)-form F 0,2 =

∂∇ad(P ) ◦ ∂∇ad(P ) satisfies the topological condition

∫
X

tr(F 0,2 ∧ F 0,2)Ω = 0 then F 0,2
+ = 0 ⇐⇒ F 0,2 = 0 ,

so if G is U(n) and E is the bundle associated to P via the natural representation
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Cn, it will be holomorphic. In this case, we have the isomorphisms

H1((2.1.3)) ∼= Ext1(E,E) , H2((2.1.3)) ∼= Ext2(E,E)+ ,

where Ext2(E,E)+ ⊂ Ext2(E,E) is a real subspace with respect to the real structure

(2.1.2) which descends to cohomologies.

2.2 Moduli spaces of coherent sheaves and perfect

complexes

In the previous section, we have motivated working with holomorphic vector bundles.

This subsection is dedicated to developing the language of moduli stacks on the side of

algebraic geometry that will be used later. For background on sheaves and complexes,

we recommend Hartshorne [79], Huybrechts [86] and Gelfand–Manin [67]. Recall first

that we have the following fully faithful inclusions of categories

Vect(X) ⊂ Coh(X) ⊂ Db(Coh(X)
)
, Cohcs(X) ⊂ Db

(
Cohcs(X)

)
, (2.2.1)

where the latter describes compactly supported coherent sheaves and complexes of

coherent sheaves with compactly supported cohomologies. To find answers to the

corresponding moduli problems, we need the language of stacks, higher stacks and

derived stacks. From now on we work always over C.
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• The 2-category of Artin stacks ArtSt consists of 2-functors

Aff→ Grp ,

where Aff is the 2-category of affine schemes and Grp is the category of

groupoids. These have to additionally satisfy a descent condition with respect

to the étale topology and have a smooth atlas. See for example Olsson [143].

• Some foundational work on derived stacks has been done by Toën and Vezzosi

[172, 169, 171], in the setting of model categories (see Hovey [85] and Hirschhorn

[82]) and Lurie [121] in the setting of ∞-categories (see Lurie [123], [122], Toën

[168], Gaitsgory–Rozenblyum [65], Gaitsgory [63]). The latter has become the

standard approach nowadays. Model categories then serve as a direct way of

constructing∞-categories. Roughly speaking an∞-category is a category with

morphisms forming simplicial sets

Hom(S, T ) ∈ Ob(sSet) ,

where the composition

HomsSet(S, T )× HomsSet(T, U) −→ HomsSet(S, U)

is a simplicial map. An example is the category Sset itself, which one uses

to model Grp∞ the ∞-groupoids and sComm the simplicial commutative C-

algebras, which are the simplicial objects over the category of C-algebras. Let

dAff be the ∞-category of derived affine schemes (opposite of sComm), then
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the ∞-category of derived stacks dSt consists of ∞-functors

dAff −→ Grp∞ .

On morphisms, these act as simplicial maps. The objects of dSt need to satisfy a

hyper-descent condition with respect to étale hyper-coverings (see Toën–Vezzosi

[172, Def. 3.4.8], Lurie [123, §6.5.4]). To make things locally more computable,

Brav–Bussi–Joyce [25], Borisov–Joyce [23] use the equivalence to connective

commutative differential graded algebras (see [25, Def. 2.1], Schwede–Shipley

[157])

sComm −→ cdga≤0 .

• Analogously, replacing dAff by the category of affine schemes Aff one obtains

the ∞-category of hSt of higher stacks as ∞-functors

Aff −→ Grp∞ ,

Moreover, there is an inclusion i : Aff→ dAff of affine schemes which induces

a truncation ∞-functor as its Quillen left adjoint t0 : dSt → hSt (or modulo

homotopy, simply left adjoint). In particular, we have the map iS : t0(S)→ S,

which we will use in general to restrict bundles and complexes on S to t0(S).

The non-derived cases in (2.2.1) have solutions to the moduli problems in Artin stacks

(see Laumon–Moret-Bailly [112, §2.4.4, 3.4.4 & 4.6.2]):

Mvb ⊂MX , Mcs
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One needs to do extra work for the second pair, because complexes in derived cat-

egories do not satisfy the descent condition. For this, one needs the notion of dg-

categories (for background on dg-categories see Keller [102] and Toën [167]). Mor-

phisms of objects Hom(A,B) in a dg-category T form complexes of vector bundles

and their composition

HomT (A,B)⊗ HomT (B,C)→ HomT (A,C)

is a morphism of complexes. Toën [167] introduces homotopy theory of dg-categories,

which is then used in Toën and Vaquié [170] to define for T its associated moduli

stack as a derived stack MT . This defines a functor from the homotopy category of

dg-categories to the homotopy category of derived stacks

M(−) : Ho(dg - Cat)op → Ho(dSt).

Composing with Ho(t0) : Ho(dSt)→ Ho(hSt) mapping to the homotopy category of

higher stacks. We denote the composition byM(−).

The idea is now to replace Db(QCoh(X)) with its dg-enrichment LQcoh(X) sat-

isfying (i) it has the same objects as Db
(
QCoh(X)

)
, (ii) for any two complexes, we

have H0(HomLQCoh(X)
(E,F )) = HomDb(Coh(X))(E,F ).

Then forming Lpe(X) ⊂ LQcoh(X) containing perfect complexes one uses the above

to construct

MX = MLpe(X) , MX =MLpe(X) .

These classify objects E in DbQCoh(X) for which Hom(F,E) is perfect for all perfect
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F as explained in [170], [26, Ex. 3.7] . In particular, if X

• is smooth thenMX classifies compactly supported perfect complexes. This is

standard and can be shown by the local to global spectral sequence (see e.g.

Huybrechts [86, proof of Lemma 3.9]).

• it is smooth and proper, then it classifies all perfect complexes and can be

expressed as a mapping stack (see [170, p. 60])

MX = MapdSt(X,PerfC) , MX = MaphSt(X,PerfC) , (2.2.2)

where PerfC is the derived stack of perfect dg-modules/complexes over C as

defined in [169, Definition 1.3.7.5] and PerfC = t0(PerfC).

• is not smooth, then it can classify objects which are not perfect. As an example,

one can take X = Spec(k[x]/〈x2〉) and its complex k concentrated in degree 0.

(Co)tangent complexes on MX give an important tool for studying deformation-

obstruction theory of moduli problems. Certain derived stacks S called locally geo-

metric locally of finite representation admit perfect cotangent complexes LS (see [169,

Cor. 2.2.3.3], [170]). When X is smooth and proper,MX was shown to satisfy this

property by Toën–Vaquié [170, Cor. 3.29]. The same argument does not apply when

X is not proper, however perfect cotangent complexes still exist by [26, §3.4/p.2]∗.

For (X,Ω) CY4, let T→MX be the tangent complex and L ∼= T∨ the cotangent
∗The author is aware of a different straightforward argument, where one embeds X → Y for

some smooth Y which induces an open embedding MX →MY . Then the (co)tangent complex on
MX is the pull-back of the on on MY .
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complex. The relation to obstruction theory is a result of the isomorphism

T|[E]
∼= Hom(E,E)[1] ,

for each C-point [E], which was shown by Brav–Dyckerhoff [26, p. 3.21] and Toën–

Vaquié [170, Cor. 3.17]. To replace the duality (2.1.2) for SU(4)-instantons by the

corresponding notion on MX , we recall −2-shifted symplectic structures introduced

by Pantev–Toën–Vaquié–Vezzosi [146]. The usual single complex of differential forms

on a smooth manifold is replaced by the double complex (Λ•LX [•], d, ddR) :

... ... ...

Λ3L Λ3LX [1] Λ3L[2] · · ·

Λ2L Λ2LX [1] Λ2L[2] · · ·

L L[1] L[2] · · ·

ddR

d

ddr

d

ddr

ddR

d

ddr

d

ddr

ddR

d

ddr

d

ddr

A 2-form of degree n is an element in [ω0] ∈ Hn(Λ2LX). A closed 2-form of degree n

is an element in [ω] ∈ Hn(
⊕

k≥0 Λ
2+kL[k]) and it has its underlying 2-form [ω0] given

by projection inducing a morphism

θω : L −→ T[−n] . (2.2.3)

When n = −2 and θω is an isomorphism then [ω] is −2-shifted symplectic. For a

quasi-projective (X,Ω), −2-shifted symplectic structures were constructed by Brav–

Dyckerhoff [26, Prop. 5.3] and [26, Thm, 5.5 (1)] extending the work of Pantev–
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Toën–Vaquié–Vezzosi [146] for projective Calabi–Yau fourfolds.

Definition 2.2.1 (see also Borisov–Joyce [23, Def. 3.26]). In [155], Schürg–Toën–

Vezzosi construct a perfect determinant map det : PerfC → Pic . For a perfect

complex C ∈ Lpe on a derived stack S corresponding to a map u : S → PerfC,

we denote by det(C) the line bundle corresponding to the composition det ◦ u and

Λ0 = det(L). Then (2.2.3) induces the isomorphism iω : Λ0
∼= Λ∗

0 and an orientation

is a choice of isomorphism

o : Λ0
∼= OM o2 = ad(iω) ,

where ad(iω) : Λ2
0
∼= iω denotes the adjoint isomorphism to iω.

2.3 DT4 invariants

Existence and the choice of orientations in Definition 2.2.1 is vital for defining invari-

ants counting sheaves and complexes on a Calabi–Yau 4-fold and so are the −2-shifted

symplectic structures. For this section, we assume that H i(OX) = 0 for i = 1, 2, 3,

and use the notation G0(S) to denote the Grothendieck group of coherent sheaves

on S for any scheme S. When (X,Ω) is compact, one can obtain this restriction

by requiring that for a choice of metric g on X its holonomy group is SU(4), then

we are back in the setting of §2.1. These virtual fundamental classes were originally

defined by Borisov–Joyce [23] and Cao–Leung [37]. We choose to follow the more

recent algebraic geometric approach of Oh–Thomas [142] as it offers multiple addi-

tional techniques including the construction of a virtual structure sheaf appearing in
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Chapter 4. A different approach was also given by Kiem–Park [103] which also allows

the definition of reduced invariants.

To talk about virtual fundamental classes, let us briefly review stability condi-

tions. There are many notions of stability conditions: see Rudakov [154], Joyce [94],

Bridgeland [27]† and Toda [166, §2]. The following is one of the most general defini-

tions:

Definition 2.3.1. Let A be an abelian category, K0(A) → K(A) a quotient of its

Grothendieck group and C(A) the image of J·K : Ob(A)\{0} → K(A), such that

0 /∈ C(A). A stability condition on A is a triple (τ, T,≤), such that (T,≤) is a totally

ordered set and τ : C(A) → T is a map satisfying the see-saw condition: For each

α, β, γ : γ = α + β

τ(α) < τ(γ) < τ(β) or τ(α) > τ(γ) > τ(β) , or τ(α) = τ(β) = τ(γ) .

A non-zero object E is semi-stable when for a non-zero F ⊂ E we have τ(JF K) ≤
τ(JEK) and stable if F ⊊ E implies τ(JF K) < τ(JEK).

We only recall here the notion of Gieseker stability as in Huybrechts–Lehn [86,

Def. 1.2.4]. That is the only notion necessary to make sense of Conjecture 4.2.10

except for pair stability, which we recall there. Fixing an ample line bundle O(1), the

reduced Hilbert polynomial of a non-zero sheaf F is the unique polynomial pF with

leading coefficient 1 satisfying αFpF (n) = χ
(
F (n)

)
, for n� 0, αF ∈ Q. Then a sheaf

F is said to be

• Gieseker semistable if it is pure and for each non-zero E ⊂ F , pE(n) ≤ pF (n),
†Here also see B.–Dimitrov [21].
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n� 0

• Gieseker stable if it is pure and for each non-zero E ⊊ F , pE(n) < pF (n), n� 0.

In terms of Definition 2.3.1, this can be interpreted as fixing C
(
Coh(X)

)
⊂ K

(
Coh(X)

)
,

where the latter is the numerical Grothendieck group, and defining the map p{E} :

C
(
Coh(X)

)
→ Q[t] with the order given by

p ≤ q ⇐⇒ deg(p) > deg(q) or
(
deg(p) = deg(q) and p(n) ≤ q(n) forn� 0

)
.

Recall now that for a proper scheme S and its (truncated) cotangent complex LS → S

(see e.g. Illusie [88], Behrend–Fantechi [13] or Battistella–Carocci–Manolache [11]) a

perfect obstruction theory is a map from a two term perfect complex F → LS, such

that H0(F)→ H0(LS) is an isomorphism and H−1(F)→ H−1(LS) is surjective. Then

Behrend–Fantechi [13] construct the virtual fundamental class

[S]vir ∈ H2vd(S) , vd = rk(F) .

Example 2.3.2. Let S be a projective surface and consider the variety QuotS(CN , β, n)

of 1-dimensional quotients CN ⊗ OS → F for χ(F ) = n and [F ] = β, then it has

a natural perfect obstruction theory constructed by Marian–Oprea–Pandharipande

[125, Lem. 1.1] given by F =
(
τ[0,1]HomQuotS(CN ,β,n)(I,F)

)∨
, where

I = (CN ⊗OX → F)→ S ×Quot(S,CN , n)

vd
(
QuotS(CN , β, n)

)
= β2 +Nn
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as can be seen by Hirzebruch–Riemann–Roch.

Moving on to Calabi–Yau fourfolds, one needs some adaptations. Naively, for

a given projective moduli scheme of Gieseker stable sheaves the deformation at E

corresponds to Ext1(E,E) and obstruction to Ext2(E,E). However, similarly to

SU(4)-instantons, this does not lead to well defined virtual fundamental classes be-

cause then vd|E = Ext1(E,E) − Ext2(E,E) depends on E. The approach proposed

by Borisov–Joyce [23] and Cao–Leung [37] inspired by (2.1.3) requires taking

Ext1(E,E) , Ext2(E,E)+ ,

where Ext2(E,E)+ is a real subspace with respect to the algebraic Serre-duality

Ext2(E,E) ∼= Ext2(E,E)∗. The construction of Oh–Thomas [142] is claimed to be

equivalent to those above (as promised in [142, p. 6] and to appear in [141]) but

instead it relies on taking an isotropic subspace Ext2(E,E)q with respect to the

pairing q : Ext2(E,E)× Ext2(E,E)→ C.

This leads to the question of orientations. In the language of Borisov–Joyce [23],

orientations are continuous choices of orientations on the real space Ext2(E,E)+,

while in the algebraic setting of Oh–Thomas [142] there are two families of isotropic

subspaces related by SO(ext2(E,E),C). The resulting classes are dependent on these

choices. We now describe more thoroughly the latter construction, which requires

χ(α, α) ∈ 2Z.

Let E be the twisted universal sheaf (see Caldararu [29]) onX×M , then Huybrechts–
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Thomas [87] construct the Atiyah class

At : E := τ[−2,0]

(
HomM(E , E)[3]

)
−→ L .

By Grothendieck–Verdier duality [78, VII, 3.4(c)] there is an isomorphism E ∼= E∨[2].

Oh–Thomas [142, Proposition 4.1] show that it admits a self dual, locally free reso-

lution

(T → E → T ∗) −→ E ,

where E is an O(n,C) bundle. If orientations of Definition 2.2.1 exist, E reduces to

an SO(n,C)-bundle and Oh–Thomas [142] construct

[M ]vir = H2−χ(α,α)

(
M,Z[2−1]

)
, Ôvir ∈ G0

(
M,Z[2−1]

)
. (2.3.1)

The latter is the twisted virtual structure sheaf, and both [M ]vir and Ôvir depend on

an additional choice of orientation. It is important to note that the construction relies

heavily for now on existence of −2-shifted symplectic structures, unless one is in a

setting where everything can be made explicit. The point of view of real (derived)

manifolds of Borisov–Joyce [23] is in some way more natural and the author thinks of

the Oh-Thomas construction as being less fundamental but more approachable and

computable. This is especially clear from the following:

Theorem 2.3.3 (Oh–Thomas [142, Thm. 6.1]). Let M be projective with a fixed

choice of orientation, V ∈ G0
(
M

)
, then

χ̂vir(V ) =

∫
[M ]vir

√
Td(E)ch(V ) . (2.3.2)
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Proof. This is just Theorem [142, Theorem 6.1] stated in terms of χ̂vir(−) using the

notation 1.0.5.

Recall that for a real vector bundle E on a manifold M its Â-genus satisfies

Â(E) =
√
Td(E⊗C). This tells us that Ôvir may be thought of as the Dirac operator

onMα(τ) via the Atiyah–Singer Index Theorem [3]. We will see in Theorem 4.5.5 that

this is slightly misleading as in general (2.3.2) will not be an integer and a correction

by a square-root of a “tautological” determinant line bundle will be necessary.
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Chapter 3

Orientations for DT invariants on

quasi-projective Calabi–Yau

fourfolds

As explained in §2.3, orientability of moduli spaces is crucial for studying invariants

on Calabi–Yau 4-folds. Our goal in this chapter was to prove orientability in its full

generality in hopes that it would be useful for degeneration arguments similar to those

by Levin–Pandharipande [117] and Maulik–Pandharipande-Thomas [130]. We hope

that eventually this will also find application when studying invariants for general

toric manifolds. As of writing the thesis, the author is not aware of a published

result proving orientability in the local cases apart from Diaconescu–Sheshmani–Yau

[45]. For compact X with Hodd(X) = 0 and moduli spaces of stable coherent sheaves

this was originally addressed by Cao–Leung [31]. It was then extended by Cao–

Gross–Joyce [30] to all compact geometries and perfect complexes. One standard well

known result in the local case can be found in Oh–Thomas [142, §7] or Diaconescu–
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Sheshmani–Yau [45], where one considers the total bundle of the canonical line bundle

KY → Y for a Fano 3-fold Y . More recently, Kool–Rennemo [108] constructed

explicit orientations for Quot-schemes of points on C4 by embedding it into a non-

commutative Quot-scheme.

We begin this chapter by discussing a straight-forward generalization of Cao–

Gross–Joyce [30] to spin geometries. This proves orientability in Definition 2.3 for

X which admit compactifications with spin structures. As we do not expect these to

always exist, we approach the problem differently in 3.1.3 and obtain a result without

additional restrictions on X. This chapter can be found in a slightly different but

equivalent form in the author’s previous work [19].

3.1 Orientation bundles on moduli stacks of per-

fect complexes

3.1.1 Twisted virtual canonical bundles

If X is proper, we can use the description ofMX as a mapping stack to construct a

universal complex on X ×MX : If

u : X ×MX → PerfC (3.1.1)

is the canonical morphisms for MX as a mapping stack, and U0 is the universal

complex on PerfC used by Pantev–Toën–Vaquié–Vezzosi in [146], then one defines the

universal complex UX = u∗(U0) on X ×MX . When X is quasi-projective and not

necessarily proper, we need a different construction of the universal structure sheaf.
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Definition 3.1.1.

ξY =M(i∗X) :MX →MY (3.1.2)

be the image of the pullback i∗X : Lpe(Y )→ Lpe(Y ), then it acts on Spec(A)-points by

the right adjoint of
(
iX × idSpec(A)

)∗ as follows from its construction in Toën–Vaquié

[170, §3.1] and therefore by the pushforward (iX × idSpec(A))∗ of compactly supported

families of perfect complexes on X. We define UX → X ×MX by

UX = ξ∗Y (UY ) .

It is independent of the choice of a compactification∗.

When Z =
∏

i∈I Zi, we will use πI′ : Z →
∏

i∈I′ Zi for I ′ ⊂ I to denote the

projection to I ′ components of the product. We use this also for general fiber products.

Let Y now be any a quasi-projective smooth four-fold, L a coherent sheaf on Y and

UY ∈ Lpe(Y ×MY ) its universal complex compactly supported in Y . We define

ExtL = π2,3 ∗(π
∗
1,2 U∨

Y ⊗ π∗
1,3 UY ⊗ π∗

1L) , PL = ∆∗
MY
ExtL . (3.1.3)

As pushforward along π2,3 : Y ×MY×MY →MY×MY maps (compactly supported)

perfect complexes in Y to perfect complexes, it has a right adjoint π!
2,3 by Lurie’s

adjoint functor theorem Gaitsgory–Rozenblyum [64, Thm. 2.5.4, §1.1.2], Lurie [123,

Cor. 5.5.2.9]. Moreover, π!
2,3 = π∗

2,3(−)⊗KY [4], which gives us the usual Serre duality

in families

ExtL ∼= σ∗(Ext∨(KY ⊗L∨))[−4] , (3.1.4)
∗Simply choose a common compactification Y ← Y ′′ → Y ′ and compare the resulting universal

sheaves
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where σ :MY ×MY →MY ×MY is the map interchanging the factors.

Definition 3.1.2. Let Y be smooth and and L a coherent sheaf on Y , then as (3.1.3)

are perfect, we construct the L-twisted virtual canonical bundle

ΣL = det(ExtL) , ΛL = det(PL) .

Moreover, ΣL,ΛL are Z2-graded with degree given by a map deg(ΛL) : MX → Z2,

such that

deg(ΣL)|Mα×Mβ
≡ χ(α, β · L) (mod 2) , deg(ΛL)|Mα ≡ χ(α, α · L) (mod 2) .

where α, β ∈ K0(X) and Mα is the stack of complexes with class JEK = α. See

Definition 3.2.11 for more details.

From the duality (3.1.4), we obtain the isomorphisms

ΣL
∼= σ∗(ΣKX⊗L∨)∗ , θL : PL −→ P∨

(KX⊗L∨)[−4] , iL : ΛL −→ Λ∗
(KX⊗L∨) . (3.1.5)

Let us recall some definitions: Let (−)an : Aff→ Top be the functor mapping an

affine scheme over Spec(C) to its analytification. The category Top is Top-enriched,

moreover Top can serve as a model for the ∞-category of ∞-groupoids. Thus Blanc

[16] defines

(−)top : Ho(hSt) −→ Ho(Top) , (3.1.6)

which practically by definition satisfies Xtop = Xan up to homotopy equivalence for

any C-scheme X and commutes with homotopy colimits [16, Prop. 3.2.1].
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We also generalize the contents of Definition 2.2.1

Definition 3.1.3. Let L → X be a complex line bundle with an isomorphism τ :

L→ L∗. Then we define the square root Z2-bundle associated with τ denoted by Oτ .

This bundle is given by the sheaf of its sections in the respective topology:

Oτ (U) = {o : L|U
∼−−→ CU : o⊗ o = ad(τ)} .

3.1.2 Spin orientability

When X is a compact Calabi–Yau fourfold, Cao–Gross–Joyce [30, Theorem 1.15]

prove that Oω →MX is trivializable. One could generalize their result by replacing

the requirement of X being Calabi–Yau by a weaker one.

Definition 3.1.4. Let X be a smooth projective variety and KX its canonical divisor

class. A divisor class Θ, such that 2Θ = KX is called a theta characteristic. We say

that (X,Θ) for a given choice of a theta characteristic Θ is spin. For a given (X,Θ),

we will use the notation KMX
= ΛΘ. We then have by (3.1.5) the isomorphism

iS : KMX

∼−−→ K∗
MX

and by Definition 3.1.3 the associated Z2-bundle OS →MX .

Remark 3.1.5. A choice of Θ is equivalent to a choice of spin structure on Xan (see

Atiyah [10, Proposition 3.2]).

Definition 3.1.6. Let Z be a projective variety over C. Let MZ be the mapping

stack from (2.2.2). Let uZ : Z×MZ → PerfC be the canonical map. Applying (−)top
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and using Blanc [16, §4.2], we obtain (uZ)
top : Zan × (MZ)top → BU ×Z . This gives

us

ΓZ : (MZ)top −→ MapC0(Zan, BU × Z) .

For any topological space T we use the notation CT = MapC0(T,BU × Z) .

Proposition 3.1.7. Let (X,Θ) be spin with the orientation bundle OS →MX . Let

ΓX : (MX)
top → CX be as in Definition 3.1.6 and apply (−)top to obtain a Z2-bundle

(OS)top → (MX)
top. There is a canonical isomorphism of Z2-bundles

(OS)top ∼= Γ∗
X(O

/D+

C ) ,

where O
/D+

C → CX is the Z2-bundle from Joyce–Tanaka–Upmeier [98, Definition 2.22]

applied to the positive Dirac operator /D+ : S+ → S− as in Cao–Gross–Joyce [30,

Theorem 1.11]. In particular, OS → MX is trivializable by the aforementioned

theorem.

Proof. This is a simple generalization of the proof of [30, Theorem 1.15] relying on the

fact that Theorem 3.2.9 requires Xan to be a spin manifold to trivialize the orientation

bundle on BX . We only discuss the corresponding real structure on the differential

geometric side replacing [30, Definition 3.24]. We have the pairing ∧S : (A0,k ⊗Θ)⊗

(A0,4−k⊗Θ)→ A4,4 , and the corresponding spin Hodge star ?S : A0,q⊗Θ→ A0,n−q⊗Θ

(β ⊗ t) ∧S ?Sk (α⊗ s) = 〈β ⊗ s, α⊗ t〉Ω̄ α, β ∈ A0,k, s, t ∈ Γ∞(Ω) ,

where Ω ∈ A4,4 is the volume form. As a result, we have the real structures: #S
1 :

A0,even⊗Θ→ A0,even⊗Θ and #S
2 : A0,odd⊗Θ→ A0,odd⊗Θ, where again #S

1 |A0,2q⊗Θ =
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(−1)q?S and #S
2 |A0,2q+1⊗Θ = (−1)q+1?S. The Dolbeault operator commutes with these

DΘ ◦#S
1 = #S

2 ◦DΘ and its real part is the positive Dirac operator /D : S+ → S− by

Friedrich [59, §3.4]. As twisting by connections only corresponds to tensoring symbols

of operators by identity, this extends also to real structures on det(D∇End(E)).

Remark 3.1.8. Note that one can also state the equivalent of Cao–Gross–Joyce [30,

Theorem 1.15(c)], expressing the comparison of orientations under direct sums on

MX in terms of the comparison on CX .

Suppose that X is Calabi–Yau and that there exists Y smooth with an open

embedding X ↪→ Y , where Y is spin. We say that Y is a spin compactification of X.

We now state the weaker result about orientability for a non-compact Calabi–Yau

fourfold. Recall, that we have the map ξY from (3.1.2).

Corollary 3.1.9. Let X be a Calabi–Yau fourfold, and let Y be a spin compactification

of X with a choice of Θ and an isomorphism φ : OX
∼−→ Θ|X , then there exists an

induced isomorphism of Z2 bundles on MX :

Oω ∼= ξ∗Y (O
Θ) . (3.1.7)

In particular, MX is orientable.

Proof. Let E be a perfect complex on X with a proper support, then the Z2 torsors

at [E] of both of the above Z2-bundles are given by

{oE : det
(
Hom(E,E)

) ∼−−→ C s.t. oE ⊗ oE = ad(iω)|[E]}

where iω is the Serre duality, and we used the isomorphism E⊗Θ ∼= E induced by φ.
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Thus we have a natural identification of both Z2-bundles in families. By Proposition

3.1.7, the right hand side of (3.1.7) is trivializable, so the second statement follows.

Remark 3.1.10. Let Y be a spin compactification of X and Y \X = D be a divisor.

Let D =
∪N

i=1Di be its decomposition into irreducible components. If we can write

the canonical divisor class of Y as KY =
∑N

i=1 aiDi, where ai ≡ 0 (mod 2), then

one can take

Θ =
N∑
i=1

ai
2
Di

as the square root. After choosing a meromorphic section Ω̄
1
2 of Θ with poles and

zeros on D, one obtains an isomorphism φ : OX
∼−→ Θ|X . Then the condition of

Corollary 3.1.9 is satisfied.

Example 3.1.11. The simplest example is C4. While its natural compactification

P4 is not spin, one can choose to compactify it as P1 × P3 or (P1)×4 which are both

spin, both of which satisfy the property in Remark 3.1.10 by choosing π∗
1

(
O(−1)

)
⊗

π∗
2

(
O(−2)

)
and

⊗4
i=1 π

∗
i

(
O(−1)

)
as the square roots of KY .

Example 3.1.12. Let S be a smooth projective variety 0 ≤ dimC(S) = k ≤ 4 and

let E → S be a vector bundle, s.t. det(E) = KS. Then X = Tot(E → S) is

Calabi–Yau. Taking its smooth compactification Y = P(E ⊕ OS) with the divisor

at infinity D = P(E) ⊂ P(E ⊕ OS), one can show that KY = −(rk(E) + 1)D. If

rk(E) ∈ 2Z+ 1, we see that we can choose Θ = OY (− (rk(E)+1)
2

D) which satisfies the

property of Remark 3.1.10. Then if rk(E) + k = 4, this is an example of Corollary

3.1.9, when rk(E) = 1, 3.

If X = Tot(L1 ⊕ L2 → S) for a smooth projective surface S and its line bundles

L1, L2, s.t. L1L2 = KS, then the spin compactification can be obtained as P(L1 ⊕
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OS)×S P(L2 ⊕OS) .

Example 3.1.13. Suppose we have a toric variety X (see Fulton [60], Cox [44]) given

by a fan in the lattice Zn ⊂ Rn. Suppose it is smooth and it contains the natural

cone spanned by (ei)
n
i=1. Define the hyperplanes

Hi = {(x1, . . . , xn) ∈ Rn :
n∑

j=1

xj = i} .

Then X is Calabi–Yau if and only if all the primitive vectors of rays of the fan lie

in H1 and all the cones are spanned by a basis. A simple generalization of this well

known statement shows thatX is spin if and only all the primitive vectors lie inHodd =∪
i∈2Z+1Hi . Starting from a toric Calabi–YauX, one can compactifyX to a projective

smooth toric variety Y by adding divisors corresponding to primitive vectors. In

general, we will not have spin compactifications: Consider the fan in R2 with more

than 3 primitive vectors in H1, then any compactification will be consecutive blow

ups of a Hirzebruch surface at points, with at least one blow up.

A common way of constructing Calabi–Yau manifolds is by removing anti-canonical

divisors from a Fano manifold. To further illustrate the scarceness of spin-compactifica-

tions in even dimension, we study the classification of toric projective Fano fourfolds

by Batyrev [12]. Using the condition described above, we can show that there exist

only 4 smooth toric Fano fourfolds with a spin structure. These are PP3(O ⊕O(2)),

P1 × P3, P1 × PP2(O ⊕ O(1)) and 4P1 corresponding the the polytopes B2, B4, D12

and L8 respectively. Note that there are 123 smooth projective toric Fano fourfolds

in total.

The last observation motivated the entire rest of the chapter.
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3.1.3 Orientation for a non-compact Calabi–Yau via alge-

braic excision principle

Let (X,Ω) be a Calabi–Yau fourfold, then we fix a compactification Y with D = Y \X

a strictly normal crossing divisor, i.e. it is a union of smooth divisors with transversal

intersections (any k-fold intersection is in particular smooth). By Hironaka [81, Main

Theorem 1], Bierstone–Milman [15] there exists a compactification with a normal

crossing divisor by embedding into a projective space and taking resolutions. The

additional strictness condition can be obtained, by subsequent blow-ups of all 1 ≤

k ≤ 4 intersections. Consider the triples (E,F, φ), where E,F ∈ Lpe(Y ) and φ :

E|D
∼−→ F |D . We will take the difference of the determinants det

(
Hom(E,E)

)
and

det
(
Hom((F, F )

)
and cancel the contributions which live purely on the divisor. One

could think of this as an algebraic version of the excision principle defined for complex

operators in §3.2.3. Let us now make the described method more rigorous.

Let X, Y and D be as in the paragraph above, then we can write D as the union

D =
N∪
i=1

Di (3.1.8)

where each Di is a smooth divisor. We require Ω to be algebraic, then there exists

a unique meromorphic section Ω̄ of KY , s.t. Ω̄|X = Ω. The poles and zeroes of Ω̄

express KY uniquely in the following form KY =
∑N

i=1 aiDi, where ai ∈ Z. We may

write for the canonical line bundle:

KY =
N⊗
i=1

O(kiDi) =
N⊗
i=1

O(sgn(ki)Di)
⊗|ki| . (3.1.9)
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Let ND be the free lattice spanned by the divisors Di which we from now on denote

by the elements ei ∈ ND. For a line bundle L = ⊗N
i=1O(aiDi) we write La, where

a = (a1, . . . , aN). We will also use the notation Lk = KY . Then for a non-zero global

section si of O(Di) one has the usual exact sequence

0 La La+ei La+ei ⊗OY
ODi

0 .
·si

As all the operations used to define Exta = ExtLa and Pa = PLa in Definition 3.1.2

are derived, we obtain distinguished triangles

Exta Exta+ei ExtLa+ei⊗OY
ODi

Exta[1] ,

Pa Pa+ei PLa+ei⊗OY
ODi

Pa[1] .

[1]

[1]

(3.1.10)

By (2.2.2) bothMY andMDi
can be expressed as mapping stacks Map

(
Y,PerfC

)
and

Map
(
Di,PerfC

)
, respectively. Let incDi

: Di → Y be the inclusion, then we denote by

ρi :MY →MDi
the morphisms induced by the pullback (incDi

)∗ : Lpe(Y )→ Lpe(Di).

For each divisor Di we set La|Di
= La,i and

Exta,i = π2,3 ∗(π
∗
1,2 U∨

Di
⊗ π∗

1,3 UDi
⊗ π∗

1La,i) , Pa,i = ∆∗Exta,i ,

Lemma 3.1.14. We have the isomorphism

ExtLa+ei⊗OY
ODi

∼= (ρi × ρi)
∗(Exta+ei,i) ,

PLa+ei⊗OY
ODi

∼= ρ∗i (Pa+ei,i) .
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where we use the same notation for the complexes P on MY and MDi
.

Proof. For universal complex UY , UDi
on Y ×MY , Di ×MDi

we have UY |Di×MY
=

(idDi
× ρi)

∗UDi
as follows from the commutative diagram

Y ×MY PerfC

Di ×MY Di ×MDi
.

incDi
×idMY

idDi
×ρi

For the dual we also have U∨
Y |Di×MY

= (idDi
× ρi)

∗U∨
Di
. Thus we have the following

equivalences

ExtLa+ei⊗OY
ODi

=π2,3 ∗
(
π∗
1,2(U∨)⊗ π∗

1,3(U)⊗ π∗
1(La+ei ⊗OY

ODi
)
)

∼=π2,3 ∗

(
(incDi

× idMY ×MY
)∗
(
U∨ ⊗ U ⊗ π∗

1La+ei

)
|Di×MY ×MY

)
∼=π2,3 ∗

(
(incDi

× idMY ×MY
)∗ ◦ (idDi

× ρi × ρi)
∗(π∗

1,2(U∨
Di
)⊗ π∗

1,3(UDi
)⊗ π∗

1La+ei,i)
)

∼=π2,3 ∗

(
(idDi

× ρi × ρi)
∗(π∗

1,2(U∨
Di
)⊗ π∗

1,3(UDi
))⊗ π∗

1(La+ei,i)
)

∼=(ρi × ρi)
∗(Exta+ei,i) ,

the first isomorphism is the projection formula [63, Lem. 3.2.4] and the last step

follows from the base change isomorphism π2,3 ∗ ◦ (idDi
× ρi)

∗ ∼= (ρi× ρi)
∗ ◦π2,3 ∗ using

Gaitsgory [63, Prop. 2.2.2]† and that the diagram

D ×MX ×MX D ×MD ×MD D

MX ×MX MD ×MD ∗
†These references are stated for derived stacks. So we should work with derived stacks until we

construct the isomorphisms in Definition 3.1.16, which we can then restrict by §2.2.
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consists of Cartesian diagrams by the pasting law in ∞-categories. The second for-

mula follows using (ρi × ρi) ◦∆MY
= ∆MDi

◦ ρi :MX →MDi
×MDi

.

After taking determinants of (3.1.10), we obtain the isomorphisms

Σa+ei
∼= Σa ⊗ ρ∗iΣa+ei,i , Λa+ei

∼= Λa ⊗
(
ρ∗iΛa+ei,i) , (3.1.11)

where we omit writing L. We have the maps iDi
: Di → Y , iD : iD → Y inducing

ρi :MY −→MDi
, ρD :MY −→MD ,

Msp
D :=

N∏
i=1

MDi
and ρ =

N∏
i=1

ρi :MY −→Msp
D

Note that we have the obvious mapMD →MDi
induced by the inclusion Di ↪→

D. This gives

sp :MY ×MD MY =MY,D −→MY ×Msp
D
MY =Msp

Y,D . (3.1.12)

Definition 3.1.15. For given X, Y as above let Ω̄ be a meromorphic section of KY

restricting to Ω. Let ord denote the decomposition of D into irreducible components

as in (3.1.8), which also specifies their order, such that there exist 0 ≤ N1 ≤ N2 ≤ N ,

such that ai = 0 for 0 < i ≤ N1, ai > 0 for N1 < i ≤ N2 and ai < 0 for N2 < i ≤ N ,

where ai are the coefficients from (3.1.9). For the construction, we may assume

N1 = 0. We define extension data as the following ordered collection of sections

./=
(
(si,k)i∈{1,...N2}

1≤k≤ai

, (tj,l)j∈{N2+1,...N}
1≤l≤−aj

)
, si,k : OY → OY (Di) , tj,l : OY → OY (Dj) .
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such that
∏

i∈{1,...N2}
1≤k≤ai

si,k
∏

j∈{N2+1,...,N}
1≤l≤−aj

(tj,l)
−1 = Ω and si,k, tj,k are holomorphic with

zeros only on Di, resp. Dj.

This leads to a definition of a new Z2-bundle:

Definition 3.1.16. OnMsp
Y,D we have the line bundle

LY,D = π∗
1Λ0 ⊗ (π∗

2Λ0)
∗ , (3.1.13)

whereMY
π1←−Msp

Y,D

π2−→MY are the natural projections.

For a fixed choice ./, there is a natural isomorphism

ϑsp
▷◁ : LY,D

∼= π∗
1Λ0 ⊗ π∗

1 ◦ ρ∗(ΛD)⊗ π∗
1 ◦ ρ∗(ΛD)

∗ ⊗ (π∗
2Λ0)

∗

∼= π∗
1Λk ⊗ π∗

2(Λk)
∗ ∼= π∗

1(Λ0)
∗ ⊗ π∗

2(Λ0) ∼= L∗
Y,D , (3.1.14)

Here ΛD →Msp
D are line bundles and we used the commutativity of

Msp
Y,D MY

MY Msp
D

π1

π2

ρ

ρ

in the first step. The bundles ΛD = Λ∗
D,−ΛD,+ appear as the result of using chosen

si,k to construct isomorphism (3.1.11) for the first N2 divisors, then ΛD,− is obtained
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from using t−1
j,k and (3.1.11). Thus we will have the expressions:

ΛD,+ =Λ
k−

∑N2−1
i=1 aiei+(aN2

−1)eN2
,N2

. . .⊗ Λ
(k−

∑N2−1
i=1 aiei),N2

⊗ . . .

⊗ Λk−(a−1)e1,1 ⊗ . . .⊗ Λk,1

ΛD,− =Λ
k−

∑N2
i=1 aiei,N2+1

⊗ . . . . . .⊗ Λ−eN ,N .

The second to last step uses (3.1.5). We define the Z2-bundles by using Definition

3.1.3:

ϑsp
▷◁ : LY,D →(LY,D)

∗ , O▷◁
sp →M

sp
Y,D ,

O▷◁ = sp∗(O▷◁
sp
)

(3.1.15)

where O▷◁
sp associated to ϑsp

▷◁ .

The important property of the Z2-bundle O▷◁ is that it is going to allow us to

use index theoretic excision on the side of gauge theory to prove its triviality. One

should think of the triples [E,F, φ] which are the spec(A)-points inMY,D as similar

objects to the relative pairs in [174, Definition 2.5] with identification given in some

neighborhood of the divisor D. The Z2-bundle O▷◁ only cares about the behavior of

the complexes in X.

Definition 3.1.17. Recall that from Definition 3.1.6 we have the maps ΓY :

(MY )
top → CY and ΓD : (MD)top → CD, We define Γ as the composition

(MY,D)
top −→ (MY )

top ×h
(MD)top (MY )

top

−→ CY ×h
CD CY ' CY ×CD CY = CY,D . (3.1.16)
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The first map is induced by the homotopy commutative diagram obtained from ap-

plying (−)top to the Cartesian diagram

MY,D MY

MY MD

.

The second map uses homotopy commutativity of

(MY )
top (MD)top (MY )

top

CY CD CY

ΓY ΓD ΓY
.

The final homotopy equivalence is the result of the map (incD)an : (D)an → Y an

being a cofibration for the standard model structure on Top. The map CY → CD is

a fibration so the homotopy fiber-product is given by the strict fiber-product up to

homotopy equivalences.

We now state the theorem which follows from Proposition 3.3.15 below and is the

main tool in proving orientability ofMX .

Theorem 3.1.18. For X,Y and D fix ord and the extension data ./ as in Definition

3.1.16, then the Z2-bundle

O▷◁ →MY,D (3.1.17)

is trivializable. Let DC
O → CY,D be the trivializable Z2-bundle from (3.3.1), then there

exists a canonical isomorphism

I▷◁ : Γ∗(DC
O)
∼= (O▷◁)top . (3.1.18)
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We now reinterpret this result to apply it to the orientation bundle of interest

Oω →MX .

Definition 3.1.19. Let ζ :MX →MY,D be the open embedding of stacks mapping

[E] 7→ ([iX ∗E], 0). We have the commutative diagram

Mtop
X MY,D

Ccs
X CY,D ,

Γcs

ξtop
Y

Γ

ics

(3.1.19)

where

κcs : Ccs
X = CY ×CD {0} ↪→ CY,D,

and CY ×CD {0} = MapC0

(
(X+,+), (BU × Z, 0)

)
. The space Ccs

X =

MapC0

(
(X+,+), (BU × Z, 0)

)
is the classifying space of compactly supported K-

theory on X (see Spanier [161], Ranicki–Roe [151, §2], May [133, Chapter 21]):

π0(C
cs
X ) := K0

cs(X) . We define

Ocs := (κcs )∗(DC
O) . (3.1.20)

The following is the first important consequence of Theorem 3.1.18 and leads to the

construction of virtual fundamental classes using Borisov–Joyce [23] or Oh–Thomas

[142] using the −2-shifted symplectic structures of §2.2. It also gives preferred choices

of orientations at fixed points up to a global sign when defining/computing invariants

using localization as in [142], [37] for moduli spaces of compactly supported sheaves

Mα with a fixed K-theory class α ∈ K0
cs and for a given compactification Y .

Theorem 3.1.20. Let (X,Ω) be a Calabi–Yau fourfold then Z2-bundle Oω → MX
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is trivializable. Moreover, for a fixed choice of embedding X → Y , with D = Y \X

strictly normal crossing, there exists a canonical isomorphism

I : (Γcs
X )∗(Ocs ) ∼= (Oω)top .

Proof. We prove this in 3 steps:

1. We have a natural isomorphism ξ∗Y (O
▷◁) ∼= Oω: Consider a spec(A)-point [E] ∈

MX , Ẽ = (id × iX)∗(E), then at the corresponding spec(A)-point ([Ẽ], 0) ∈ MY,D,

the isomorphism ϑ▷◁ is given by

det(Hom(Ẽ, Ẽ))⊗ C ∼= det∗(Hom(Ẽ, Ẽ ⊗KY )) ∼= det∗(Hom(Ẽ, Ẽ)) ,

where we use that ΛL|[0] ∼= C, the first isomorphism is Serre duality and the second

one is the composition of isomorphisms induced by E
si,k−−→ E(Di) and E(−Dj)

tj,l−→ E.

As E is compactly supported in X, these isomorphisms compose into E
Ω−→ E ⊗KY

by the assumption on ./. Therefore ϑ▷◁|([Ẽ],0) coincides with iω|[E] and their associated

Z2-bundles are identified.

2. By Lemma 3.3.8, we know Ocs, Oω are independent of choice of ./. We define

a family of I(./) for fixed ord:

I(./) : (Γcs
Y )∗(Ocs )

(3.1.19)∼= (ζtop)∗ ◦ Γ∗(DC
O)
∼= (ζtop)∗ ◦ (O▷◁)top 1.∼= (Oω)top .

Any two choices of si,k differ by C∗ (and same holds for tj,l). Therefore the set of ./

corresponds to (C∗)
∑N

i |ai|−1 which is connected and I(./) does not depend on ./.

3. For simplicity, let us assume we only have two different divisors D1, D2. We
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then have the isomorphism obtained from applying (3.1.11) twice

π∗
1

(
Λe1+e2

) ∼=π∗
1(Λ0)(ρ2 ◦ π1)

∗Λe2,2(ρ1 ◦ π1)
∗Λe1+e2,1 , (3.1.21)

π∗
1

(
Λe1+e2

) ∼=π∗
1(Λ0)(ρ1 ◦ π1)

∗Λe1,1(ρ2 ◦ π1)
∗Λe1+e2,2 , (3.1.22)

π∗
2

(
Λe1+e2

) ∼=π∗
2(Λ0)(ρ2 ◦ π2)

∗Λe2,2(ρ1 ◦ π2)
∗Λe1+e2,1 , (3.1.23)

π∗
2

(
Λe1+e2

) ∼=π∗
2(Λ0)(ρ1 ◦ π2)

∗Λe1,1(ρ2 ◦ π2)
∗Λe1+e2,2 . (3.1.24)

To show that there is no difference between the chosen two orders, we use the commu-

tative diagram, where all rows and columns and rows fit into distinguished triangles:

P Pe1 ρ∗1
(
Pe1,1

)
Pe2 Pe1+e2 ρ∗1

(
Pe1+e2,1

)
ρ∗2
(
Pe2,2

)
ρ∗2(Pe1+e2,2) ρ∗1,2

(
Pe1+e2,1,2

)
We used in the bottom right corner term the restriction ρ1,2 : MY →

MD1∩D2 and Pe1+e2,1,2 = PO(D1+D2)|D1∩D2
. Taking determinants of all four cor-

ner terms of the diagram (see Knudsen–Mumford [105, Prop. 1]) and pulling

back by π1, we get both (3.1.21) and (3.1.22) where the latter comes with

(−1)deg
(
(ρD2◦π1 )

∗ΛO(D1|D1
)

)
deg

(
(ρ1◦π1)∗ΛO(D2|D2

)

)
. This holds also for (3.1.23), (3.1.24).

By commutativity of the diagram, we see that choosing the step (3.1.21), (3.1.23) or

(3.1.22), (3.1.24) we obtain the same as the signs cancel. As this permutes any two

divisors, we obtain independence in the general case. From Lemma 3.3.8, Proposition

3.3.7 and Proposition 3.3.15, DC
O and I are independent of the order. Note that this

should be all considered under pull-back by sp : MY,D → Msp
Y,D to have natural
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isomorphism independent of choices on the smooth intersection D1 ∩D2:

sp∗(π∗ ◦ ρ∗1,2(Pe1+e2,1,2)
) ∼= sp∗(π∗

2 ◦ ρ∗1,2(Pe1+e2,1,2)
)
.

Let us discuss another straight-forward consequence of the framework used in

Theorem 3.1.18. For (X,Ω) a quasi-projective Calabi–Yau fourfold, letM be a moduli

scheme of stable pairs OX → F where F is compactly supported (see [39, 36, 42, 97,

166]) or ideal sheaves of proper subvarieties. To make sense out of Serre duality,

generalizing the approach in Kool–Thomas [109, §3] and Maulik–Pandharipande–

Thomas [130, §3.2], we choose a compactification Y as in Theorem 3.1.18.

Definition 3.1.21. Let E = (OX×M → F) → X × M be the universal perfect

complex on M . Using the inclusion iX : X → Y we obtain the universal sheaf

Ē =
(
OM → (iX × idM)∗(F)

)
→ Y ×M . We have the following isomorphism, where

(−)0 denotes the trace-less part:

iωM : det
(
HomM(E , E)0

) ∼= det
(
HomM(Ē , Ē)0

) ∼= det∗
(
HomM(Ē , Ē ⊗ Lk)0

)
κ∼= det∗

(
HomM(Ē , Ē)0

) ∼= det∗
(
HomM(E , E)0

)
,

where κ is constructed using the isomorphisms

HomM(Ē , Ē ⊗ La)0 ∼= HomM(Ē , Ē ⊗ La−ei)0 (3.1.25)

in each step determined by ./ as in Definition 3.1.16. The orientation bundle Oω
M →
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M is defined as the square root Z2-bundle associated with iωM .

Let M̄ be a moduli stack of stable pairs or ideal sheaves on Y of subvarieties

with proper support in X with the projection πGm : M̄ → M which is a [∗/Gm]

torsor. We have an inclusion η : M̄ → MY,D given on spec(A)-points by mapping

[Ē ] 7→ ([Ē ,OY ]).

The following result leads to the construction of virtual fundamental classes when

M is compact (assuming one believes the existence of shifted symplectic structures

on pairs as in Preygel [149] or Bussi [28]) and preferred choices of orientations up to a

global sign at fixed points when using localization for a fixed K-theory class JOXK+α

for α ∈ K0
cs(X) and a choice of compactification Y .

Theorem 3.1.22. Let (X,Ω) be a quasi-projective Calabi–Yau fourfold and let Y be

its compactification as in Theorem 3.1.18. Let Oω
M → M be the orientation bundle

from Definition 3.1.21 for M a moduli scheme of stable pairs or ideal sheaves of proper

subschemes of X. There is a canonical isomorphism of Z2-bundles

π∗
Gm

(Oω
M) ∼= η∗(O▷◁) .

In particular, Oω
M →M is trivializable.

Proof. The universal perfect complex EM̄ on M̄ is given by (idY × πGm)
∗(Ē). We

have:

γ : det
(
HomM̄(EM̄, EM̄)0

) ∼= det
(
HomM̄(EM̄, EM̄)

)
det∗

(
HomM̄(O,O)

) ∼= η∗(LY,D) ,
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such that the following diagram of isomorphism commutes:

η∗(LY,D) η∗(LY,D)
∗

det
(
HomM̄(EM̄, EM̄)0

)
det∗

(
HomM̄(EM̄, EM̄)0

)∗
∼

η∗(ϑ▷◁)

∼γ−∗∼ γ

∼
π∗
Gm

(iωM )

which follows from the commutativity of

HomM̄
(
EM̄, EM̄ ⊗ La−ei

)
0

HomM̄
(
EM̄, EM̄ ⊗ La−ei

)
HomM̄

(
O,O ⊗ La−ei

)
HomM̄

(
EM̄, EM̄ ⊗ La

)
0

HomM̄
(
EM̄, EM̄ ⊗ La

)
HomM̄

(
O,O ⊗ La

)
0 HomM̄

(
EM̄, EM̄ ⊗ La,i

)
HomM̄

(
O,O ⊗ La,i

)

tr

tr

tr

in each step (3.1.25). As a result, the Z2-bundles associated to these are canonically

isomorphic and we apply Theorem 3.1.18.

3.2 Some technical tools

In this section, we review and develop further the necessary language for working with

orientations. This includes developing an excision principle for complex determinant

line bundles generalizing the work of Upmeier [174], Donaldson [47], [49] and Atiyah–

Singer [8].

3.2.1 Topological stacks

The definition of a topological stack follows at first the standard definition of stacks

over the standard site of topological spaces. It can be found together with all basic

results in Noohi [139] and Metzler [134], the homotopy theory of topological stacks
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is developed by Noohi in [140]. For each groupoid of topological spaces [G ⇒ X],

one defines a prestack bX/Gc, such that the objects of the groupoid bX/Gc(W )

correspond to the continuous maps W → X for any W ∈ Ob(Top). The morphisms

between α : W → X and β : W → X correspond to λ : W → G which are mapped

respectively to α and β under the two maps G ⇒ X. One also defines [X/G] as the

stack associated to this prestack. The following result makes working with topological

stacks much easier.

Proposition 3.2.1 (Noohi [139, p.26]). Every topological stack X has the form of an

associated stack [X/G] for some topological groupoid [G ⇒ X]. The canonical map

X → [X/G] gives a chart of X . Conversely [X/G] associated to any groupoid is a

topological stack.

Remark 3.2.2. The definition of a topological stack given in [139] is more com-

plicated and depends on the choice of a class of morphisms called local fibrations

(LF). Instead, we are using Noohi’s definition of topological stacks from [140] which

corresponds to pretopological stacks in [139].

In [140], Noohi proposes a homotopy theory for a class of topological stacks called

hoparacompact. Let tSthp denote the 2-category of hoparacompact topological stacks.

A classifying space of X in tSthp is a topological space X = X cla with a representable

map πcla : X → X such that for any T → X , where T is a topological space, its base

change T ×X X → T is a weak homotopy equivalence.

In [140, §8.1], Noohi provides a functorial construction of the classifying space

X cla for every hoparacompact topological stack X , such that the resulting space is
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paracompact. In fact, [140, Corollary 8.9] states that the functor

(−)cla : Ho(tSthp) −→ Ho(pTop)

is an equivalence of categories, where pTop denotes the category of paracompact

topological spaces. Note that as, we are interested in comparing Z2-bundles, it is

enough to restrict to finite CW complexes and weak homotopy equivalences are re-

placed by usual ones avoiding the question of ghost maps.

3.2.2 Moduli stack of connections and their Z2-graded H-

principal Z2-bundles

Let X be a smooth connected manifold of dimension n and π : P → X be a principal

G bundle for a connected Lie group G with the Lie algebra g. Recall from §2.1 that

we have the action of GP on AP . This action will be continuous and the spaces are

paracompact because they are infinity CW-complexes, so we get a hoparacompact

stack BP = [AP/GP ].

If X is a compact spin Kähler fourfold, let S+, S− denote the positive and negative

spinor bundles and /D : S+ → S− the positive Dirac operator, then for each connection

∇P ∈ AP one can define the twisted Dirac operator

/D
∇ad(P ) : Γ∞(ad(P )⊗ S+)→ Γ∞(ad(P )⊗ S−) . (3.2.1)

This induces an AP family of real elliptic operators and therefore gives by §3.2.3 a

real line bundle det /D
P → AP . Because GP maps the kernel of (3.2.1) to the kernel and
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same for the cokernels, this R-bundle is Gp equivariant and descends to an R-bundle

on BP . The orientation bundle of which we denote by O
/D
P → BP . One takes the

unions over all isomorphism classes of U(n)-bundles for all n:

BX =
⊔
[P ]

BP , O /D =
⊔
[P ]

O
/D
P . (3.2.2)

These are the orientation bundles of Joyce–Tanaka–Upmeier [98] and Cao–Gross–

Joyce [30]. For the proof of Theorem 3.1.18, we will rely on the properties of special

principal Z2-bundles under homotopy-theoretic group completion of H-spaces. For

background on H-spaces, see Hatcher [80, §3.C], May–Ponto [133, §9.2] and Cao-

Gross–Joyce [30, §3.1]. Recall that an (admissible) H-space is a triple (X, eX , µX) of

a topological space X, its point ex ∈ X and a continuous map µX : X ×X → X is

called an H-space, if it induces a commutative monoid in Ho(Top). An admissible

H-space X is group-like if π0(X) is a group. Note that there are many ways how

to include higher homotopies into the theory of H-spaces. For An-spaces see Stasheff

[162] and [163]. For E∞-spaces see May [132], for Γ-spaces see Segal [159]. While E∞-

spaces and Γ-spaces are roughly the same, A∞ spaces do not require commutativity.

All our spaces fit into these frameworks which by [98, Example 2.19] give us additional

control over the Z2-bundles on them. One also defines H-maps as the obvious maps in

the category of H-spaces. We use the notion of homotopy-theoretic group completions

from May [132, §1]. One has the following universality result for homotopy theoretic

group completion, that we will use throughout.

Proposition 3.2.3 (Caruso–Cohen–May–Taylor [43, Proposition 1.2]). Let f : X →

Y be a homotopy-theoretic group-completion. If π0(X) contains a countable cofinal

59



sequence, then for each weak H-map g : X → Z, where Z is group-like, there exists a

weak H-map g′ : Y → Z unique up to weak homotopy equivalence, such that g′ ◦ f is

weakly homotopy equivalent to g.

Note that weak H-maps correspond to relaxing the commutativity to hold only

up to weak homotopy equivalences. We will again not differentiate between the two.

Let us now merge the definition of Z2-graded commutativity with the notion of H-

principal Z2-bundles of Cao–Gross–Joyce [30].

Definition 3.2.4. Let (X, eX , µX) be an H-space. A Z2-bundle O → X together

with a continuous map deg(O) : X → Z2 satisfying

deg(O) ◦ µ(x, y) = deg(O)(x) + deg(O)(y)

is a Z2-graded Z2-bundle. If O1, O2 are Z2-graded then the isomorphism

O1 ⊗Z2 O2
∼= O2 ⊗Z2 O1 .

differs by the sign (−1)det(O1)deg(O2) from the naive one. Moreover, O1 ⊗Z2 O2 has

grading deg(O1) + deg(O2). A pullback of a Z2-graded Z2-bundle, is naturally Z2-

graded. An isomorphism of Z2-graded Z2-bundles has to preserve the grading. A

weak H-principal Z2-graded Z2-bundle on X is a Z2-graded Z2-bundle P → X, such

that there exists an isomorphism p of Z2-graded Z2-bundles on X ×X

p : P ⊠Z2 P → µ∗
X(P ) .

A Z2-graded strong H-principal Z2-bundle on X is a pair (Q, q) of a trivializable Z2
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graded Z2-bundle Q→ X and an isomorphism of Z2-graded Z2 bundles on X ×X

q : Q⊠Z2 Q→ µ∗
X(Q) ,

such that under the homotopy h : µX ◦ (idX × µX) ' µX ◦ (µX × idX) the following

two isomorphisms of the Z2-bundles on X ×X ×X are identified

(idX × µX)
∗(q) ◦ (id× q) : Q⊠Z2 Q⊠Z2 Q→

(
µX ◦ (idX × µX)

)∗
Q

and

(µX × idX)
∗(q) ◦ (q × id) : Q⊠Z2 Q⊠Z2 Q→

(
µX ◦ (µX × idX)

)∗
Q .

The isomorphism i : (P, p) → (Q, q) of Z2-graded strong H-principal Z2-bundles has

to solve µ∗
Xi ◦ p = q ◦ (i⊠ i) .

Pullbacks of Z2-graded H-principal Z2-bundles under H-maps are naturally Z2-

graded H-principal. Including the Z2-gradedness, we obtain a minor modification of

Cao–Gross–Joyce [30, Proposition 3.5].

Proposition 3.2.5. Let f : X → Y be a homotopy-theoretic group completion of

H-spaces, then for

(i) a Z2-graded weak H-principal Z2-bundle P → X, there exists a unique Z2-graded

weak H-principal Z2-bundle P ′ → Y such that f ∗(P ′) is isomorphic to P .

(ii) a Z2-graded strong H-principal Z2-bundle (Q, q) on X, there exists a unique

Z2-graded strong H-principal Z2-bundle (Q′, q′) on Y unique up to a canonical

isomorphism, such that (f ∗Q′, (f × f)∗q′) is isomorphic to (Q, q).
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Proof. Without the Z2-graded condition the result is stated in Cao–Gross–Joyce [30,

Proposition 3.5]. Then as deg(P ) respectively deg(Q) can be viewed as additive maps

π0(X) → Z2 and π0(Y ) is a group-completion, there exist unique extensions of the

grading.

We often suppress the maps µX and eX for an H-space X, we also write Q instead

of (Q, q) for a strong H-principal Z2-bundle when q is understood.

Lemma 3.2.6. Let O1, O2 → X be Z2-graded strong (resp. weak) H-principal Z2-

bundles. Then O1 ⊗Z2 O2 is a Z2-graded strong (resp. weak) H-principal Z2-bundle.

Proof. Let qi : Oi ⊠ Oi → µ∗
X(Oi) be the isomorphisms from Definition 3.2.4. Then

we define

q :(O1 ⊗Z2 O2)⊠Z2 (O1 ⊗Z2 O2)
Def 3.2.4∼= (O1 ⊠Z2 O1)⊗Z2 (O2 ⊠Z2 O2)

p1⊗p2∼= µ∗
X(O1)⊗Z2 µ

∗
X(O2) ∼= µ∗(O1 ⊗Z2 O2) .

Notice that we get an extra sign (−1)deg(π∗
1(O2))deg(π∗

2(O1)). To check associativity 3.2.4,

we need commutativity of

(O1 ⊗O2)⊠ (O1 ⊗O2)⊠ (O1 ⊗O2) (O1 ⊗O2)⊠ µ∗
X(O1 ⊗O2)

µ∗
X(O1 ⊗O2)⊠Z2 (O1 ⊗O2)

(µX×idX)∗◦µ∗
X(O1⊗O2)∼=

◦(idX×µX)∗◦µ∗
X(O1⊗O2) .O2)

(−1)deg(π∗
1(O2)deg(π∗

2(O1))

(−1)deg(π∗
2(O2))deg(π∗

3(O1))

(−1)

deg
(
µ∗
X(π∗

1(O2)

⊗π∗
2(O2)

)
deg

(
π∗
2(O1)

)
(−1)

deg
(
µ∗X (π∗

2(O1)⊠π3∗(O1)

)
deg

(
π∗
1(O2)

)

Without the extra signs, it would be commutative because Oi are strong H-principal.
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To check the signs note that going down and right, resp. right and down we get

(−1)deg(π∗
2(O2)deg(π∗

3)(O1)+(degπ∗
2(O1)deg+(π∗

3)(O1))deg
(
π∗
1(O1)

)
= (−1)deg(deg(π∗

2(O2)deg(π∗
3)(O1)+(degπ∗

1(O2)deg+(π∗
2)(O1))deg

(
π∗
1(O2)

)
.

With the Z2-grading we need to distinguish between duals of strong H-principal

Z2-bundles.

Definition 3.2.7. Let (O, p) be a strong H-principal Z2-graded Z2-bundle. Its dual

(O∗, p∗) will be defined to be a strong H-principal Z2-graded Z2-bundle, such that as

Z2-bundles O∗ = O and the isomorphism

p∗ : O∗ ⊠Z2 O
∗ ∼−→ µ∗

X(O
∗) ,

is given by p∗ = (−1)deg(π∗
1(O))deg(π∗

2(O))p, where π1, π2 are the projections X×X → X.

Example 3.2.8. An example of an H-space is the topological space (BX)cla, where the

multiplication µBX
: BX ×BX → BX is given by mapping ([∇P ], [∇Q] 7→ [∇P ⊕∇Q]),

and we take (µBX
)cla : (BX)cla × (BX)cla → (BX)cla. It is Z2-graded (see [174, 177] for

the corresponding grading of real determinant line bundles) in the following sense:

Let [∇P ] ∈ BX , then

deg(O /D+)([∇P ]) = χ /D(E,E) , (3.2.3)

where E is the Cn vector bundle associated to the U(n)-bundle P and χ /D(E,E) =

ind
(
/D
∇End(E)

)
is the complex index from Definition 3.2.11.
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We will need the following formulation of [30, Thm. 1.11]:

Theorem 3.2.9 (Cao–Gross–Joyce [30, Thm 1.11]). Let X be a compact spin mani-

fold of dimension 8, then the Z2-bundle O /D+ → BX are Z2-graded strong H-principal

Z2-bundles.

3.2.3 Complex excision

Pseudo-differential operators over Rn are explained in Hörmander [84]. For back-

ground on pseudo-differential operators on manifolds, we recommend Lawson–

Michelson [114, §3.3], Atiyah–Singer [8, §5], Donaldson–Kronheimer [49, p. 7.1.1],

and Upmeier [174, Appendix A]. We will not review the definition due to its highly

analytic nature, as we do not use it explicitly. The excision principle for differential

operators was initiated by Seeley [158] and used by Atiyah–Singer [8]. Its refinement

to excision for Z2-bundles was applied by Donaldson [47], Donaldson–Kronheimer [49]

and categorified by Upmeier [174]. We use these ideas and extend them to complex

determinant line bundles. In author’s [19, §3.6, §3.7] this is done slightly differently

and in more detail.

From now on we will be assuming that all real bundles come with a choice of a

metric and all complex vector bundles with a choice of a hermitian metric. Note that

the spaces of metrics are convex and therefore contractible. When we use convex, we

automatically mean non-empty.

Let X be a manifold, E,F → X complex vector bundles, P : Γ∞
cs (E) → Γ∞(F )

pseudo-differential operator of degree m, then its symbol σ(P ) : π∗(E) → π∗(F ),

where π : T ∗X → X is the projection map, is a homogeneous of degree m on each

fiber of T ∗X linear homomorphism. One says that P is elliptic, when its symbol σ(P )
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is an isomorphism outside of the zero section X ⊂ T ∗X.

We will be working with continuous families of symbols and pseudo-differential

operators as defined in [8, p. 491] or as in Upmeier [174, Appendix]. For a topological

space M , we denote the corresponding set of elliptic pseudo-differential M -families

by Ψm(E,F ;M) and the elliptic symbol M -families by Sm(E,F ;M) with the map

σ : Ψm(E,F ;M)→ Sm(E,F ;M) . (3.2.4)

It is compatible with respect to addition, scalar multiplication, composition and tak-

ing duals (see [8, §5] for details). It is standard to restrict to degree 0 operators and

symbols using
P σ(P )

(1 + PP ∗)−
1
2P (σ(P )σ(P )∗)−

1
2σ(P )

Ψ0

σ

S0

σ

.

IfX is compact then each P ∈ Ψm(E,F ;M) gives anM -family of Fredholm operators

between Hilbert spaces containing Γ∞
cs (E) and Γ∞(E) such that ker(P ) and coker(P )

lie in Γ∞(E0) and Γ∞(E1) respectively.

Let P be a continuous Y -family of Fredholm operators Py : H0 → H1 for each y,

where Hi are Hilbert spaces. Determinant line bundle det(P ) → Y of P is defined

in Zinger [177] using stabilization (in this case one only needs the Hi to be Banach

spaces) and in Upmeier [174, Definition 3.4], Freed [54] or Quillen [150]. We will use

the conventions from [174, Definition 3.4].

Definition 3.2.10 (Phillips [148]). Let P : H → H be a self adjoint Fredholm

operator on the Hilbert space H. The essential spectrum specess(P ) is the set λ ∈ R,

such that P − λId is not Fredholm. We denote by spec(P ) the spectrum of P . For
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each µ > 0, such that ±µ /∈ spec(P ) and (−µ, µ) ∩ specess(P ) = ∅, one defines

V(−µ,µ)(P ) ⊂ H as the subspace of eigenspaces of P for eigenvalues −µ < λ < µ. If

P is positive semi-definite, we will also write V[0,µ)(P ) . If P is skew adjoint, we will

also denote the set of its eigenvalues by spec(P ) (note that spec(P ) = ispec(−iP )).

For a Y family of self adjoint Fredholm operators, one can choose U ⊂ Y suf-

ficiently small and µ from Definition 3.2.10, such that V(−µ,µ)(P ) becomes a vector

bundle on U. This can be used to define topology on the union of determinant lines

det(Py) = det(Py)⊗ det(P ∗
y )

∗ , y ∈ Y .

as in [174, Definition 3.4].

Definition 3.2.11. The bundle det(P ) is Z2-graded with degree ind(P ), where

ind(P ) = dim(Ker(Py)) − dim(Ker(P ∗
y )) = ind(Py). If we have two Y -families P1

and P2, then the isomorphism

det(P1)⊗ det(P2) ∼= det(P2)⊗ det(P1) (3.2.5)

differs from the naive one by the sign (−1)ind(P1)ind(P2).

We have the “inverse” of (3.2.4)

S0(E,F,M) 3 p 7−→ P ∈ S0

(
E,F,M × σ−1(p)

)
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Which we use to abuse the notation

det(p) det(P0) det(P )

Y ∗ × Y σ−1(p)× Y
iP0

×id

Here det(P0) = (iP0× id)∗det(P ). Note that as σ−1(p) is convex ([174, Theorem 4.6]),

for two different choices P0, P1 ∈ σ−1(P ) we have natural isomorphisms det(P0) ∼=

det(P1). Therefore

Lemma 3.2.12. The complex line bundle det(p) is well-defined up to natural choices

of isomorphisms.

The following lemma is meant for book-keeping purposes.

Lemma 3.2.13. Let pi ∈ Sm(Ei, Fi;M) for i = 1, 2 and q ∈ Sm(E,F, Y × I).

(i) (Functoriality.) If µE : E1 → E2, µF : F1 → F2 are isomorphisms such that

π∗(E1) π∗(F1)

π∗(E2)π
∗ π∗(F2)

π∗(µE)

p1

π∗(µF )

p2

(3.2.6)

commutes, then there is a natural isomorphism det(p1)→ det(p2) .

(ii) (Direct sums.) There is a natural isomorphism

det(p1 ⊕ p2) −→ det(p1)det(p2) . (3.2.7)

(iii) (Adjoints.) There is a natural isomorphism

det((p1)∗) −→ det∗(p1) . (3.2.8)

67



(iv) (Triviality.) If p1 = π∗(µ) for some isomorphism µ : E1 → F1, then there is a

natural isomorphism

det(p+) −→ C . (3.2.9)

(v) (Transport.) There is a natural isomorphism det(q)|Y×{0} ∼= det(q)|Y×{1}. such

that for qi ∈ Sm(Ei, Fi, Y × I) we have the commutative diagram

det(q1 ⊕ q2)|Y×{0} det(q1 ⊕ q2)|Y×{1}

det(q1)|Y×{0} ⊗ det(q2)|Y×{0} det(q1)|Y×{1} ⊗ det(q2)|Y×{1}

(ii)

(v)

(ii)

(v)⊗(v)

Proof. For

(i) make a natural choice of a pair (P1, P2) ∈ σ−1(p1) × σ−1(p2) commuting with

µE, µF and apply [174, Proposition 3.5 (i)].

(ii) make a natural choice of any P1 × P2 ∈ σ−1(p1)× σ−1(p2) in loc cit.

(iii) make a natural choice P1 ∈ σ−1(p1) in loc cit.

(iv) make the choice P1 = µ in loc cit.

(v) make a contractible choice of Q0 ∈ σ−1(q), then we have natural isomorphism

τ such that τt : det(Q0)|Y×{0} ∼= det(Q0)|Y×{t} for all t ∈ I and τ0 = id,

then consider the one for t = 1. The commutativity of the diagram follows

immediately from the definition.

The following definition is the main reason, why we introduced the above concepts.

68



Definition 3.2.14. Let Ei, Fi be vector bundles on compact manifold X and pi ∈

S0(Ei, Fi;Y ). Let U, V ⊂ X be open, U ∪ V = X and µE : E1|U → E2|U , µF :

F1|U → F2|U isomorphism, such that

π∗(E1|U) π∗(F1|U)

π∗(E2|U) π∗(F2|U)

π∗(µE)

p1|T∗U

π∗(µF )

p2|T∗U

(3.2.10)

commutes. Choose a function χ ∈ C∞
cpt(V, [0, 1]) with χ|X\U = 1. Then we obtain

that:

t ∈ I 7−→ (p1, p2, µE, µF )
χ
t =

(1− t+ tχ)p1 t(1− χ)π∗µ∗
F

t(1− χ)π∗µE −(1− t+ tχ)(p2)
∗

 (3.2.11)

is elliptic.

The following result might appear deceptively obvious, but the usual I2-family

argument does not go through.

Lemma 3.2.15. Let X be compact, Ei, Fi, complex vector bundles on X and pi ∈

S0(Ei, Fi;Y ) with isomorphism µE : E1 → E2, µF : F1 → F2 , satisfying (3.2.10) on

X then we have the commutativity up to contractible choices

det(p1)det(p∗2) det
(
(p1, p2, µE, µF )

0
0

)

C det
(
(p1, p2, µE, µF )

0
1

)
Prop. 3.2.13 (iii) + (i)

Prop. 3.2.13 (ii)

Prop. 3.2.13 (v)

Prop. 3.2.13 (iv)
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Proof. Choose (P1, P2) ∈ σ−1(p1)× σ−1(p2) commuting with µE, µF and construct

Ψt =

(1− t)P1 tµ∗
F

tµE −(1− t)P ∗
2

 ∈ σ−1
(
(p1, p2, µE, µF )

0
t

)
.

By composing Ψt with
(

0 µ−1
E

(µ∗
F )−1 0

)
we obtain

Ψ̃t =

 t id −(1− t)P ∗

(1− t)P t id

 : E1 ⊕ F2 −→ E1 ⊕ F2 .

Let ν ∈ R>0 and U ⊂ Y be chosen sufficiently small as in Upmeier [174, Definition

3.4], such that V[0,ν)(Ψ̃
∗
0Ψ̃0) is a vector bundle.

Notice that Ψ̃∗
t Ψ̃t = Ψ̃tΨ̃

∗
t . Moreover, by spectral theorem each non-zero eigen-

value λ2 ∈ (0, ν) of Ψ̃∗
0Ψ̃0 has multiplicity 2k for some positive integer k and then Ψ̃0

has eigenvalues iλ, −iλ each of multiplicity k in its set of eigenvalues spec(Ψ̃0). The

eigenvectors of Ψ̃∗
t Ψ̃t remain the same, but corresponding eigenvalues are λ2(1−t)2+t2.

We therefore define ν(t) = ν(1− t)2 + t2 and we have a natural isomorphism

V[0,ν)(Ψ̃
∗
0Ψ̃0) ∼= V[0,ν(t))(Ψ̃

∗
tΨt) (3.2.12)

given by the identity for all t ∈ I (here one extends to t = 1 by considering the same

finite set of eigenvectors which now have eigenvalue 1), which gives a continuous

isomorphism of vector bundles on U × I and restricts to identity for t = 0. The
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isomorphisms of determinant line bundles is then given by

αν(t) : det(Ψ0)
[174, Def. 3.4]∼= det(V[0,ν)(Ψ

∗
0Ψ0))det∗(V[0,ν)(Ψ0Ψ

∗
0))

(3.2.12)∼= det(V[0,ν(t))(Ψ
∗
tΨt))det∗(V[0,ν(t))(ΨtΨ

∗
t ))

[174, Def. 3.4]∼= det(Ψt) .

We see that this is a representative of the transport Prop. 3.2.13 (v) because it

restricts to identity at t = 1. To see that this isomorphism is independent of ν, we

can restrict to a single point y ∈ Y . Let ν ′ > ν > 0, then for Ψ0(y) choose its

diagonalization when restricted to V[0,ν′)(Ψ
∗
0Ψ0). From looking at the definition [174,

Definition 3.4] it is then easy to see that

αν′(t) =
∏

µ∈spec(Ψ0)
ν<|µ|2<ν′

(1− t) + µ−1t

[(1− t)2 + |µ|−2t2]
1
2

αν(t) .

As each µ = iλ comes with its conjugate of the same multiplicity, the factor is equal to

one. Let α′ : det(Ψ0) ∼= det(P )det(P ∗) ∼= C be isomorphism combining (3.2.6),(3.2.7)

and (3.2.8), then it can be checked in the same way that

αν(1) =
∏

µ∈Spec(Ψ0)
0<|µ|<ν

|µ|2

µ
α′ ,

where the factor again becomes one. By covering Y by such sets Ui and choosing

appropriate νi, we can glue the isomorphisms on Ui× I, because they coincide on the

overlaps (Ui ∩ Uj) × I. Composing α(t) : det(Ψ̃0) → det(Ψ̃t) with
(

0 µ−1
E

(µ∗
F )−1 0

)
, we

obtain Prop. 3.2.13 (v) and the commutativity of the diagram.

Remark 3.2.16. Note that when pi ∈ S0(Ei, Fi;Y ) have a real structure and
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µE, µF preserve it, then there exists a natural Z2-bundle or(p1, p2, µE, µF )
χ ⊂

det((p1, p2, µE, µF )
χ as in Donaldson–Kronheimer [49, §7.1.1] or Upmeier [174]

The transport isomorphism of Proposition 3.2.13 (v) for the Y × I family along

or(p1, p2, µE, µF ) is canonical, because it is the standard transport along fibers Z2.

Our main object of study are going to be twisted Dirac operators and Dolbeault

operators. Let X be a manifold, P a U(n)-principal bundle, Vn a representation of

U(n) and E the associated vector bundle, then for a given connection ∇P on P and

its associated connection ∇E, the twisted operator D∇E has the degree 0 symbol

S0

(
σ(D)

)
⊗ id

π∗
(
E
) =: σE(D) .

If Φ : V → W is an isomorphism of vector bundles, we will also write

Φ = id⊗ Φ : E ⊗ V → E ⊗W .

Let us now formulate the excision isomorphism for complex operators in the form

we will need in 3.3.3. This generalizes [174, Thm. 2.10] to complex determinant

line bundles. Moreover, for real operators it is slightly more general then [174, Thm.

2.13] in that, we do not require a framing of bundles, but isomorphisms in [174, Thm.

2.13(b)]. This would already follow from [174, Thm. 2.10], but we obtain it as a

consequence of Remark 3.2.16. Note that we also do not require the isomorphisms

below to be unitary, as this is not necessary for the operators in (3.2.11) to be elliptic.

Definition 3.2.17. Let Xi be compact, Ei, Fi, vector bundles on Xi for i = 1, 2

and Di : Γ
∞(Ei)→ Γ∞(Fi) complex/real elliptic differential operators. Moreover, let

Si, Ti ⊂ Xi open, such that Si ∪ Ti = Xi and IS : S1 → S2 an isomorphism. We then
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denote by
σV1(D1) σW1(D1)

σV2(D2) σW2(D2)

ξV

Φ1

ξW

Φ2

(3.2.13)

the collection of isomorphisms Φi : Vi|Ti

∼−→ Wi|Ti
, ξV : I∗V (V2|S2)

∼−→ V1|S1 , ξW :

I∗S(W2|S2)
∼−→ W1|S1 satisfying ξW ◦ Φ1 = I∗S(Φ2) ◦ ξV for families of vector bundles

Vi,Wi → Xi.

Lemma 3.2.18. For the data given by (3.2.13) and a compact subsets Ki, s.t.

Xi\Ki ⊂ Ti identified by IS,we have natural isomorphisms in families

Ξ(Di, ξV/W ,Φi) : det
(
σV1(D1)

)
det∗

(
σW1(D1)

) ∼−→ det
(
σV2(D2)

)
det∗

(
σW2(D2)

)
,

such that for another set of data

σV ′
1
(D1) σW ′

1
(D1)

σV ′
2
(D2) σW ′

2
(D2)

ξV′

Φ′
1

ξW ′

Φ′
2

for the same Si, Ti, K the diagram is commutative up to natural isotopies

det
(
σV1⊕V ′

1
(D1)

)
det∗

(
σW1⊕W ′

1
(D1)

)
det

(
σV2⊕V ′

2
(D2)

)
det∗

(
σW2⊕W ′

2
(D2)

)
det
(
σV1

(D1)
)

det
(
σV ′

1
(D1)

)
det∗

(
σW ′

1
(D1)

)
det∗

(
σW1

(D1)
) det

(
σV2

(D2)
)

det
(
σV ′

2
(D2)

)
det∗

(
σW ′

2
(D2)

)
det∗

(
σW2

(D2)
)

(3.2.7)
(3.2.8)

Ξ(Di,ξV ⊕V ′/W⊕W ′ ,Φ⊕Φ′)

(3.2.7)
(3.2.8)

Ξ(Di,ξV/W ,Φ)

Ξ∗(Di,ξV ′/W ′ ,Φ′)

Moreover, if Si = Xi, then Ξ(Di, ξV/W ,Φi) = ((3.2.6))−1 ◦ ((3.2.6)).

Proof. The following is standard, and we simply lift it to complex determinant line
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bundles. Making a contractible choice of χi ∈ C∞
cs (Si), χi|Ki

= 1 identified under IV ,

the composition of the following isomorphisms gives Ξ(Di, ξV/W ,Φi):

det
(
σV1)⊗ det(σW1

)∗ 3.2.13(ii),(i)∼= det
(
(σV1(D1), σW1(D1),Φ1,Φ1)

χ1

0

)
3.2.13(v)∼= det

(
(σV1(D1), σW1(D1),Φ1,Φ1)

χ1

1

)
∗∼= det

(
(σV2(D2), σW2(D2),Φ2,Φ2)

χ2

1

)
3.2.13(v)∼= det

(
(σV2(D2), σW2(D2),Φ2,Φ2)

χ2

0

)
∼= det

(
σV2(D2))det∗(σW2(D1)

)
,

where for the step ∗, we are making a contractible choice of Pi ∈

σ−1
(
(σVi

(Di), σWi
(Di),Φi,Φi)

χ
1

)
supported representatives in Si of the two symbols

on both sides as in Upmeier [174, Thm. A.6] identified by the isomorphism ξV ′ , ξW ′

and using that

ker(Pi) ∈ Γ∞
cs
(
Si, (Ei ⊗ Vi)⊕ (Fi ⊗Wi)

)
,

coker(Pi) ∈ Γ∞
cs
(
Si, (Fi ⊗ Vi)⊕ (Ei ⊗Wi)

)
.

The second statement follows from the compatibility under direct sums in 3.2.13(v).

The final statement is just Lemma 3.2.15.

3.3 Proof of Theorem 3.1.18

We construct here a double Ỹ for our manifold X, such that the “compactly sup-

ported” orientation on X can be identified with the one on Ỹ . We use homotopy
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theoretic group completion to reduce the problem to trivializing the orientation Z2-

bundles on the moduli space of pairs of vector bundles generated by global sections

identified on the normal crossing divisor. Then we express the isomorphism ϑ▷◁ from

Definition 3.1.16 using purely vector bundles in §3.3.3. We then construct the isotopy

between the two different real structures to obtain an isomorphism of Z2-bundles by

hand. The final result of this section is contained in Proposition 3.3.11 and Proposi-

tion 3.3.15.

3.3.1 Relative framing on the double

Here we construct the double of a non-compact X, such that it can be used in §3.3.2

to define orientations back on moduli spaces over X.

Definition 3.3.1. Let X be a non-compact spin manifold dimR(X) = n. Let K ⊂ X

be a compact subset. Choose a smooth exhaustion function d : X → [0,∞) Then by

Sard’s theorem for a generic c > max{d(x) : x ∈ K} the set U = {x ∈ X | d(x) ≤ c}

is a manifold with the boundary ∂U = {U ∈ X | d(g) ≤ c} . Normalizing the gradient

grad(dg) restricted to ∂U , we obtain a normal vector field ν to ∂U . Let V be the

tubular neighborhood of ∂U in X, then it is diffeomorphic to (−1, 1) × ∂U and is a

collar. We define Ỹ := U ∪∂U (−U), where −U denotes a copy of U with negative

orientation. Then Ỹ admits a natural spin-structure which restricts to the original

one on U (see for example [69, p. 193]). Since we do not need it here explicitly, we

do not give its description.

Let T = X\K, where K is compact, then define T̃ = (T̄ ∩ U) ∪ (−U) (see Figure

3.3.1).
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T̃

∂U
U−U

K

Figure 3.3.1: Spin manifold Ỹ and the subset T̃ ⊂ Ỹ .

Let P,Q → Ỹ , be two U(n), bundles, such that there exists an isomorphism

P |T̃ ∼= Q|T̃ . We define now the moduli stack of pairs of connections on principal

bundles identified on T̃ .

Definition 3.3.2. Consider the space AP × AQ × GP,Q,T̃ , where GP,Q,T̃ is the set of

smooth isomorphisms φ̃ : P |T̃ → Q|T̃ . Let GP × GQ be the product of gauge groups.

We have a natural action

(GP × GQ)× (AP ×AQ × GP,Q,T̃ )→ AP ×AQ × GP,Q,T̃

(γP , γQ,∇P ,∇Q, φ̃) 7→ (γP (∇P ), γQ(∇Q), γQ ◦ φ̃ ◦ (γP )−1) .

We denote the quotient stack by BP,Q,T̃ = [AP ×AQ×GP,Q,T̃/GP ×GQ] . Let us define

the union

BỸ ,T̃ =
∪

[P ],[Q]:
[P |T̃ ]=[Q|T̃ ]

BP,Q,T̃ ,

where we chose representatives P,Q for the isomorphism classes.

There exist natural maps BỸ
p1←− BỸ ,T̃

p2−→ BỸ induced by AP ×AQ×GP,Q,T̃ → AQ

and AP ×AQ × GP,Q,T̃ → AP . Let O /D+ → BỸ be the Z2-bundles from (3.2.2), then

we define

DO(Ỹ ) = p∗1(O
/D+)⊠Z2 p

∗
2((O

/D+)∗) , (3.3.1)
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where (O /D+)∗ is from Definition 3.2.8. Let us now construct an explicit representative

(BỸ ,T̃ )
cla.

Definition 3.3.3. Let P and Q be U(n)-bundles on Ỹ isomorphic on T̃ . Consider

the following two quotient stacks

PQ = [AP ×AQ × GP,Q,T̃ × P/GP × GQ] ,

QP = [AP ×AQ × GP,Q,T̃ ×Q/GP × GQ] ,

which are U(n)-bundles on Ỹ × BP,Q,T̃ . We have a natural isomorphism τP,Q :

PQ|T̄×BP,Q,T̃
→ QP |T̄×BP,Q,T̃

given by [∇P ,∇Q, φ̃, p] 7→ [∇P ,∇Q, φ̃, φ̃(p)]. After tak-

ing appropriate unions, we obtain bundles P1,P2 → Ỹ × BỸ ,T̃ with an isomorphism

P1|T̃×BỸ ,T̃

∼= P2|T̃×BỸ ,T̃
. Pulling Pi back to Ỹ ×(BỸ ,T̃ )

cla, we obtain Pcla
i fiber bundles,

which are U(n)-bundles on each connected components for some n ≥ 0. Together with

the isomorphism τ cla, these induce two maps

p1, p2 : Ỹ × BỸ ,T̃ −→
⊔
n≥0

BU(n) ,

with a unique (up to contractible choices) homotopy Hp : T̃×BỸ ,T̃×I →
⊔

n≥0BU(n)

between p1 and p2 restricted to T̃ × BỸ ,T̃ . We obtain the following homotopy com-

mutative diagram

(BỸ ×BT̃
BỸ )cla MapC0(Ỹ ,

⊔
n≥0BU(n))

MapC0(Ỹ ,
⊔

n≥0BU(n)) MapC0(T̃ ,
⊔

n≥0BU(n)) .

(3.3.2)
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This induces a map BỸ ,T̃ → VỸ ×h
VT̃
VỸ , where we use the notation

VZ = MapC0(Z,
⊔
n≥0

BU(n))

for each topological space Z. If T̄ ↪→ X is a neighborhood deformation retract pair

then so is T̃ ↪→ Y . It is then a cofibration in Top and the left vertical and lower

horizontal arrow of (3.3.2) are fibrations in Top. This implies that the natural map

VỸ ,T̃ = VỸ ×VT̃
VỸ −→ VỸ ×

h
VT̃
VỸ

is a homotopy equivalence. By homotopy inverting, we construct R : (BỸ ,T̃ )
cla →

VỸ ,T̃ . It can be shown by following the arguments of Atiyah–Jones [7], Singer [160],

Donaldson [49, Prop 5.1.4] and Atiyah–-Bott [6] that this is a weak homotopy equiv-

alence. We therefore have the natural Z2-bundle (DO(Ỹ ))cla → VỸ ,T̃ .

We summarize some obvious statements about the above constructions. There is

a natural map un : BU(n) → BU × Z, such that π2 ◦ un = n. This induces maps

VZ → CZ which are homotopy theoretic group completions for any Z. In particular

we have a natural map Ω̃ : VỸ ,T̃ → CỸ ,T̃ := CỸ ×CT̃ CỸ .

Lemma 3.3.4. The spaces (BỸ ,T̃ )
cla, VỸ ,T̃ are H-spaces. The maps (p1)

cla, (p2)
cla,R

are H-maps. In particular, (DO(Ỹ ))cla → (BỸ ,T̃ )
cla ' VỸ ,T̃ is a Z2-graded strong

H-principal Z2-bundle and there exists a unique Z2-graded strong H-principal Z2-

bundle DC
O(Ỹ ) → CỸ ,T̃ up to canonical isomorphisms, such that there is a canonical

isomorphism

q∗(DC
O(Ỹ )) ∼= DO(Ỹ ) ,
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where q : VỸ ,T̃ → CỸ ,T̃ is the homotopy theoretic group completion.

Proof. The last statement follows using Proposition 3.2.5 (ii).

3.3.2 Homotopy commutative diagram of H-spaces

We use the definitions of moduli spaces of vector bundles generated by global section of

Friedlander–Walker [57] used by Cao-Gross–Joyce [30, Definition 3.18]. For definition

of Ind-schemes see for example Gaitsgory–Rozenblyum [64], for general treatment of

indization of categories see Kashiwara-Shapira [101, §6]. For Z a scheme over C, this

moduli space is defined as the mapping Ind-scheme :

TZ = MapIndSch(Z,Gr(C∞)) ,

where IndSch is the category of Ind-schemes over C and we view Gr(C∞) as an

object in this category.

Definition 3.3.5. Induced by the embedding of schemes D ↪→ Y , we obtain a map

ρvb
D : TY → TD. We can construct the fiber-product in Ind-schemes TY,D . There is a

natural map ΩY : TY →MY given by composing with the natural Gr(C∞)→ PerfC.

Together with the map Ωag
D : TD → MD constructed in the same way, we obtain a

homotopy commutative diagram of higher stacks:

TY TD TY

MY MD MY ,

Ωag
Y

ρvb
D

Ωag
D

ρvb
D

Ωag
Y

ρD
ρD

which induces Ωag : TY,D = TY ×TD TY →MY,D .
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As (−)top commutes with homotopy colimits by Blanc [16, Prop. 3.7] for an

Ind-scheme S considered as a higher stack represented by the sequence of closed

embeddings of finite type schemes S0 → S1 → S2 → . . ., its topological realization

(S)top is the co-limit in the Top of the sequence San
0 → San

1 → San
2 → . . . , because

the maps are closed embeddings of CW-complexes and thus cofibrations. Using that

filtered co-limits commute with finite limits, we can express TY,D as the filtered co-

limit of T p
Y ×T p

D
T p
Y , where T p

Z = MapSch(Z,Gr(Cp)) for any scheme Z. From this, it

also follows that

(TY,D)top = lim−→
p→∞

(T p
Y )

an ×(T p
D)an (T p

Y )
an = T an

Y ×T an
D
T an
Y .

We have therefore constructed a map

Ωtop : T an
Y ×T an

D
T an
Y → (MY ×MD MY )

top . (3.3.3)

The following is a non-trivial modification of [30, Prop. 3.22], [74, Prop. 4.5] to the

case ofMY,D. We use in the proof the language of spectra (see Strickland [164] and

Lewis–May [72]). We only use that the infinite loop space functor Ω∞ : Sp → Top

preserves homotopy equivalences, where Sp is the category of topological spectra.

Proposition 3.3.6. The map Ωtop : T an
Y ×T an

D
T an
Y → (MY,D)

top is a homotopy

theoretic group completion of H-spaces.

Proof. Let us recall that in a symmetric closed monoidal category C with the internal

hom functor MapC(−,−) the contravariant functor C 7→ MapC(C,D) maps co-limits

to limits. Thus push-outs are mapped to pullbacks because the homotopy category
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of higher stacks is symmetric closed monoidal as shown by Toën–Vezzosi in [172,

Theorem 1.0.4].

The following diagram
D Y

Y

iD

iD (3.3.4)

has a push-out Y ∪D Y in the category of schemes over C using that iD is a closed

embedding and Schwede [156, Corollary 3.7]. Moreover, the result of Ferrand [53,

§6.3] tells us that Y ∪D Y is projective.

We conclude that there are natural isomorphisms

MY,D
∼= MapHSt(Y ∪D Y,PerfC) =MY ∪DY ,

TY,D ∼= MapIndSch(Y ∪D Y,Gr∞(C)) = TY ∪DY .

In fact, under these isomorphisms, the map Ω from Definition 3.3.5 corresponds to

the natural map ΩY ∪DY : TY ∪DY →MY ∪DY .

For a quasi-projective variety Z over C, Friedlander–Walker define in [57, Defini-

tion 2.9] the space Ksemi(Z) as the infinity loop space Ω∞T an
Z , where they use that

T an is an E∞-space. Therefore there is a map T an
Z → Ksemi(Z), which is a homo-

topy theoretic group completion by [120, p. 6.4] and [113, §2]. For a dg-category D

over C, Blanc [16, Definition 4.1] defines the connective semi-topological K-theory

K̃st
(D) in the category Sp. Moreover, in [16, Theorem 4.21], he constructs an equiv-

alence between the K̃st
(D) and the spectrum of the topological realization of the

higher moduli stack of perfect modules of D‡. This induces a homotopy equivalence
‡This moduli stack is denoted in Blanc [16] byMD. Unlike the moduli stacks in Toën–Vaquié, it

classifies only perfect dg-modules over D and not the pseudo-perfect ones. For the case D = Lpe(Y )
it therefore coincides with the mapping stack MY . When Y is projective and smooth, we already
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Ω∞K̃st
(Perf(Z)) → (MZ)top of H-spaces. In [4, Theorem 2.3], Antieau–Heller prove

existence of a natural homotopy equivalence between the H-spaces Ω∞K̃st
(Perf(Z))

and Ksemi(Z). The composition

T an
Z −→ Ksemi(Z) −→ Ω∞K̃st

(Perf(Z)) −→ (MZ)top

for Z = Y ∪D Y is homotopy equivalent to Ωtop
Y ∪DY . We have thus shown that Ωtop is

a homotopy theoretic group-completion.

We now make (O▷◁)top → (MY,D)
top into a weak H-principal Z2-bundle with re-

spect to the binary operation µ on (MY,D)
top which is determined by

MY ×MY MY

MY,D ×MY,D MD ×MD MD

MY ×MY MY .

ρD×ρD

µMY

ρD
π1,3

π2,4

µMD

ρD×ρD

µMY

ρD

(3.3.5)

It can be checked to be commutative and associative in Ho(HSta)C. In fact, asMY,D

is a homotopy fiber product of Γ-objects, it is itself one in HStaC (see Bousfield–

Friedlander [24, §3] for definition of Γ-objects in model categories and Blanc [16, p.

45] for the construction in this case). Let us set some notation. Let us set some

notation. For any a, b, we have the isomorphisms

π∗
1,3(Σa)⊗ π∗

2,4(Σa)
∗ ∼= π∗

1,3(Σb)⊗ π∗
2,4(Σb)

∗

by similar construction as in (3.1.14). In particular, for fixed ./ we obtain the iso-

know that MY and MY are equivalent.
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morphism

σ▷◁ : π
∗
1,3(Σk)⊗ π∗

2,4(Σk)
∗ ∼−→ π∗

1,3(Σ0)⊗ π∗
2,4(Σ0)

∗ . (3.3.6)

Proposition 3.3.7. Let O▷◁ →MY,D be the Z2-bundle from Definition 3.1.16, then

there exists an isomorphism φ▷◁ : O▷◁ ⊠Z2 O
▷◁ → µ∗

M(O▷◁) depending on ./ but inde-

pendent of ord. Moreover, we have

(idMY,D
× µM)∗(φ▷◁)(id× φ▷◁) = (µM × idMY,D

)∗(φ▷◁) ◦ (φ▷◁ × id) .

Proof. First note, that we have the isomorphism

µ∗
MY

(Λ0) ∼= π∗
1Λ0 ⊗ π∗

1,2Σ0 ⊗ π∗
2Λ0 ⊗ π∗

1,2 ◦ σ∗Σ0 .
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Using this together with (3.3.5) we obtain the following commutative diagram

π∗
1Λ0 ⊗ π∗

3Λ0 ⊗ π∗
4Λ

∗
0 ⊗ π∗

2Λ
∗
0

π∗
1Λ0⊗π∗

1,3Σ0⊗π∗
1,3Σ

∗
k⊗π∗

3Λ0

⊗π∗
4Λ

∗
0⊗π∗

2,4Σ
∗
0⊗π∗

2,4Σk⊗π∗
2Λ

∗
0

µ∗(π∗
1Λ0 ⊗ π∗

2Λ
∗
0)

π∗
1Λ0⊗π∗

1,3Σ0⊗π∗
1,3◦σ∗Σ0⊗π∗

3(Λ0)

⊗π∗
4Λ

∗
0⊗π∗

2,4◦σ∗Σ∗
0⊗π∗

2,4Σ0⊗π∗
2Λ

∗
0

π∗
1Λ

∗
k⊗π∗

1,3◦σ∗Σ∗
k⊗π∗

1,3Σ
∗
k⊗π∗

3(Λ
∗
k)

⊗π∗
4Λk⊗π∗

2,4Σk⊗π∗
2,4◦σ∗Σ∗

k⊗π∗
2Λk

µ∗(π∗
1Λ

∗
0 ⊗ π∗

2Λ0)
π∗
1Λ

∗
0⊗π∗

1,3Σ
∗
0⊗π∗

1,3◦σ∗Σ∗
0⊗π∗

3Λ
∗
0

⊗π∗
4Λ0⊗π∗

2,4Σ0⊗π∗
2,4◦σ∗Σ0⊗π∗

2Λ0

π∗
1Λ

∗
0⊗π∗

1,3Σ
∗
0⊗π∗

1,3Σk⊗π∗
3Λ

∗
0

⊗π∗
4Λ0⊗π∗

2,4Σ0⊗π∗
2,4Σ

∗
k⊗⊗π2Λ∗

0

π∗
1Λ

∗
0 ⊗ π∗

3Λ
∗
0 ⊗ π∗

4Λ0 ⊗ π∗
2Λ0

Where the left vertical arrow is µ∗(ϑ▷◁) and the composition of all arrows on the right

is π∗
1,2(ϑ▷◁) ⊗ π∗

3,4(ϑ▷◁) by generalization of the arguments in Cao–Gross–Joyce [30,

p. 43]. To construct arrows on the right, we use multiple times Serre duality and

(3.3.6). This is what induces the isomorphism φ▷◁. Note that we need to permute

π∗
2Λ0 through π∗

3Λ0 and π∗
4Λ

∗
0 on both ends, giving the extra sign

(−1)deg(π∗
2Λ0)

(
deg(π∗

3Λ0)+deg(π∗
4Λ0)

)
(3.3.7)

for the isomorphism of Z2-bundles. Checking the associativity of the isomorphism

combines the ideas of the proof of associativity in Lemma 3.2.6 and the ones used in

the diagram above. The independence of ord follows by the same arguments as used
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in 3. of the proof of Theorem 3.1.18.

Using the notation from Definition 3.3.3, we have an obvious map

Λ : T an
Y ×T an

D
T an
Y −→ VY,D (3.3.8)

which corresponds to the inclusion of holomorphic maps into the continuous maps to

Gr(C∞)an . This map is continuous (see Friedlander–Walker [58]). Let T̄i ⊃ Di be

closed tubular neighborhoods for i = 1, . . . , N . One can construct homotopy retracts

Hi of T̄i to Di which can be extended to H̃i : I ×Y → Y , such that H̃i|I×T̄i
= Hi and

H̃i(t,−)|Y \(1+ϵi)Ti
= id

Y \(1+ϵi)Ti
, where (1 + εi)Ti denotes some tubular neighborhood

containing T̄i. We concatenate them to get H̃, H = H̃|T̄×I . Using that D has locally

analytically the form C4−k×{(z1, . . . , zk) ∈ Ck : z1 · . . . ·zk = 0}, one can assume that

H̃(t, T ) ⊂ T and H̃(t,D) = D§. The pullback along H̃(1,−) and H(1,−) induces

homotopy equivalences

Υ : VY,D −→ VY,T̄ , ΥC : CY,D −→ CY,T̄ , (3.3.9)

which we use from now on to identify the spaces. As X ⊂ Y is Calabi–Yau, choosing

K = X\T , where T is the interior of T̄ , we construct spin Ỹ as in Definition 3.3.1.

Define

GỸ : VY,T̄ −→ VỸ ,T̃ , GC
Ỹ
: CY,T̄ −→ CỸ ,T̃ , (3.3.10)

§One can construct this by taking a splitting of 0 → TDi → TY → NDi → 0, taking geodesic
flow in the normal direction for all Di. Then around each intersection projecting the flow to be
parallel to each of the other divisors.
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by GỸ (m1,m2) = (m̃1, m̃2) for each (m1,m2) ∈ VY ×VT̄
VY such that

m̃1|U = m1|U , m̃1|−U = m1|U , m̃2|U = m2|U , m̃2|−U = m1|U . (3.3.11)

Which gives us Z2-bundles:

DO := Υ∗ ◦G∗
Ỹ
(DO(Ỹ )) , DC

O −→ CY,D . (3.3.12)

Lemma 3.3.8. Let E,F, φ be smooth vector bundles and φ : E|D → F |D be an iso-

morphism, smooth on each Di. Then there exists a contractible choice of isomorphism

Φ̄ : E|T̄ → F |T̄ , Φi : E|T̄i
→ F |T̄i

such that Φi|Di
= φ|Di

and Φi can be deformed into

Φ̄ along isomorphism. Moreover, the map (3.3.10) corresponds to

[E,F, φ] 7−→ [E,F, Φ̄] .

The Z2-graded strong H-principal Z2-bundles DO and DC
O are independent of the

choices made.

Proof. The isomorphism H∗(E|D) ∼= E|T̄ can be constructed by parallel transport

along a contractible choice of partial connections in the I direction (see e.g. Lang

[111, §IV.1]) which are piece-wise smooth. Doing the same for F gives us Φi : F |T̄ ∼=

H∗(F |D) ∼= H∗(E|D) ∼= ET̄ . As, we can re-parameterize the order using an IN -

family of homotopies, it will be independent of it. Moreover, each Φi is defined

by F |T̄i
∼= H∗

i (F |Di
) ∼= H∗

i (E|Di
) ∼= E|T̄i

, which can be deformed to Φ̄ along the

transport. The choices of splittings 0 → TDi → TY → NDi → 0,where NDi is

the normal bundle are contractible and so is the choice of metric for geodesic flow.
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Different choices of sizes of these neighborhoods correspond to a choice of some small

εi > 0. For each choice of the data above, the Z2-bundle DO → VY,D is independent of

the choices made during the construction of Ỹ in Definition 3.3.1. For this let (Ỹ1, T̃1),

(Ỹ2, T̃2) be two pairs constructed using Definition 3.3.1. Recall that this corresponds

to fixing two different sets U1,2 ⊃ K with a boundary. A family Z → VY,D gives

Z
z1−→ VỸ1,T̃1

, Z
z2−→ VỸ2,T̃2

Which can be interpreted as the following diagram of

(families) of vector bundles:

Ẽ1 F̃1

Ẽ2 F̃2

id on U1∩U2

Φ̃1 on T̃1

id on U1∩U2

ϕ̃2 on T̃2

,

Induced by [174, Thm. 2.10], we have the isomorphism z∗1
(
DO(Ỹ1)

) ∼=

or
(
/D
∇ad(P̃1)

)
or
(
/D
∇ad(Q̃1)

)∗ ∼= or
(
/D
∇ad(P̃2)

)
or
(
/D
∇ad(Q̃2)

)∗ ∼= z∗2
(
DO(Ỹ1)

)
, where P̃i, Q̃i

are the unitary frame bundle for Ẽi, F̃i. The fact that it is an isomorphism of

strong H-principal Z2-bundles follows from compatibility under sums in Theorem

[174, Thm.2.10 (iii)] and the natural orientations of or( /D∇(P̃1×Ỹ
Q̃1)U(n)×U(m)C̄

n⊗Cm ) and

or( /D∇(P̃2×Ỹ
Q̃2)U(n)×U(m)C̄

n⊗Cm ) as in [98, Ex. 2.11] compatible under excision as they are

determined by the complex structures which are identified.

From now on, we will not distinguish between Ind-schemes and their analytifica-
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tions. Note that by Proposition 3.2.3, we have the commutative diagram

TY,D VY,D VY,T̄ VỸ ,T̃

(MY,D)
top CY,D CY,T̄ CỸ ,T̃

(Ωag)top

Λ

Ω

Υ GỸ

Ω̃

Γ ΥC
GC

Ỹ

. (3.3.13)

The map Γ was expressed explicitly in Definition 3.1.17 and all the vertical arrows

are homotopy theoretic group completions.

3.3.3 Comparing excisions

The results of this section have been also obtained in the author’s work [19] by different

but equivalent means. We begin by defining a new set of differential geometric line

bundles on TY,D × TY,D. Let D = ∂̄ + ∂̄∗ : Γ∞(A0,even)→ Γ∞(A0,odd), then we define

Σ̂dg
a,P,Q −→ AP ×AQ

given by a complex line det(D∇Hom(E,F⊗La)) at each point (∇P ,∇Q), where E,F are the

associated complex vector bundles to P,Q and ∇Hom(E,F ) is the induced connection

on E∗ ⊗ F . This descends to a line bundle on Σ̂dg
a,P,Q → BP × BQ. Taking the union

over isomorphism classes [P ], [Q], we obtain a line bundle

Σ̂dg
a −→ BY × BY .
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Using the natural map Λ× Λ : TY × TY → VY × VY ' (BY )cla × (BY )cla, we can pull

back these bundles to obtain

Σdg
a −→ TY × TY and Λdg

a = ∆∗(Σdg
a ). (3.3.14)

Lemma 3.3.9. After a choice of ./ there exist natural isomorphisms

σ▷◁ :π
∗
1,3(Σ

dg
k )⊗ π∗

2,4(Σ
dg
k )∗

∼−→ π∗
1,3(Σ

dg
0 )⊗ π∗

2,4(Σ
dg
0 )∗ ,

τ▷◁ :π
∗
1(Λ

dg
k )⊗ π∗

2(Λ
dg
k )∗

∼−→ π∗
1(Λ

dg
0 )⊗ π∗

2(Λ
dg
0 )∗ .

Moreover, we have the isomorphisms

#
Σdg

a
: Σdg

a
∼−−→ σ∗(Σdg

k−a)
∗ , #a : Λ

dg
a

∼−−→ (Λdg
k−a)

∗ . (3.3.15)

Proof. The following construction works in families due to the work done in §3.2.3,

so we restrict ourselves to a point (p, q) = ([E1, F1, φ1], [E2, F2, φ2]), where φ1/2,i :

E1/2|Di
→ F1/2|Di

are isomorphism. We also set the notation

Va = End(E1, F1 ⊗ La) and Wa = End(E2, F2 ⊗ La) . (3.3.16)

Using Φ̄a to denote the isomorphism Va|T → Wa|T constructed in Lemma 3.3.8. We

then have the data
σVk

σWk

σV0 σW0

Ω−1

iΦk

Ω−1

iΦ0

using that Ω is invertible outside of D. We therefore obtain the isomorphism σ▷◁
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from Lemma 3.2.18. Then we have the standard definition of the Hodge star ? :

Γ∞(Ap,q) → Γ∞(A4−p,4−q) , given by α ∧ ∗β = 〈α, β〉Ω ∧ Ω̄, where 〈−,−〉 is the

hermitian metric on forms. We define then the anti-linear maps

#1 : A0,even → A0,even ⊗KX , #2 : A0,odd → A0,odd ⊗KX

#op
1 : A0,even ⊗KX → A0,even , #op

2 : A0,odd ⊗KX → A0,odd , (3.3.17)

by #1|A0,2q = (−1)q? ,#2|A0,2q+1 = (−1)q+1? ,#op
1 |A4,2q = (−1)q? ,#op

2 |A4,2q+1 =

(−1)q+1 ? . These solve #op
i ◦ #i = id and #i ◦ #op

i = id. We have the commu-

tativity relations DKX
◦ #1 = #2 ◦ D and #op

2 ◦ DKX
= D ◦ #op

1 and obtain the

isomorphisms det(σVa)
∼= det(σVk−a

) ∼= det(σVk−a
)∗ . where the second isomorphism

on both lines uses the hermitian metrics on forms which descend to a hermitian metric

on the determinant.

Definition 3.3.10. Let Uvb → Y × TY be the universal vector bundle generated by

global sections. We define

Extvb
a = π1,2 ∗(π

∗
1,3 U∗

vb ⊗ π∗
1,3 Uvb ⊗ π∗

1(La)) , Pvb
a = ∆∗Extvb

a

Σvb
a = det(Extvb

a ) , Λvb
a = ∆∗(det(Σvb

a )
)

We then have the isomorphisms

σvb
▷◁ = (Ωag)∗(σ▷◁) : π

∗
1,3(Σ

vb
k )⊗ π∗

2,4(Σ
vb
k )∗

∼−→ π∗
1,3(Σ

vb
0 )⊗ π∗

2,4(Σ
vb
0 )∗ ,

τvb
▷◁ = ∆∗(σvb

▷◁ ) : π
∗
1(Λ

vb
k )⊗ π∗

2(Λ
vb
k )∗

∼−→ π∗
1(Λ

vb
0 )⊗ π∗

2(Λ
vb
0 )∗ .
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In particular, we have the Z2-bundle O▷◁
vb → TY,D, such that naturally O▷◁

vb
∼=

(Ωag)∗O▷◁.

The following proposition is the result of trying to develop a more general frame-

work of relating compactly supported coherent sheaves to compactly supported

pseudo-differential operators using cohesive modules of Block [17] and Yu [176].

Proposition 3.3.11. There are natural isomorphisms κa,d
a : Σvb

a
∼= Σdg

a such that the

the following diagram commutes up to natural isotopies:

π∗
1,3(Σ

vb
k )⊗ π∗

2,4(Σ
vb
k )∗ π∗

1,3(Σ
vb
0 )⊗ π∗

2,4(Σ
vb
0 )∗

π∗
1,3(Σ

dg
k )⊗ π∗

2,4(Σ
dg
k )∗ π∗

1,3(Σ
dg
0 )⊗ π∗

2,4(Σ
dg
0 )∗ ,

π∗
1(Λ

vb
k )⊗ π∗

2(Λ
vb
k )∗ π∗

1(Λ
vb
0 )⊗ π∗

2(Λ
vb
0 )∗

π∗
1(Λ

dg
k )⊗ π∗

2(Λ
dg
k )∗ π∗

1(Λ
dg
0 )⊗ π∗

2(Λ
dg
0 )∗ .

π∗
1,3(κ

a,d
k )⊗π∗

2,4(κ
a,d
k )−∗

σvb
▷◁

π∗
1,3(κ

a,d
0 )⊗π∗

2,4(κ
a,d
0 )−∗

σdg
▷◁

τvb
▷◁

τdg▷◁

(3.3.18)

Proof. We examine up close the definitions of each object involved and show that up

to natural isotopies in families the diagram commutes. We begin therefore with the

definition of τa,da . We restrict again to a point (p, q) = ([E1, F1, φ1], [E2, F2, φ2]) as it

can be shown by using the arguments of §3.2.3, [30, Prop. 3.25] that our methods

work in families. We also use

Va,i := Va|Di
, Wa,i := Wa|Di

φa,i : Va,i
∼−→Wa,i

Φa,i : Va|Ti

∼−→Wa|Ti
, Φa : Va|T

∼−→Wa|T

Let E → Y be a holomorphic vector bundle, then RΓ•(E) = Γ(E ⊗A0,•). where
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the differential is given by ∂̄E = ∂̄∇E . Here∇E is the corresponding Chern connection.

Let DE = ∂̄E + ∂̄∗
E : Γ(E ⊗ A0,even) → Γ(E ⊗ A0,odd) , then Hodge theory gives us

the natural isomorphisms det(DE) ∼= det
(
RΓ•(E)

)
after making a contractible choice

of metric on E. Continuing to use the notation from Lemma 3.3.9, we obtain the

isomorphisms

κa,d
a |p : Σvb

a |p ∼= det
(
RΓ•(Va)

) ∼= det
(
DVa

) ∼= det(D∇Va ) ∼= Σag
a |p

generalizing those of Cao–Gross–Joyce [30, Prop. 3.25], Cao–Leung [31, Thm. 2.2],

Joyce–Upmeier [99, p. 38]. Recall now that at (p, q) the isomorphism π∗
1,3(Σa) ⊗

π∗
2,4(Σ

∗
a)
∼= π∗

1,3(Σa−ei)⊗ π∗
2,4(Σ

∗
a−ei

) is given by

det
(
RΓ•(Va)

)
⊗ det

(
RΓ•(Wa)

)∗ ∼= det
(
RΓ•(Va−ei)

)
⊗ det

(
RΓ•(Va,i)

)
⊗ det

(
RΓ•(Wa,i)

)∗ ⊗ det
(
RΓ•(Wa−ei)

)∗ ∼= det
(
RΓ•(Va−ei)

)
⊗ det

(
RΓ•(Wa−ei)

)∗
,

(3.3.19)

where we are using the short exact sequences 0 → Va−ei → Va → Va|Di
→ 0 and

0→ Wa−ei → Wa → Wa|Di
→ 0 . We have the exact complex

Va−ei ⊕Wa−ei Ka,i Va ⊕Wa Va,i → 0 ,
(fVa , fWa )

pVa

pWa


(rVa ,−ϕa,i ◦ rWa )

(3.3.20)

Here ρVa/Wa are restrictions, fVa/Wa the factors of inclusion and pVa/Wa ◦ fVa/Wa = si

for the section si : O
si−→ O(Di). Moreover, Ka,i := ker

(
rVa − φa,i ◦ rWa

)
is locally

free, because Va|Di
has homological dimension 1. This holds also for the corresponding

family on Y ×TY,D×TY,D by the same argument. The following is a simple consequence
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of the construction.

Lemma 3.3.12. We have the quasi-isomorphisms

Va ⊕Wa Ka,i

Va−ei Va

πVa−ei

(fVa ,fWa )

pVa

si

,

Va−ei ⊕Wa−ei Ka,i

Wa−ei Wa

πWa−ei

(fVa ,fWa )

pWa

si

.

Using Ca to denote both upper cones and CVa, CWa to denote the lower cones, this

gives a commutative diagram
Ca CVa

CWa Wa,i

of quasi-isomorphisms.

Therefore (3.3.19) becomes

det
(
RΓ•(Va)

)
⊗ det∗

(
RΓ•(Va−ei)

)
⊗ det(RΓ•(Wa−ei))⊗ det∗(RΓ•(Wa)

)
∼= det

(
RΓ•(Ca

))
⊗ det∗

(
RΓ•(Ca

)) ∼= C .

Using compatibility with respect to different filtrations discussed in [105, p. 22] and

that a dual of an evaluation is a coevaluation in the monoidal category of line bundles

together with checking the correct signs one can show that this is expressed as

det(RΓ•(Va))⊗ det∗(RΓ•(Va−ei))⊗ det(RΓ•(Wa−ei)⊗ det∗
(
RΓ•(Wa

))
∼=

det
(
RΓ•

(
Va

))
⊗det∗

(
RΓ•(Va−ei )

)
⊗det∗

(
RΓ•(Ka,i)

)
⊗det

(
RΓ•(Va−ei⊕Wa−ei )

)
det∗

(
RΓ•(Va−ei⊕Wa−ei )

)
⊗det

(
RΓ•(Ka,i)

)
⊗det

(
RΓ•(Wa−ei )

)
⊗det∗

(
RΓ•(Wa)

) ∼= C , (3.3.21)

where the last isomorphism is the consequence of the following short exact sequences:

0 −→ Va−ei ⊕Wa−ei −→ Ka,i ⊕ Va−ei −→ Va −→ 0 ,

0 −→ Va−ei ⊕Wa−ei −→ Ka,i ⊕Wa−ei −→Wa −→ 0 . (3.3.22)
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Let ∂̄1, ∂̄2, ∂̄3 be the holomorphic structures on each of the three terms of the first

sequence, then choosing its splitting we can define ∂̄t
2 =

∂̄1 t∂̄(1,1)

0 ∂̄3

 and deforming

to t = 0 the sequence splits. This gives us the following diagram commuting up to

isotopy:

det
(
RΓ•(Va−ei ⊕Wa−ei)

)
det(RΓ•(Va)) det

(
RΓ•(Ka,i ⊕ Va−ei)

)
det

(
DVa−ei⊕Wa−ei⊕Va

)
det

(
DKa,i⊕Va−ei

)
,

[105, Cor. 2]

∗

(and a similar one for the second sequence) where ∗ corresponds to the isomorphism

(3.2.6) for

fVa fWa p∗Va

0 id s∗i

 : Va−ei ⊕Wa−ei ⊕ Va −→ Ka,i ⊕ Va−ei . (3.3.23)

In Lemma 3.3.14 below, we show that there exists a natural isomorphism ΦKa,i
:

Ka,i|Ti
→ Ka,i|Ti

, such that all the diagrams below satisfy the conditions in Definition

3.2.17. We therefore get

σVa−ei⊕Wa−ei⊕Va σVa−ei⊕Wa−ei⊕Wa

σKa,i⊕Va−ei
σKa,i⊕Wa−ei

(
fVa fWa p∗Va
0 id s∗i

)

 0 iΦ−1
a−ei,i

0

iΦa−ei,i
0 0

0 0 iΦa,i



(
fVa fWa p∗Va
0 id s∗i

)

(
iΦKa,i

0

0 iΦa−ei

)

We may restrict (3.3.23) to X\(1 − ε)T̄i because we already cover Ti by the other
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isomorphisms in the diagram. We choose the compact set Ki = (1 − ε/2)Ti. Then

deform t 7→
(

fVa fWa tp∗Va
0 tid s∗i

)
as these are now isomorphisms in X\(1− ε)Ti. Moreover,

rotating

t 7→


sin(t) id icos(t) Φ−1

a−ei,i
0

icos(t)Φa−ei,i sin(t) id 0

0 0 Φa,i

 ,

icos(t) ΦKa,i
+ sin(t) id 0

0 Φa−ei



we obtain the separate two diagrams

σVa−ei⊕Wa−ei
σVa−ei⊕Wa−ei

σKa,i
σKa,i

( fVa fWa )

( id 0
0 id )

( fVa fWa )

id

,

σVa−ei
σWa−ei

σVa σWa

s∗i

Φa−ei,i

s∗i

Φa,i

In the left diagram we can extend the identities to all of Y , so by Lemma 3.2.18, we

showed that (3.3.21) coincides with the adjoint of Ξ from Lemma 3.2.18 for the right

diagram. Using this for each step k =
∑

i kiei, deforming the isomorphisms Φa,i on

Ti into Φa on T and taking K =
∩N

i=1Ki, we obtain (3.3.18) for the data ./ because∏
(si,k)

∗∏(tj,k)
−∗ = Ω∗. The second diagram in (3.3.18) is obtained by pulling back

along ∆ : TY,D → TY,D × TY,D.

Remark 3.3.13. We could replace in (3.3.18) the labels k, 0 by arbitrary a, b.

Lemma 3.3.14. There exists a natural isomorphism ΦKa,i
: Ka,i|Ti

→ Ka,i|Ti
, such

that icos(t)ΦKa,i + sin(t)idKa,i
are invertible for all t and such that all diagrams used

in the proof of Proposition 3.3.11 satisfy the condition of Definition 3.2.17.

Proof. Using the octahedral axiom, one can show that there are short exact sequences
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0 → Va−ei

fVa−−→ Ka,i

pWa−−→ Wa → 0 and 0 → Wa−ei

fWa−−→ Ka,i

pVa−−→ Va → 0. We obtain

the following commutative diagram

0 Va−ei |Di
Ka,i|Di

Wa|Di
0

0 Wa−ei |Di
Ka,i|Di

Va|Di
0

−ϕa−ei,i id ϕa,i

as can be seen from the following diagram:

0 Va−ei,i Ka,i|Di
Va,i ⊕Wa,i Va,i 0 .

0 Wa−ei,i Ka,i|Di
Va,i ⊕Wa,i Wa,i 0

−ϕa−ei,i id id −ϕa,i

induced by restricting

0 Ka,i|Di
Va,i ⊕Wa,i Va,i 0 .

0 Ka,i|Di
Va,i ⊕Wa,i Wa,i 0

id id −ϕa,i

to the divisor. Choosing a splitting of the first exact sequence in Ti. we obtain

(fVa , fWa) =
(

id −Φ′
a−ei,i

0 si

)
, where Φ′

a−ei,i
|Di

= φa−ei,i, so we can take Φa−ei,i = Φ′
a−ei,i

.

This induces also the splitting of the second sequence in Ti and we can define the

isomorphism by

ΦKa,i
: Ka,i|Ti

∼= Wa−ei|Ti
⊕ Va|Ti

Va−ei|Ti
⊕Wa

∼= Ka,i|Ti
.

(
Φa−ei 0

0 Φa

)

In this splitting, we then have the invertible isomorphisms icos(t)ΦKa,i
+ sin(t)id =(

ieitΦa−ei 0

si ie−itΦa

)
where we used idKsi

= (fVa , fWa) ◦ (fVa , fWa)
−1 =

(
−Φ−1

i 0
si Φi

)
and

one can check directly, these satisfy the necessary commutativity for all steps needed

in Proposition 3.3.11.
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Proposition 3.3.15. There are natural isomorphisms Λ∗(DO) ∼= (Ωag)∗(O▷◁) of

strong H-principal Z2-bundles independent of ord.

Proof. Let O▷◁
dg be the Z2-bundle associated to

ϑdg
▷◁ =

(
π∗
1(#k)⊗ π∗

2(#k)
−1
)
◦ (τdg

▷◁ )
−1 : π∗

1(Λ
dg
0 )⊗ π∗

2(Λ
dg
0 )∗ → π∗

1(Λ
dg
0 )∗ ⊗ π∗

2(Λ
dg
0 ) ,

then it is a strong H-principal Z2-bundle by similar arguments to 3.3.7 using Lemma

3.3.9 and part 2 of Lemma 3.2.16, where we obtain similarly as in (3.3.7) additional

signs (−1)deg(π∗
2Λ

dg
0 )
(

deg(π∗
3Λ

dg
0 )+deg(π∗

4Λ
dg
0 )
)
.

We have the isomorphisms of strong H-principal Z2-bundles

Λ∗(O▷◁) ∼= O▷◁
dg
∼= DO ,

where the first isomorphism is constructed by applying Proposition 3.3.11 and Lemma

3.2.18 and is clearly strong H-principal. For the second one, let us again restrict

ourselves to the point (p, q) as in the proof of Proposition 3.3.18. Note that for all t

we have isomorphisms:

det(σV0 , σW0 , Φ̄, Φ̄)
t
χ det(σV0 , σW0 , Φ̄, Φ̄)

1
χ

det(σV0 , σW0 , Φ̄, Φ̄)
t
χ det(σVk

, σWk
, Φ̄, Φ̄)1χ

det∗(σV0 , σW0 , Φ̄, Φ̄)
t
χ det∗(σV0 , σW0 , Φ̄, Φ̄)

1
χ

Prop. 3.2.13(v)

π∗
1(Ω)⊗π∗

2(Ω
−∗)

(3.3.17)

Prop. 3.2.13(v)

(3.3.17)

Prop. 3.2.13(v)

The composition of the vertical arrows on the left is precisely ϑdg
▷◁ , while the associated

Z2-torsor to the real structure corresponding to vertical arrows on the right is by
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excision as in Lemma 3.3.8 isomorphic toDO|(p,q) using that Φ̄ are unitary and (3.3.17)

restrict outside of εT to (2.1.2). As the diagram is commutative for all t, we obtain

the required isomorphisms DO|(p,q) ∼= O▷◁
dg. It is an isomorphisms of strong H-principal

Z2-bundles by the compatibility under direct sums of Lemma 3.2.16 and using the

arguments of [30, Prop. 3.25] (see also proof of Lemma 3.3.8) together with paying

attention to the signs above.

The independence of any choice of ord can then be shown because diagram (3.3.18)

commutes and both σvb
▷◁ and σdg

▷◁ are independent (see proof of Theorem 3.1.20). We

only sketch the idea, as the precise formulation is comparably more tedious than the

proof of Proposition 3.3.11: one uses excision on the diagram (3.1.3) using the com-

mon resolutions of Lemma 3.3.12, where the top right corner of (3.1.3) has resolution

V0 ⊕W0 → Ke2,2, bottom left V0 ⊕W0 → Ke1,1 and the bottom right one

(V0⊕W0 → Ke1,1⊕Ve2⊕We2 → Ke1+e2,1)
∼= (V0⊕W0 → Ke2,2⊕Ve1⊕We1 → Ke1+e2,2) .

The automorphism on Ke1,1|T1 , Ke2,2|T2 , Ke1+e2,1|T1 , Ke1+e2,2|Ti
are then the ones

constructed in Lemma 3.3.14 and one follows the arguments of Proposition 3.3.11 to

remove contributions of all K’s.

Theorem 3.1.18 now follows from the above corollary together with applying

Proposition 3.2.5 (i) and then (ii).
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3.4 Orientation groups for non-compact Calabi–

Yau fourfolds

In this final section, we describe the behavior of orientations under direct sums. We

recall the notion of orientation group from [98] and formulate the equivalent version

of [98, Theorem 2.27] for the non-compact setting, where we replace K-theory with

compactly supported K-theory. For background on compactly supported cohomology

theories, see Spanier [161], Ranicki–Roe [151, §2]. From the algebraic point of view,

see the discussion in Joyce–Song [97, §6.7] and Fulton [61, §18.1].

3.4.1 Orientation on compactly supported K-theory

In (3.3.12), we define the strong H-principal Z2-bundle DC
O → CY,D. We first describe

its commutativity rules as in [98, Definition 2.22].

Definition 3.4.1. Let µC : CY,D × CY,D → CY,D, µcs : Ccs × Ccs → Ccs be the binary

maps and

τ : DC
O ⊠DC

O −→ µ∗
C(D

C
O) , τ cs : Ocs ⊠Ocs −→ µ∗

cs(O
cs) (3.4.1)

be the isomorphisms of Z2-bundles on CY,D ×CY,D, which make (DC
O, τ) into a strong

H-principal Z2-bundle and τ cs a restriction of τ .

We recall the notion of Euler-form as defined in Joyce–Tanaka–Upmeier [98, Def-

inition 2.20] for real elliptic differential operators.

Definition 3.4.2. Let X be a smooth compact manifold, E0, E1 vector bundles on

X and P : E0 → E1 a real or complex elliptic differential operator. Let E,F → X
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be complex vector bundles, the Euler form χP : K0(X)×K0(X)→ Z is defined by

χP (JEK, JF K) = indC(σ(P )⊗ idπ∗(Hom(E,F )))

together with bi-additivity of χP . We used the notation from §3.2.3 for symbols of

operators. If X is spin and P = /D+, we write χR
X := χ /D. Similarly, if X is a complex

manifold and D = ∂̄ + ∂̄∗ : A0,even → A0,odd is the Dolbeault operator, then we use

χX := χD.

Recall that we have a comparison map c : G0(X)→ K0(X), where G0(X) is the

Grothendieck group associated to DbCoh(X). Let χag
X : K0(X) × K0(X) → Z be

defined by χag
X (E,F ) =

∑
i∈Z(−1)idimC(Exti(E,F )), then when X is smooth , we

have χX ◦ (c× c) = χag
X .

Proposition 3.4.3. Let i1, i2 : Y → Y ∪D Y be the inclusions of the two copies of

Y and δ(α, β) ∈ K0(Y ∪D Y ) denote a K-theory class, such that i∗1(δ(α, β)) = α

and i∗2(δ(α, β)) = β. We have the bijection π0(CY,D) = K0(Y ∪D Y ). Let Cδ(α,β) be

the components corresponding to δ(α, β) and DC
O|δ(α,β) the restriction of DC

O to it.

Suppose a choice of trivialization oδ(α,β) : Z2 → DC
O|δ(α,β) is given for each δ(α, β) ∈

K0(Y ∪D Y ), then define εδ(α1,β1),δ(α2,β2) ∈ {−1, 1} by

τ
(
oδ(α1,β1) ⊠Z2 oδ(α2,β2)

)
= εδ(α1,β1),δ(α2,β2)oδ(α1,β1)+δ(α2,β2)
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These signs satisfy:

εδ(α2,β2),δ(α1,β1) =(−1)
(
χY (α1,α1)−χY (β1,β1)

)(
χY (α2,α2)−χY (β2,β2)

)
+χY (α1,α2)−χY (β1,β2)

εδ(α1,β1),δ(α2,β2) .

εδ(α1,β1),δ(α2,β2)εδ(α1+α2,β1+β2),δ(α3,β3) = εδ(α2,β2),δ(α3,β3)εδ(α2+α3,β2+β3),δ(α1,β1) . (3.4.2)

Let (Mγ(α,β))
top = Γ−1(Cγ(α,β)), (O▷◁

γ(α,β))
top = (O▷◁)top|(Mγ(α,β))

top and oag
γ(α,β) =

I▷◁
(
Γ∗(oγ(α,β))

)
the trivializations of (O▷◁

γ(α,β))
top obtained using I▷◁ from (3.1.18). Let

φ▷◁ be from Proposition 3.3.7, then it satisfies

φ▷◁(oag
δ(α1,β1)

⊠Z2 o
ag
δ(α2,β2)

)
= εδ(α1,β1),δ(α2,β2)o

ag
δ(α1,β1)+δ(α2,β2)

.

Proof. Recall the definition of Ỹ , T̃ from Definition 3.3.1. One can express DC
O(Ỹ )

as a product of Z2-graded Z2-bundles p∗1(O
/DỸ
C ) ⊗ p∗2(O

/DỸ
C )∗ obtained by Proposition

3.2.5 from O /DỸ in Example 3.2.8, where CỸ
p1←− CỸ ×CD CỸ

p2−→ CỸ are the projections

and deg
(
O

/DỸ
C

)
|Cα̃ = χR

Ỹ
(α̃, α̃) . Using Definition 3.2.8 and Lemma 3.2.6 together

with Joyce–Tanaka–Upmeier [98, p. 2.26], a simple computation shows that for each

γ̃i(α̃i, β̃i), which under inclusion ι̃1,2 : Ỹ → Ỹ ∪T̃ Ỹ restrict to α̃i, β̃i respectively, we

have the formula

τ̃γ̃2(α̃2,β2),γ̃1(α̃1,β̃1)
= (−1)

(
χR
Ỹ
(α̃1,α̃1)−χR

Ỹ
(β̃1,β̃1)

)(
χR
Ỹ
(α̃2,α̃2)−χR

Ỹ
(β̃2,β̃2)

)
+χR

Ỹ
(α̃1,α̃2)−χR

Ỹ
(β̃1,β̃2)

τ̃γ̃1(α̃1,β̃1),γ̃2(α̃2,β̃2)
(3.4.3)

Two points [E±, F±, φ±] of VY ×VT̄
VY map to [Ẽ±, F̃±, φ̃±] ∈ VỸ ,T̃ , as described in
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(3.3.11). Using excision on index and Definition 3.4.2, it follows that

χR
Ỹ
(JẼ+K, JẼ−K)− χR

Ỹ
(JF̃+K, JF̃−K) = χY (JE+K, JE−K)− χY (JF+K, JF−K) .

Using (3.3.13) and biadditivity of χ, we obtain

χR
Ỹ
(α̃1, α̃2)− χR

Ỹ
(β̃1, β̃2) = χY (α1, α2)− χY (β1, β2) ,

where α̃i, β̃i are K-theory classes glued from αi, βi as in (3.3.11), from which we obtain

τδ(α2,β2),δ(α1,β1) =(−1)
(
χY (α1,α1)−χY (β1,β1)

)(
χY (α2,α2)−χY (β2,β2)

)
+χY (α1,α2)−χY (β1,β2)

τδ(α1,β1),δ(α2,β2) .

This leads to (3.4.2) by using that DC
O is strong H-principal. To conclude the final

statement of the proposition, one applies Proposition 3.3.15.

Recall from Definition 3.1.19 that we have the map Γcs : (MX)
top → Ccs

X . There

exists a compactly supported Chern character which is an isomorphism

chcs : K
∗
cs(X)⊗Z Q −→ H∗

cs(X,Q) (3.4.4)

of Z2-graded rings. We also have the Euler form on Heven
cs (X,Q):

χ̄ : Heven
cs (X,Q)×Heven

cs (X,Q) −→ Q

χ̄(a, b) = deg(a∨ · b · td(TX))4 . (3.4.5)
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Combining (3.4.4) and (3.4.5), one gets χ̄ : K0
cs (X) × K0

cs (X) → Z . Note that, we

have χ̄(α, β) = χY (ᾱ, β̄), where for a class α ∈ K0
cs (X), ᾱ denotes the class of K0(Y )

extended trivially to D.

Using that Oω is strong H-principal by the same arguments as in the compact case

(see Cao–Gross–Joyce [30, Lemma 3.13]), we have the isomorphisms φω : Oω⊠Z2O
ω →

µ∗(Oω). We can now state the main result of comparison of signs under sums in non-

compact Calabi–Yau fourfolds.

Theorem 3.4.4. Let Ccs
α denote the connected component of Ccs

X corresponding to

α ∈ K0
cs(X) = π0(Ccs

X) and Ocs
α = Ocs |Ccs

α
. Let (Mα)

top = (Γcs)−1(Ccs
α ). After fixing

choices of trivializations ocs
α of Ocs

α , we define εα,β

φω
(
I
(
Γ∗ocs

α

)
⊠ I

(
Γ∗ocs

β

)) ∼= εα,βI
(
Γ∗ocs

α+β

)
.

If one moreover fixes the preferred choice of ocs
0 , such that

τ cs(ocs
0 ⊠ ocs

0 ) = ocs
0 , (3.4.6)

then ε : (α, β) 7→ εα,β ∈ {±1} is up to equivalences the unique group 2-cocycle

satisfying

εα,β = (−1)χ̄(α,α)χ̄(β,β)+χ̄(α,β)εβ,α (3.4.7)

Proof. Recall from the proof of Theorem 3.1.18 that we have the isomorphism

ξ∗Y
(
O▷◁

) ∼= Oω which is by constructions in Proposition 3.3.7 strong H-principal as

can be checked directly by comparing Z2-torsors at each C-point [i∗(E), 0].

By Proposition 3.4.3 after setting β1 and β2 equal to 0 and α1 = ᾱ, α2 = β̄ it then
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follows that, we have (3.4.7) together with

εα,0 = ε0,α = 1 , εα,βεα+β,γ = εβ,γεα,β+γ (3.4.8)

which it precisely the cocycle condition. The first condition follows from (3.4.6).

Remark 3.4.5. If the need arises to show independence of compactification, one can

relate two compactifications Y1 ← Ỹ → Y2 by a common one obtained as a blow up

of the closure of X ↪→ Y1×Y2. Then one could use [152, Thm. 1.2] comparing Hodge

cohomologies for locally free sheaves under blow up in hopes of showing independence

of the isomorphism I.

We now discuss the orientation group from Joyce–Tanaka–Upmeier [98, Definition

2.26] applied to K0
cs (X) instead of K0(X) in our non-compact setting. The compactly

supported orientation group is defined as

Ωcs(X) = {(α, ocs
α ) : α ∈ K0

cs(X), ocs
α orientation on Ccs

α } .

The multiplication is given by (α, ocs
α ) ? (β, ocs

β ) =
(
α + β, τ cs

α,β(o
cs
α ⊠Z2 o

cs
β )

)
. The

resulting group is the unique group extension 0 → Z2 → Ωcs(X) → K0
cs(X) → 0

for the group 2-cycle ε of Theorem 3.4.4. Choices of orientations induce a splitting

K0
cs → Ωcs(X) as sets. This fixed ε : K0

cs(X) ×K0
cs(X) → Z2 in Theorem 3.4.4. Let

us describe the method used in [98, Thm. 2.27] for extending orientation. Choosing

generators of K0
cs(X), one obtains

K0
cs (X) ∼= Zr ×

p∏
k=1

Zmk
×

q∏
j=1

Z2pj , (3.4.9)
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where mk > 2 odd and pj > 0. Fixing a choice of isomorphism (3.4.9), choose

orientation on each Ccs
αi
, αi = (0, . . . , 0, 1, , 0 . . . , 0), where 1 is in position i. Use τ cs

to obtain orientations for all α ∈ K0
cs(X) by adding generators going from left to right

in the form (a1, . . . , ap, (bj)
q
j=1, (ck)

p
k=1) and using in each step ocs

α′+g = τ cs(ocs
α′ ⊠ ocs

g ),

where g is a generator. As a result, one obtains the splitting:

Or(o) : Ωcs (X) ∼= K0
cs (X)× {−1, 1} ∼= Zr ×

q∏
k=1

Zmk
×

p∏
j=1

Z2pj × {−1, 1} , (3.4.10)

where o is the set of orientation on Ccs
α for the chosen generators α. Let χ̄ij :=

χ̄(αi, αj). The next result replaces K-theory by compactly supported K-theory in

Joyce–Tanaka–Upmeier [98, Thm. 2.27] and considers the Z2-bundle Ocs we con-

structed. We mention this also because in (ii) it describes the rule for obtaining the

signs εα,β which will be useful in Chapter 4.

Theorem 3.4.6 ([98, Thm. 2.27]). Let Or(o) be the isomorphism (3.4.10) for a given

choice of orientations o on generators corresponding to the isomorphism (3.4.9). Let

T2 be the 2-torsion subgroup of K0
cs (X). Then:

(i) Define the map ξ : T2 → Z2 as Ξ(γ) = εγ,γ, Then it is a group homomorphism.

(ii) Using Or(o) from (3.4.10) to identify Ωcs (X) with Zr×
∏p

k=1 Zmk
×
∏q

j=1 Z2pj ×

{−1, 1} the induced group structure on the latter becomes

(
a1, . . . , ar, (bj)

p
j=1, (ck)

q
k=1, o

)
?
(
a′1, . . . , a

′
r, (b

′
j)

p
j=1, (c

′
k)

q
k=1, o

′
)

=
(
a1 + a′1, . . . , ar + a′r, (bj − b′j)

p
j=1, (ck + c′k)

q
k=1,

(−1)
∑

1≤h<i≤r(χ̄hi+χ̄hhχ̄ii)a
′
haiΞ(γ)o · o′

)
,

105



where γ = (0, . . . , 0, (0)qk=1, (c̃j)
q
j=1) and

c̃j =

⌊
c̄j + c̄′j

cj + c′j

⌋
2pj−1

for the unique representatives 0 ≤ c̄j, c̄
′
j, cj + c′j < 2pj .
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Chapter 4

Wall-crossing for CY fourfolds

In this chapter we study DT4-type invariants for compact Calabi–Yau fourfolds using

the wall-crossing ideas sketched in Gross–Joyce–Tanaka [76, §4.4]. Unlike their [76,

Conjecture 4.11], we need the category of pairs and wall-crossing formulae for Joyce–

Song pairs, which we formulate in Conjecture 4.2.10. Using the recent result of

Cao–Qu [40], we show that the conjecture of Cao–Kool [32] follows from ours. As

we investigate other implications of the wall-crossing formulae, we find a general

expression for tautological integrals on Hilbert schemes of points. Their relation to

Hilbert schemes on surfaces is then discussed in §4.5.4. Most of the contents of this

chapter can be found in the author’s previous work [20]. Moreover, similar methods

will be used to recover the results of Arbesfeld–Johnson–Lim–Oprea–Pandharipande

[5], Lim [119], Oprea–Pandharipande [144] in author’s future work [18]. We only

consider the simplest case of elliptic surfaces and curves in the last section to recover

the correspondence of 4.5.14.
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4.1 Vertex algebras in algebraic geometry and

topology

In physics, 2-dimensional conformal field theories are distinguished from all other

dimensions by their richness. Among many other applications they can be used to

capture the dynamics of a string in a curved space-time. Vertex algebras defined

by Borcherds [22] for the purpose of tackling the monstrous moonshine conjecture

and studying representations of Kac–Moody algebras express the chiral part of a

conformal field theory and the state to field correspondence for the excited states of

a string. In this section, we recall their definition and a particular example useful to

us. We recall Joyce’s construction of these in algebraic geometry and formulate an

alternative topological construction. We continue working from this more topological

point of view as it is better suited to our setting.

4.1.1 Vertex algebras

Let us recall first the definition of vertex algebras focusing on graded super-lattice

vertex algebra. For background literature, we recommend [22, 100, 55, 56, 116, 66],

with Borcherds [22] being most concise.

Definition 4.1.1. A Z-graded vertex algebra over a field Q is a collection of data

(V∗, T, |0〉 , Y ), where V∗ is a Z-graded vector space, T : V∗ → V∗+2 is graded linear,

|0〉 ∈ V0, Y : V∗ → End(V∗)Jz, z−1K is graded linear after setting deg(z) = −2,

satisfying the following: Let u, v, w ∈ V∗ , then

i. We always have Y (u, z)v ∈ V∗((z)),
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ii. Y (|0〉 , z)v = v,

iii. Y (v, z) |0〉 = ezTv,

iv. Let δ(z) =
∑

n∈Z z
n ∈ QJz, z−1K

z−1
2 δ

(z1 − z0
z2

)
Y
(
Y (u, z0)v, z2)w = z−1

0 δ
(z1 − z2

z0

)
Y (u, z1)Y (v, z2)w

− (−1)deg(u)deg(v)z−1
0 δ

(z2 − z1
−z0

)
Y (v, z2)Y (u, z1)w .

By Borcherds [22], the graded vector-space V∗+2/T (V∗) carries a graded Lie algebra

structure determined by

[ū, v̄] = [z−1]Y (u, z)v . (4.1.1)

Let A± be abelian groups and χ± : A±×A± → Z be symmetric, resp. anti-symmetric

bi-additive maps. Let us denote h± = A± ⊗Z Q and fix a basis of B± of h±. For

(A+, χ+) and a choice of a group 2-cocycle ε : A+ × A+ → Z2 satisfying

εα,β = (−1)χ+(α,β)+χ+(α,α)χ+(β,β)εβ,α , ∀ α, β ∈ A+ (4.1.2)

there is a natural graded vertex algebra on

Q[A+]⊗Q SymQ[uv,i, v ∈ B+, i > 0] ∼= Q[A+]⊗Q Sym
(
h+ ⊗ t2Q[t2]

)
, (4.1.3)

where the isomorphism takes uv,i 7→ v ⊗ t2i and t is of degree 1. This vertex algebra

is called the generalized lattice vertex algebra (see [116, §6.4], [100, §5.4]). For given
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(A−, χ−), Abe [1] describes a natural Z-graded vertex algebra on

ΛQ[uv,i, v ∈ B−, i > 0] ∼= Λ
(
h− ⊗ tQ[t2]

)
, (4.1.4)

where the isomorphism is given by uv,i 7→ v ⊗ t2i−1 and t is of degree 1. Suppose

we have vertex algebras (V∗, TV , |0〉V , YV ) and (W∗, TW , |0〉W , YW ), then there is a

graded Vertex algebra on their tensor product, with state to field correspondence

YV∗⊗W∗(v ⊗ w, z)(u⊗ t) = (−1)deg(u)deg(w)YV∗(v, z)uYW∗(w, z)t .

The super lattice vertex algebra for (A+⊕A−, χ•) is then given by the tensor product

of (4.1.3) and (4.1.4).

From the definition of the super-lattice vertex algebra (V∗, T, |0〉 , Y ) associated to

(A+ ⊕ A−, χ
•) we can easily deduce the fields on the generators of:

V∗ ∼= Q[A+]⊗Q SSymQJuv,i, v ∈ B, i > 0K
∼= Q[A+]⊗Q SymQ

(
A+ ⊗Z t2Q[t2]

)
⊗Q ΛQ

(
A− ⊗Z tQ[t2]

)
.

Let α ∈ A+, such that α =
∑

v∈B+
αvv. We use eα to denote the corresponding
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element in Q[A+]. For K ∈ V∗, we have

Y (e0 ⊗ uv,1, z)e
β ⊗K = eβ ⊗

{∑
k>0

uv,k ·Kzk−1

+
∑
k>0

∑
w∈B

kχ•(v, w)
dK

duw,k

z−k−1 + χ•(v, β)z−1
}
,

Y (eα ⊗ 1, z)eβ ⊗K = εα,βz
χ+(α,β)eα+β ⊗ exp

[∑
k>0

∑
v∈B+

αv

k
uv,kz

k
]

exp
[
−

∑
k>0

∑
v∈B+

χ+(α, v)
d

duv,k

z−k
]
K . (4.1.5)

Note that by the reconstruction lemma [116, Thm. 5.7.1], Ben-Zvi [55, Thm. 4.4.1]

and Kac [100, Thm. 4.5] these formulae are sufficient for determining all fields.

4.1.2 Axioms of vertex algebras on homology

For a higher stack S, we denote by H∗(S) = H∗(Stop), H∗(S) = H∗(Stop) its Betti

(co)homology as in Joyce [92], Gross [74]. Note that we will always treat H∗(T,Q) as

a direct sum and H∗(T,Q) as a product over all degrees. Following May–Ponto [133,

§24.1] define the topological K-theory of S to be

K0(S) = [Stop, BU × Z] ,

where [X,Y ] = π0

(
MapC0(X,Y )

)
. For any E in Lpe(S) there is a unique map φE :

S → PerfC in Ho(HSt). Using Blanc [16, §4.1], this gives

JEK : Stop −→ BU × Z .
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in Ho(Top). We then have a well defined map assigning to each perfect complex E

its class JEK ∈ K0(S).

The cohomology of BU × Z is given by

H∗(BU × Z) ∼= Q[Z]⊗Q QJβ1, β2, . . .K ,
where βi = chi(U) and U is the universal K-theory class. Similarly to [92], we define

chi(E) = JEK∗(βi) and the Chern classes by the Newton identities for symmetric

polynomials: ∑
n≥0

cn(E)qn = exp
[ ∞∑

n=1

(−1)n+1(n− 1)!chn(E)qn
]
. (4.1.6)

As BU ×Z is a ring space [133, §4.1], the set K0(S) carries a natural ring structure.

Moreover, by similar arguments as in [133, §4.1], one also has a map (−)∨ : BU×Z→

BU ×Z inducing a map (−)∨ : K0(S)→ K0(S). When S is replaced with a compact

CW-complex X, this becomes the standard K-theory K0(X) and (−)∨ corresponds

to taking duals.

Definition 4.1.2 (Joyce [92]). Let (A, K(A),M,Φ, µ,Θ, ε) be data satisfying:

• A is an abelian category or derived category.

• Let K0(A) → K(A) be a map of abelian groups. For each E ∈ Ob(A) denote

JEK ∈ K(A) the image of its class.

• M a moduli stack of objects in A with an action Φ : [∗/Gm] × M → M

corresponding to multiplication by λid of Aut(E) for any E ∈ Ob(A) and a

map µ :M×M→M corresponding to direct sum.
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• For each α ∈ K(A),Mα is an open and closed substack of objects JEK = α.

• Θ ∈ Lpe(M×M) satisfying σ∗(Θ) ∼= Θ∨[2n] for some n ∈ Z where σ :M×

M→M×M interchanges factors and

(µ× idM)∗(Θ) ∼= π∗
13(Θ)⊕ π∗

23(Θ) , (idM × µ)∗(Θ) ∼= π∗
12(Θ)⊕ π∗

13(Θ)

(Φ× idM)∗(Θ) ∼= V1 ⊠Θ , (idM × Φ)∗(Θ) ∼= V∗
1 ⊠Θ , (4.1.7)

where V1 is the universal line bundle on [∗/Gm]. One also writes Θα,β =

Θ|Mα×Mβ
and χ(α, β) = rk(Θα,β), where χ : K(A)×K(A)→ Z is a bi-additive

symmetric form.

• A group 2-cocycle ε : K(A) × K(A) → Z2 satisfying (4.1.2) with respect to

χ+ = χ.

Let Ĥ∗(M) be the homology with shifted grading given by Ĥn(Mα) = Hn−χ(α,α)(Mα)

for each α ∈ K(X), then using the above data one constructs a vertex algebra

(Ĥ∗(M), |0〉 , ezT , Y ) over the Q vector space Ĥ∗(M). It is defined by:

• |0〉 = 0∗(∗), where 0 : ∗ →M is the inclusion of the zero object,

• T (u) = Φ∗(t ⊠ u) for all u ∈ Ĥ∗(M) where t ∈ H2([∗/Gm]) = H2(CP∞) is the

generator of homology given by inclusion CP1 ⊂ CP∞.

• The state to field correspondence Y is given by

Y (u, z)v = εα,β(−1)aχ(β,β)zχ(α,β)µtop
∗ (ezT ⊗ id)

(
(u⊠ v) ∩ cz−1(Θα,β)

)
.

for all u ∈ Ĥa(Mα), v ∈ Ĥb(Mβ).
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The following definition is familiar to experts and can be extracted from a more

general formula for generalized complex cohomology theories in Gross [75, Prop.

5.3.8].

Definition 4.1.3. Let (C, µ, 0) be an H-space with a CP∞ action Φ : CP∞ × C → C

which is an H-map. Let θ ∈ K0(C) = [C, BU × Z] be a K-theory class satisfying

σ∗(θ) = θ∨ and

(µ× idC)
∗(θ) = π∗

13(θ) + π∗
23(θ) , (idC × µ)∗(θ) = π∗

12(θ) + π∗
13(θ) ,

(Φ× idC)
∗(θ) = V1 ⊠ θ , (idC × Φ)∗(θ) = V ∗

1 ⊠ θ ,

where V1 → CP∞ is the universal line bundle.

Let π0(C) → K be a morphism of commutative monoids. Denote Cα to be

the open and closed subset of C which is the union of connected components of

C mapped to α ∈ K. We write again θα,β = θ|Cα×Cβ , and χ(α, β) = rk(θα,β)

must be a symmetric bi-additive form on K. Let ε : K × K → {−1, 1} satisfy-

ing (4.1.2), (3.4.8) be a group 2-cocycle and Ĥa(Cα) = Ha−χ(α,α)(Cα). Then we denote

by (Ĥ∗(C), |0〉 , ezT , Y ) the vertex algebra on the graded Q-vector space Ĥ∗(C) defined

for the data (C, K(C),Φ, µ, 0, θ, ε) by

• |0〉 = 0∗(∗) and T (u) = Φ∗(t⊠ u) as before

• the state to field correspondence Y is given by

Y (u, z)v = εα,β(−1)aχ(β,β)zχ(α,β)µ∗(e
zT ⊗ id)

(
(u⊠ v) ∩ cz−1(θα,β)

)
,

for all u ∈ Ĥa(Cα), v ∈ Ĥb(Cβ).
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Remark 4.1.4. We can assign to (A, K(A),M,Φ, µ,Θ, ε) the data

(Mtop, C0(A),Φtop, µtop, 0top, θ, ε)

from Definition 4.1.3, where C0(A) ⊂ K(A) is the cone of all JEK ∈ K(A), Φtop,

µtop, 0top are maps in Ho(Top) and θ := JΘK. The two vertex algebras obtained on

Ĥ∗(M) are clearly the same.

The wall-crossing formulae in Joyce [96], Gross–Joyce–Tanaka [76] are expressed

in terms of a Lie algebra defined by Borcherds [22]. Let (Ĥ∗(C), |0〉 , ezT , Y ) be the

vertex algebra from Definition 4.1.3 and define

Π∗+2 : Ĥ∗+2(C) −→ Ȟ∗(C) = Ĥ∗+2(C)/T
(
Ĥ∗(C)

)
,

then, by (4.1.1), this has a natural Lie algebra structure.

4.1.3 Insertions

To compute invariants using the homology classes of Conjecture 4.2.10, we need to

consider elements in the dual of Ȟ0(M) or Ȟ0(Nq,n) (see Definition 4.2.3). We do

so in the algebraic topological language, as it is more general and is closer to the

computations that follow.

Definition 4.1.5. Let (C, K(C),Φ, µ, 0, θ, ε) be the data as in Definition 4.1.3, then

a weight 0 insertion is a cohomology class I ∈ H∗(C) satisfying

Φ∗(I) = 1⊠ I .
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Lemma 4.1.6. Let I ∈ H∗(C) be a weight 0 insertion, then Im ∈ Hm(C) induces a

well defined map Ǐ−2+χ(α,α)+m : Ȟ−2+χ(α,α)+m(Cα)→ Q for all m ≥ 0.

Proof. Suppose that we have V, V ′ ∈ Hm(C) such that V − V ′ = D(W ) for W ∈

Hm−2(C). As D(W ) = Φ∗(t ⊠W ), using the push-pull formula in (co)homology we

see

D(W ) ∩ Im = Φ∗(t⊠W ) ∩ Im = Φ∗
(
t⊠W ∩ Φ∗(Im)

)
= Φ∗

(
(t⊠W ) ∩ (1⊠ Im)

)
= Φ∗

(
t⊠ (W ∩ Im)

)
= 0 .

Integrating cohomology class 1 ∈ H0(C) on both sides shows that Im(V −V ′) = 0.

Let [M ] ∈ Ȟm(C) and I a weight zero insertion. Then we will use the notation

∫
[M ]

I = Ǐ−2+χ(α,α)+m([M ]) . (4.1.8)

Example 4.1.7. Suppose that J ∈ K0(C × C) satisfies

(Φ× idC)
∗(J ) = V∗

1 ⊠ J , (idC × Φ)∗(J ) = V1 ⊠ J ,

then I = ∆∗(J ) satisfies Φ∗(I) = 1 ⊠ I. In particular if p(x1t, x2t
2, . . .) is a power

series in infinitely many variables then I = p(ch1(I), ch2(I), . . .) is a weight zero

insertion.

Often times insertions behave well under direct sums. In the algebraic setting the

following definition has been stated more generally in [76, Definition 2.11].
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Definition 4.1.8. Let (Ĥ∗(C), |0〉 , ezT , Y ) be a vertex algebra for the data in Defini-

tion 4.1.3. Let F → C × C be a vector bundle satisfying

(µ× idC)
∗(F ) ∼= π∗

13(F )⊕ π∗
23(F ) , (idC × µ)∗(F ) ∼= π∗

12(F )⊕ π∗
13(F )

(Φ× idC)
∗(F ) ∼= V ∗

1 ⊠ F , (idC × Φ)∗(F ) ∼= V1 ⊠ F , (4.1.9)

such that ξ(α, β) := rk(F |Cα×Cβ) is constant for all α, β ∈ K(C). Then define the

F -twisted vertex algebra associated to (Ĥ∗(C), |0〉 , ezT , Y ) to be the vertex algebra

given by Definition 4.1.3 for the data (C, K(C),Φ, µ, 0, θF , εξ), where

θF = θ + JF ∗K + Jσ∗(F )K ,
εξα,β = (−1)ξ(α,β)εα,β ∀ α, β ∈ K(C) .

We denote this vertex algebra by (H̃∗(C), |0〉 , ezT , Y F ).

One can then conclude by the same arguments as in the proof of [76, Thm. 2.12]

(see Joyce [92]) that:

Proposition 4.1.9. In the situation of Definition 4.1.8 let E = ∆∗(F ) and consider

the morphism of graded Q-vector spaces (−) ∩ cξ(E) : Ĥ∗(C)→ H̃∗(C) , such that on

Ĥ∗(Cα) it acts by u 7→ u ∩ cξ(α,α)(E). Then it induces a morphism of vertex algebras

(−) ∩ cξ(E) : (Ĥ∗(C), |0〉 , ezT , Y ) −→ (H̃∗(C), |0〉 , ezT , Y F ) . (4.1.10)

Moreover, let [−,−] be the Lie bracket on Ȟ∗(C) and [−,−]F the Lie bracket on
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H̊∗(C) = H̃∗+2(C)/T
(
H̃∗(C)

)
. Then (4.1.10) induces a well-defined map of Lie algebras

(−) ∩ cξ(E) : (Ȟ∗(C), [−,−]) −→ (H̊∗(C), [−,−]F ) .

4.2 Wall-crossing for pairs

After fixing a particular choice of orientations, we begin by constructing an explicit

vertex algebra on the moduli stack of pairs and relating it to the vertex algebra of

topological pairs. We then conjecture a wall-crossing formula for Joyce–Song stable

pairs in the homology of the previous vertex algebras. The final subsection serves the

purpose of giving an explicit description of vertex algebras of topological pairs.

4.2.1 Point-canonical orientations

Recall from Theorem 3.4.4 or Cao–Gross–Joyce [30, Thm. 1.15] that there are unique

cocycles ε : K0(X) × K0(X) → Z2 after fixing trivializations oα of Oα for each

α ∈ K0(X), where we omit (−)cs as we are working purely within the compact

setting. We do so by using generators and the trivialization of Or(o) of (3.4.10). For

our purposes, we will have a preferred set of generators.

Let us now fix orientations oα for α = NJOXK + np. For this we set p to be the

K-theory class of a sky-scraper sheaf at some point x ∈ X. Let Mp denote the moduli

scheme of sheaves of class p. There is an isomorphism Mp = X and Cao–Leung [37,

Proposition 7.17]) showed that

[Mp]
vir = ±Pd(c3(X)) ∈ H2(X) , (4.2.1)
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where Pd(−) denotes the Poincare dual. There is a natural map mp : Mp → MX

giving Γ ◦mtop
p : M top

p → Cp. Similarly, the point moduli space {OX} = ∗ comes with

a natural map iOX
: {OX} → MX and carries a natural virtual fundamental class

1 ∈ H0(∗) ∼= Z.

Definition 4.2.1. In (3.4.6), choose the order of generators of K0(X) such that

JOXK < p < g for any other generator g ∈ G. We fix orientation og for all g ∈ G, such

that (Γ◦mtop
p )∗(op) induces the Oh-Thomas/ Borisov–Joyce virtual fundamental class

[Mp]
vir = Pd(c3(X)) and oJOXK induces the virtual fundamental class [{OX}]vir = 1 ∈

H0(pt). We will denote these choices of orientations ocan
p and ocanJOXK respectively. By

the construction in Theorem 3.4.6, these determine orientations for all α ∈ K0(X).

Remark 4.2.2. We will see that this is the right choice of orientations for working

with Hilbert schemes of points. On the other hand, when working with stable pairs

for 1-dimensional sheaves as in [41], the author checked that the correct orientations

to recover the wall-crossing formula in [41, Conj. 0.2] are obtained by fixing the order

of generators such that p < (β, 1) < JOXK, where (β, 1) denotes the K-theory class

such that ch(β, 1) = (β, 1) ∈ H6(X)⊕H8(X).

4.2.2 Vertex algebras over pairs

In this section, a Calabi–Yau fourfold (X,Ω) must additionally satisfy H2(OX) = 0.

We also use the notation χ = χ(OX). We now construct the vertex algebra on the

auxiliary category of pairs and its topological analog.

Definition 4.2.3. Let X be a Calabi–Yau fourfold and A = Coh(X). Fix a choice

of an ample divisor H and let τ denote the Gieseker stability condition with respect
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to H. Then let Aq be a full abelian subcategory of A with objects the zero sheaf and

τ -semistable sheaves with reduced Hilbert polynomial q. Define Bq to be the abelian

category of triples (E, V, φ), where E ∈ Ob(Aq), V ∈ VectC and φ : V ⊗OX(−n)→ E.

The morphisms are pairs (f, g) : (E, V, φ) → (E ′, V ′, φ′) where f : E → E ′ and

g : V → V ′ satisfy φ′ ◦ g ⊗ idOX(−n) = f ◦ φ. The moduli stack Nq of Bq is Artin

by [97, Lem. 13.2]. Moreover, consider the full exact subcategory Bq,n of objects

(E, V, φ), such that H i
(
E(n)

)
= 0 for i > 0 and the corresponding open substack

Nq,n, where the openness follows from [79, Thm. 12.8.].

Let

λ : K0(A) −→ K0(X) (4.2.2)

be induced by the usual comparison map. We define C(Aq,n) ⊂ K0(A) to be the

cone of JEK for non-zero E ∈ Ob(Aq) such that (E, 0, 0) ∈ Ob
(
Bq,n

)
. Let C0(Bq,n) =

(C(Aq,n) t {0})× (N t {0}), then for all (α, d) ∈ C0(Bq,n) define N α,d
q,n as follows:

• If (α, d) ∈ C(Aq,n) × N then N α,d
q,n is the total space of a vector bundle πα,d :

π2 ∗
(
Fα

q,n

)
⊠ V∗

d →Mα
q,n × [∗/GL(d,C)]. Here

Fα
q,n = π∗

1

(
OX(n)

)
⊗ Eαq,n , (4.2.3)

where Eαq,n is the universal sheaf over X ×Mα
q,n andMα

q,n the moduli stack of

τ -semistable objects E with pE = q and JEK = α. We also use Vd to denote the

universal vector bundle of rank d,

• N α,0
q,n =Mα

q,n, N 0,d
q,n = [∗/GL(d,C)] and N 0,0

q,n = ∗.
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Then we have

Nq,n =
⊔

(α,d)∈C0(Bq,n)

N α,d
q,n .

We now describe the remaining ingredients needed in Definition 4.1.2. For a

perfect complex/K-theory/cohomology class κ on Zi × Zj, we use the notation (κ)i,j

to denote π∗
i,j(κ), where

πi,j :
∏
k∈I

Zk −→ Zi × Zj

is a projection to the i, j components.

Definition 4.2.4. We have a natural action ΦNq,n : [∗/Gm] × N α,d
q,n → N α,d

q,n which

is a lift of the diagonal [∗/Gm] action on the base Mα
q,n × [∗/GL(d,C)] to the total

space. We define the map of monoids

K(Ω) : C0(Bq,n)
(λ,id)−→ K0(X)× Z . (4.2.4)

Let Θα,β = HomMα
q,n×Mβ

q,n
(Eαq,n, Eβq,n)∨. Let Fα

q,n be as in (4.2.3). We define

Θpa
(α1,d1),(α2,d2)

∈ Lpe(N α1,d1
q,n ×N α2,d2

q,n ) for all (αi, di) ∈ C0(Nq,n) by

Θpa
(α1,d1),(α2,d2)

=(πα1,d1 × πα2,d2)
∗{

(Θα1,α2)1,3 ⊕ χ
(
(Vd1 ⊠ V ∗

d2
)⊕2

)
2,4
⊕
(
Vd1 ⊠ π2 ∗(Fα2

q,n)
∨
)
2,3
[1]

⊕
(
π2 ∗(Fα1

q,n)⊠ V∗
d2

)
1,4
[1]

}
. (4.2.5)

The perfect complex Θpa on Nq,n×Nq,n is defined to have the restriction to N α1,d1
q,n ×
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N α2,d2
q,n given by (4.2.5). The corresponding bi-additive symmetric form is given by

χpa((α,d1), (α2, d2)
)
= rk

(
Θpa

(α1,d1),(α2,d2)

)
= χ(α1, α2) + χd1d2 − d1

(
χ(α2(n))

)
− d2χ

(
α1(n)

)
.

The signs εpa
(α1.d1),(α2.d2)

are defined by:

εpa
(α1.d1),(α2.d2)

= ελ(α1−d1JOX(−n)K),λ(α2−d2JOX(−n)K) . (4.2.6)

where ε is from Theorem 3.4.4.

We show that the conditions of Definition 4.1.2 are satisfied (only) in K-theory,

i.e. (
(Nq,n)

top, C0(Bq,n), µtop
Nq,n

, µtop
Nq,n

, 0top, JΘpaK, εpa) (4.2.7)

satisfy assumptions of Definition 4.1.3.

Lemma 4.2.5. The data (4.2.7) satisfies the conditions in 4.1.3. Denote by

(Ĥ(Nq,n), |0〉 , ezT , Y ) the corresponding vertex algebra.

Proof. To show that JΘpaK satisfies σ∗(JΘpaK) = JΘpaK∨ we note that

σ∗
α1,α2

(Θα2,α1)
∼= Θ∨

α1,α2
[−4] ,

σ∗
(α1,d1),(α2,d2)

(
Vd2 ⊠ V ∗

d1
)2,4 = (V ∗

d1
⊠ Vd2)2,4 = (Vd1 ⊠ V ∗

d2
)∗ ,

σ∗
(α1,d1),(α2,d2)

(
(Vd2 ⊠ π2 ∗(Fα1

q,n)
∨)2,3

)
= (π2 ∗(Fα1

q,n)
∨ ⊠ Vd2)1,4 = (π2 ∗(Fα1

q,n)⊠ V ∗
d2
)∨1,4 .

The rest of the properties for JΘpaK follow immediately, because Vd and π2 ∗(Fα,d
q,n ) are

weight 1 (see Joyce [92]) with respect to the [∗/Gm] action and they are additive under
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sums. The signs ε(α1,d1),(α2,d2) satisfy (4.1.7) for χpa because the map τ : K(Aq,n)×Z→

K(X) given by τ(α, d) = λ(α) − dJOX(−n)K is a group homomorphism satisfying

χ ◦ (τ × τ) = χpa. The latter statement uses that χ(OX) = χ.

We use the map Σ : Nq,n →MX×PerfC whereMX =MLpe(X). For each (α, d) ∈

C0(Nq,n) the restriction Σ(α,d) = Σ|Nα,d
q,n

can be expressed as Σ(α,d) = (ιαq,n× ιd) ◦ πα,d ,

where ιαq,n : Mα
q,n → MX and ιd : [∗/GL(d,C)] → PerfC are the inclusions. As

πα,d : N α,d
q,n →Mα

q,n× [∗/GL(d,C)] is an A1-homotopy equivalence we do not lose any

information.

While there is an explicit description of H∗(MX) (see Gross [74]) in terms of the

semi-topological K-theory groups K∗
sst(X) of Friedlander–Walker [57], we will not use

it because these can be complicated for general Calabi–Yau fourfolds. Instead we

transfer the problem into completely topological setting using

Ω = (Γ× id) ◦ Σtop : N top
q,n −→M

top
X ×BU × Z −→ CX ×BU × Z , (4.2.8)

where Γ is from Definition 3.1.17. This will induce a morphism of vertex algebras

when using the correct data on PX := CX × BU × Z. Denote by U and E the

universal K-theory classes on BU × Z, respectively X × CX . We will also use the

notation Fn = π∗
1(JOX(n)K) · E.

Definition 4.2.6. Define θP ∈ K0(PX × PX) by

θP = (θC)1,3 + χ(U⊠ U∨)2,4 −
(
U⊠ π2 ∗(Fn)

∨)
2,3
−
(
π2 ∗(Fn)⊠ U∨)

1,4
,

where θC = π2,3 ∗
(
π∗
1,2(E) · π∗

1,3(E)
∨).
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Let ΦP be given by the diagonal action∗ on CX × (BU × Z). We use the natural

H-space structure (PX , µ, 0). Choosing K(PX) = K0(X)× Z we set for all (αi, di) ∈

K(X)× Z:

χ̃
(
(α1, d1), (α2, d2)

)
= χ(α1, α2) + χd1d2 − d1χ

(
α1(n)

)
− d2χ

(
α2(n)

)
,

ε̃(α1,d1),(α2,d2) = εα1−d1JOX(−n)K,α2−d2JOX(−n)K , (4.2.9)

where ε is from Theorem 3.4.4. We construct the vertex algebra (Ĥ∗(PX), |0〉 , ezT , Y ).

Proposition 4.2.7. The map Ω∗ : H∗(Nq,n)→ H∗(PX) induces a morphism of graded

vertex algebras (Ĥ∗(Nq,n), |0〉 , ezT , Y ) → (Ĥ∗(PX), |0〉 , ezT , Y ). It gives a morphism

of Lie algebras

Ω̄∗ : (Ȟ∗(Nq,n), [−,−]) −→ (Ȟ∗(PX), [−,−]) .

Proof. We use this opportunity to check that conditions of Definition 4.1.3 are satis-

fied. Using arguments from the proof of Lemma 4.2.5 and Gross [75, Prop. 5.3.12],

we reduce it to showing that σ∗(θC) = θ∨C . Recall that we have the natural homotopy

theoretic group completion γ : VX → CX . Using universality of the group-completion

from Proposition 3.2.3, we restrict it to showing

σ∗(γ∗(θC)) = γ∗(θC)
∨. (4.2.10)

Two compact families K,L → VX correspond to two families of vector bundles VK ,

VL which we can assume to be smooth along X so we choose partial connections
∗Using the left-multiplication on U(n) by U(1) we get the action of CP∞ on BU(n). Taking a

union over all n we get a CP∞ action on
⊔

n BU(n). As
⊔

BU(n)→ BU×Z is a homotopy theoretic
group completion, using [43, Proposition 1.2] we can extend to an action on BU × Z
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∇VK
,∇VL

in the X direction for both of them. The pullback of the class γ∗(θC) to

K×L is the index of the family of operators (∂̄+∂̄∗)
∇V ∗

L
⊗VK : Γ∞(A0,even⊗V ∗

L⊗VK)→

Γ∞(A0,even⊗V ∗
K⊗VL). Using Serre duality, we have the formula ind

(
(∂̄+∂̄∗)

∇V ∗
L
⊗VK

)
=

ind
(
(∂̄+ ∂̄∗)

∇VL⊗V ∗
K

)
∈ K0(K×L), where ind(−) is the family index of Atiyah–Singer

[9]. This is precisely (4.2.10) by the family index theorem [3, §3.1].

To show that Ω∗ induces a morphism of vertex algebras we note that in Ho(Top),

Ω : (Nq,n)
top → PX is a morphism of monoids with CP∞ action. The pullback Ω∗(θP)

is equal to JΘpaK by construction and arguments in the proofs of [74, Prop. 5.12,

Lem. 6.2]. By considering the action of Ω on connected components, we get precisely

K(Ω) : C0(Bq,n)→ K0(X)× Z from (4.2.4) which satisfies

χ̃ ◦
(
K(Ω)×K(Ω)

)
= χpa : C0(Bq,n)× C0(Bq,n) −→ Z ,

ε̃K(Ω)(α1,d1),K(Ω)(α2,d2) = εpa
(α1,d1),(α2,d2)

for the same choices of εα,β in (4.2.6) and (4.2.9). Therefore Ω∗ : Ĥ∗(Nq,n)→ Ĥ∗(PX)

is a degree 0 graded morphism compatible with the vertex algebra structure.

Remark 4.2.8. We will only restrict to the case when n=0, as we will be working

with 0-dimensional sheaves only in the following sections.

4.2.3 Wall-crossing conjecture for Calabi–Yau fourfolds

In this subsection, we conjecture the wall-crossing formula for Joyce–Song stable

pairs, following Joyce–Song [97, §5.4], Joyce [96]. For the abelian category of

coherent sheaves the conjecture has been stated by Gross–Joyce–Tanaka [76, Conj.

4.11]. Before this, we recall some background from [92].
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Consider an Artin stackM\0 =M\0, whereM as in Definition 4.1.2. Using rigid-

ification as in Abramovich–Olsson–Vistoli [2] and Romagny [153], one definesMpl
\0 =

M\0 ( [∗/Gm]. One can define a shifted grading on Ȟ∗(Mpl
\0) = H∗+2−χ(α,α)(Mpl

\0)

such that the projection Πpl : M\0 → Mpl
\0 induces a map of graded Q-vector

spaces, Joyce [92] proves that it factors Ĥ∗+2(M\0)
Π−→ Ȟ∗(M\0)

Π̌∗−→ Ȟ∗+2(Mpl
\0),

such that Π̌0 : Ȟ0(M\0) → Ȟ0(Mpl
\0) is an isomorphism. If τ is a stability con-

dition on A from Definition 2.3.1 and 0 6= α ∈ K(A), then let M st
α (τ) denote

the moduli scheme of τ -stable objects in class α and Mst
α (τ) ⊂ Mss

α (τ) the finite

type stacks of τ -stable and τ -semistable objects. There is a natural open embedding

istα : M st
α (τ) ↪→ Mpl

\0. In particular, if [M st
α (τ)]

vir ∈ H∗
(
M st

α (τ)
)
is defined, then we

write [M st
α (τ)]vir = istα ∗

(
[M st

α (τ)]
vir) ∈ H∗

(
Mpl

\0
)
.

Let now X be a CY fourfold, A = Coh(X) and τ a Gieseker stability, then in

the case thatMst
α (τ) =Mss

α (τ), Oh–Thomas [142] and Borisov–Joyce [23] construct

virtual fundamental classes [M st
α (τ)]

vir ∈ Hχ−χ(α,α)(M
st
α (τ)), where χ = χ(OX) again.

Thus we have [M st
α (τ)]vir ∈ Ĥ0(Mpl

\0). We lift it to an element
(
Π̌0

)−1(
[M st

α (τ)]vir
)

which we also denote by [M st
α (τ)]vir.

For A = Coh(X) we now fix the data from Definition 4.1.2.

Definition 4.2.9. Define (A, K(A),Φ, µ,Θ, ε) as follows:

• λ : K0(A)
λ−→ K0(X) =: K(A), Θ = Ext∨OX

from (3.1.3).

• For α, β ∈ K(A) define εα,β = ελ(α),λ(β) using the orientations from Theorem

3.4.4.

Moreover, use the fixed orientations above to construct Oh–Thomas/ Borisov–Joyce
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classes [M st
α (τ)]

vir ∈ H∗(M
st
α (τ)) for all α, τ , such that Mst

α (τ) = Mss
α (τ). Let τpa

denote the Joyce–Song stability condition on pairs (see Joyce–Song [97, §5.4]) and

N st
(α,1)(τ

pa) the moduli scheme of Joyce–Song stable pairs, then [23], [142] still give us[
N st

(α,1)(τ
pa)

]vir ∈ H2−χpa((α,1),(α,1))(N
st
(α,1)(τ

pa)). The chosen orientation is again used

to determine orientations of
[
N st

(α,1)(τ
pa)

]vir under the inclusion N st
(α,1) →MX .

Conjecture 4.2.10. Let τ be a Gieseker stability, then there are unique classes

[Mss
α (τ)]inv ∈ Ȟ0(Mα) for all α ∈ K(A) satisfying:

i. If Mss
α (τ) =Mst

α (τ) then [Mss
α (τ)]inv = [M st

α (τ)]vir .

ii. If τ̃ is another Gieseker stability condition then these classes satisfy the wall-

crossing formula [76, eq. (4.1)] in Ȟ∗(M). If Mss
β (τ) = Mss

β (τ̃) then

[Mss
β (τ)]inv = [Mss

β (τ̃)]inv .

iii. If τ(α) = q, we have the formula in Ȟ∗(Nq,n):

[N st
(α,1)(τ

pa)]vir =∑
k≥1,α1,...,αk∈C(A)
α1+···+αk=α,τ(α)=τ(αi)

(−1)k

k!

[[
. . .

[
[N(0,1)]inv, [Mss

α1
(τ)]inv], . . .], [Mss

αk
(τ)]inv] ,

where [N(0,1)]inv ∈ Ȟ0(N 0,1
q,n )
∼= Z is the generator determined by orientation on

CJOXK, and [Mss
α (τ)]inv = [Mss

(0,α)(τ
pa)]inv.

One can compute well-defined invariants using [M ss
α (τ)]inv and weight 0 insertions

from 4.1.5. We will use the map Ω∗ : H∗(Nq) → H∗(PX) and give explicit formulae

for [M ss
α (τ)]inv in the cases we study.
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4.2.4 Explicit vertex algebra of topological pairs

We give here an explicit description of the vertex algebra (Ĥ∗(PX), |0〉 , ezT , Y ) which

will apply some of the work of Joyce [92] and Gross [74]. We also set some notations,

conventions and write down some useful identities. In the following, X is a connected

smooth projective variety of dimension n unless specified.

Definition 4.2.11. Let us write (0, 1) for the generator of Z in K0(X) ⊕ Z. Let

ch : K0(X)⊗Q⊕K1(X)⊗Q→ H∗(X) be the Chern character. For each 0 ≤ i ≤ 2n

choose a subset Bi ⊂ K0(X)⊗Q⊕K1(X)⊗Q such that ch(Bi) is a basis of H i(X).

We take B0 = {JOXK} and B2n = {p}. Then we write B =
⊔

i Bi and B = Bt{(0, 1)}.

Let K∗(X) denote the topological K-homology of X. Let ch∨ : K∗(X)⊗Q→ H∗(X)

be defined by commutativity of the following:

K∗(X)⊗Q⊗Q K∗(X)⊗Q H∗(X)⊗H∗(X)

Q Q

ch∨⊗ch

id

,

then choose B∨ ⊂ K∗(X) ⊗ Q such that B∨ is a dual basis of B, we also write

B∨ = B∨t{(0, 1)}, where (0, 1) is the natural generator of Z in K0(X)⊕K1(X)⊕Z.

The dual of σ ∈ B will be denoted by σ∨ ∈ B∨. For each σ ∈ B, (α, d) ∈ K0(X)× Z

and i ≥ 0 we define

e(α,d) ⊗ µσ,i = chi(E(α,d)/σ
∨) , (4.2.11)

using the slant product Ki(Y ×Z)×Kj(Y )→ Ki−j(Z). We have a natural inclusion

ιC,P : CX → PX : x 7→ (x, 1, 0) ∈ CX × BU × Z, so we identify H∗(CX) with the

image of (ιC,P)∗, which in turn corresponds to H∗(CX)⊠1 ⊂ H∗(CX)⊠H∗(BU ×Z) =

H∗(PX). The universal K-theory class EP on (X t ∗) × (PX) restricts to E ⊠ 1 on
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(X × CX)×BU × Z and 1⊠ U on ∗ × CX × (BU × Z).

The next proposition follows by the arguments in the proof of Gross [74, Thm.

4.15] and the remark below it.

Proposition 4.2.12. The cohomology ring H∗(PX) is generated by {e(α,d) ⊗

µσ,i}(α,d)∈K0(X)×Z,σ∈B,i≥1. Moreover, there is a natural isomorphism of rings

H∗(PX) ∼= Q[K0(X)⊕ Z]⊗Q SSymQJµσ,i, σ ∈ B, i > 0K . (4.2.12)

From now on, when we compute explicitly with H∗(PX), we replace it using this

isomorphism. The dual of (4.2.12) gives us an isomorphism

H∗(PX) ∼= Q[K0(X)× Z]⊗Q SSymQJuσ,i, σ ∈ B, i > 0K , (4.2.13)

where we use the normalization

e(α,d)⊗
∏
σ∈B
i≥1

µ
mσ,i

σ,i

(
e(β,e)⊗

∏
τ∈B
j≥1

u
nτ,j

τ,j

)
=


∏

v∈Λ
i≥1

mσ,i!

(i−1)!mσ,i if (α,d)=(β,e),mσ,i=nσ,i

∀σ∈B,i≥1

0 otherwise.
(4.2.14)

We will be using the following simple result in computations later.

Lemma 4.2.13. Let f(txσ, t
2xσ, . . .) be a power-series, then for any set of coefficients

aσ,j we have

e(α,d) ⊗ exp
(∑

j>0
τ∈B

aτ,jµτ,jq
j
)(

e(β,e) ⊗ f(uσ,1, uσ,2, . . .)
)

= δα,βδd,ef(aσ,1q, aσ,2q
2, . . . ,

aσ,k
(k − 1)!

qk, . . .) .
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Proof. Notice that acting with e(α,d) ⊗
∏

i≥1
σ∈B

µ
mσ,i

σ,i corresponds to acting with

δα,βδd,e
∏

i≥1
σ∈B

(
1

(i−1)!
d

duσ,i

)mσ,i

and then evaluating at uσ,i = 0. As a result we obtain

e(α,d) ⊗ exp
(∑

i≥1

aσ,j
d

duσ,j

qj
)(

e(β,e) ⊗ f(uσ,1, uσ,2, . . .)
)
|uσ,i=0

= δα,βδd,ef(aσ,1q, aσ,2q
2, . . . ,

aσ,k
(k − 1)!

qk, . . .) ,

by a standard computation.

When σ = (v, 0) or σ = (0, 1) we will shorten the notation to

µσ,i = µv,i , uσ,i = uv,i or µσ,i = βi , uσ,i = bi.

Setting βi = 0, bi = 0 and only considering Q[K0(X)] ⊂ Q[K0(X) ⊕ Z] gives us the

(co)homology of H∗(CX), H∗(CX) up to a canonical isomorphism. Using this notation

we can write

ch(Eα) =
∑
v∈B

ch(v)⊠ (
∑
i≥0

eα ⊗ µv,i) . (4.2.15)

Let X now be a CY fourfold. The following theorem is the topological version of [74,

Thm. 1.1], [92, Thm. **] extending it also to pairs.

Proposition 4.2.14. Let Q[K0(X) × Z] ⊗Q SSymQJuσ,i, σ ∈ B, i > 0K be the gener-

alized super-lattice vertex algebra associated to
(
(K0(X) ⊕ Z) ⊕ K1(X), χ̃•), where

χ̃• = χ̃⊕ χ− for χ̃ from (4.2.9) and

χ− : K1(X)×K1(X) −→ Z , χ−(α, β) =

∫
X

ch(α)∨ch(β)Td(X) . (4.2.16)
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Then the isomorphism (4.2.13) induces a graded isomorphism of vertex algebras

Ĥ∗(PX) ∼= Q[K0(X)× Z]⊗Q SSymQJuσ,i, σ ∈ B, i > 0K ,
if the same signs ε̃(α,d),(β,e) from (4.2.9) are used for constructing the vertex algebras

on both sides. On the right hand side the degrees are given by

deg
(
e(α,d) ⊗

∏
σ∈Beven⊔{(0,1)} ,i>0

u
mσ,i

σ,i ⊗
∏

v∈Bodd
j>0

u
mv,j

v,j

)

=
∑

σ∈Beven⊔{(0,1)}
i>0

mσ,i2i+
∑

v∈Bodd
j>0

mv,j(2j − 1)− χ̃
(
(α, d), (α, d)

)
.

Proof. The proof is nearly identical to [74, Thm. 1.1], [92, Thm. **]. We need an

explicit expression for chk(θP) replacing Proposition [74, Prop. 5.2] and a similar

result in [92, Thm. **] for quivers. This is given in Lemma 4.4.6.

Before we move on to the applications, let us write down some identities we will

need later on. From now on, we always fix a point-canonical orientation of Definition

4.2.1, the associated signs of εα,β of Theorem 3.4.4 and the corresponding ε̃(α,d),(β,e)

from (4.2.9).

Lemma 4.2.15. Consider the vertex algebra (Ĥ∗(PX), |0〉 , ezT , Y ), then

i. rk(Eα,d/σ
∨) = (α, d)(σ∨)
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ii. Let v1, . . . vk ∈ Beven and i1, . . . , ik ≥ 1, then

T
(
e(α,d) ⊗ uv1,i1 · · ·uvk,ik

)
= e(α,d)

∑
σ∈Beven⊔{(0,1)}

(α, d)(σ∨)uσ,1uv1,i1 · · ·uvk,ik

+
k∑

l=1

iluv1,i1 · · ·uvl,il−1
uvl,il+1uvl,il+1

· · ·uvk,ik ,

iii. For all k, l,M,N ≥ 0 we have ε̃(kp,N),(lp,M) = (−1)Mk.

Proof. i. To see this, we use functoriality of the slant product:

rk(E(α,d)/σ
∨) = rk

(
i∗c,b(E(α,d)/σ

∨)
)

= rk
(
(id× ic,b)

∗(Eα,d)/σ
∨) = 1⊠ (α, d)/σ∨ = (α, d)(σ∨) ,

where ic,b is an inclusion of a point into P(α,d). The second statement is a generaliza-

tion of [74, Lemma 5.5] using i. A similar formula has been shown in [92] for quivers.

The last statement follows from Theorem 3.4.6 together with Definition 4.2.1 and

(4.2.9).

We will often avoid specifying the connected component where the (co)homology

class sits by simply omitting e(α,d), eα where it is obvious.

4.3 Cao–Kool conjecture

After reformulating Conjecture 1.0.4 in terms of the vertex algebra of pairs, we com-

pute (assuming Conjecture 4.2.10) the virtual fundamental classes of semistable 0-

dimensional sheaves viewed as elements of H∗(CX) by wall-crossing in the vertex
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algebra of Definition 4.3.4 and using the result of Cao–Qu [40, Theorem 1.2]. By

wall-crossing back we prove Conjecture 1.0.4.

4.3.1 L-twisted vertex algebras

For a Calabi–Yau fourfold X let Hilbn(X) be the Hilbert scheme of n points and[
Hilbn(X)

]vir ∈ H2n

(
Hilbn(X)

)
the virtual fundamental class defined by Oh-Thomas

[142, Thm. 4.6] using the orientations in Definition 4.2.1. We consider the vector

bundle L[n] → Hilbn(X) given by (1.0.1). The real rank of L[n] is 2n, so Cao–Kool

[32] define

In(L) =

∫
[Hilbn(X)]vir

cn
(
L[n]

)
. (4.3.1)

The proof of Conjecture 1.0.4 will be given at the end of subsection 4.3.2 in the

following form.

Theorem 4.3.1. Let X be a smooth projective Calabi–Yau fourfold for which Con-

jecture 4.2.10 holds, and L a line bundle on X. Then

I(L; q) = 1 +
∞∑
n=1

In(L)q
n = M(−q)c1(L)·c3(X)

for the point-canonical orientations of Definition 4.2.1.

For the invariants In(L) this is equivalent to

In(L) =
∑
k≥1

dk(n)I(L)
k , where

dk(n) =
∑

n1,...,nk∑
i ni=n

1

k!

k∏
i=1

∑
l|ni

(−1)ni
ni

l2
, I(L) = c1(L) · c3(X) . (4.3.2)
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Let us interpret this in the language of §4.2.3. Take Aq = A0 to be the abelian

category of sheaves with 0-dimensional support. Let Bq = B0 be the corresponding

category of pairs from Definition 4.2.3 and N0 its moduli stack with n = 0. We

have the identification Hilbn(X) = N st
(np,1)(τ

pa), noting that p(F ) = 1 for any zero-

dimensional sheaf F . This gives us

[
Hilbn(X)

]
vir =

[
N st

(np,1)(τ
pa)

]
vir

by part i. of Conjecture 4.2.10.

As Hilbn(X) carries a universal family In → X×Hilbn(X), there exists a natural

lift of the open embedding ιpl
n : Hilbn(X)→ N pl

0

N0

Hilbn(X) N pl
0

Πpl
ιn

ιpl
n

. (4.3.3)

We use ιn to express (4.3.1) in terms of insertions on N0.

Definition 4.3.2. Using the notation from Definition 4.2.4, for all (np, d) ∈ C0(B0)

we will write Nn,d = Nnp,d. Then define L[n1,n2]
d1,d2

→ Nn1,d1 ×Nn2,d2 by

L[n1,n2]
d1,d2

= (πn1,d1 × πn2,d2)
∗
(
V∗
d1
⊠ π2∗

(
π∗
X(L)⊗ E0

))
2,3

,

where E0 is the universal sheaf onM0 the moduli stack of A0. It is a vector bundle

of rank d1n2. We define

L[−,−]|Nn1,d1
×Nn2,d2

= L[n1,n2]
d1,d2

.
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Set L = ∆∗(L[−,−]
)
. From Example 4.1.7, we know that ci(L) is a weight 0

insertion and from definition it follows that ι∗n(L) = L[n]. Using this together with[
Hilbn(X)

]
vir =

(
Πpl ◦ ιn

)
∗

([
Hilbn(X)

]vir
)
, we see that

In(L) =

∫
[Hilbn(X)]vir

cn(L) . (4.3.4)

The following is clear from the construction.

Lemma 4.3.3. The vector bundle L[−,−] → N0 × N0 satisfies the conditions of

Definition 4.1.8. Let (H̃∗(N0), |0〉 , ezT , Y L) be the L[−,−]-twisted vertex algebra,(
H̊∗(N0), [−,−]L

)
the associated Lie algebra. By Proposition 4.1.9 we have the mor-

phism (−) ∩ ctop
(
L
)
:
(
Ȟ∗(N0), [−,−]

)
→

(
H̊∗(N0), [−,−]L

)
.

We construct its topological counterpart.

Definition 4.3.4. Define the data
(
PX , K(PX),ΦP , µP , 0, θ

L
P , ε̃

L
)
as follows:

• K(PX) = K0(X)× Z.

• Set L = π2 ∗
(
π∗
X(L)⊗ E

)
∈ K0(CX). Then on PX × PX we define

θLP = (θ)1,3 +χ(U⊠U∨)2,4−
(
U⊠

(
π2 ∗(E)−L

)∨)
2,3
−
((

π2 ∗(E)−L
)
⊠U∨

)
1,4

.

• The symmetric form χ̃L : (K0(X)× Z)× (K0(X)× Z)→ Z is given by

χ̃L
(
(α, d), (β, e)

)
= rk

(
θL(α,d),(β,e)

)
=χ(α, β) + χde− d

(
χ(β)− χ(β · L)

)
− e

(
χ(α)− χ(α · L)

)
. (4.3.5)
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• The signs are defined by

ε̃L(α,d),(β,e) = (−1)dχ(L·β)ε̃(α,d),(β,e) , (4.3.6)

in terms of ε̃α,β from (4.2.9).

We denote by (H̃∗(PX), |0〉 , ezT , Y L) the vertex algebra associated to this data and

(H̊∗(PX), [−,−]L) the corresponding Lie algebra.

We are unable to use Proposition 4.1.9 directly because U∨ ⊠ L is not a vector

bundle. However, one can easily show the following result similar to Proposition

4.2.14 and Proposition 4.2.7.

Proposition 4.3.5. Let Q[K0(X)×Z]⊗QSSymQJuσ,i, σ ∈ B, i > 0K be the generalized

super-lattice vertex algebra associated to
(
(K0(X)⊕Z)⊕K1(X), (χ̃L)•

)
, where (χ̃L)• =

χ̃L⊕χ− for χ̃L from (4.3.5) and χ− from (4.2.16). The isomorphism (4.2.13) induces

an isomorphism of graded vertex algebras

H̃∗(PX) ∼= Q[K0(X)× Z]⊗Q SSymQJuσ,i, σ ∈ B, i > 0K ,
if the same signs ε̃L(α,d),(β,e) from (4.3.6) are used for constructing the vertex algebras

on both sides. On the right hand side the degrees are given by

deg
(
e(α,d) ⊗

∏
σ∈Beven⊔{(0,1)} ,i>0

u
mσ,i

σ,i ⊗
∏

v∈Bodd
j>0

u
mv,j

v,j

)

=
∑

σ∈Beven⊔{(0,1)}
i>0

mσ,i2i+
∑

v∈Bodd
j>0

mv,j(2j − 1)− χ̃L
(
(α, d), (α, d)

)
.
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The map Ω∗ : H∗(N0) → H∗(PX) induces a morphism of graded vertex algebras

(H̃∗(N0), |0〉 , ezT , Y L)→ (H̃∗(PX), |0〉 , ezT , Y L) and of graded Lie algebras

Ω̄∗ :
(
H̊∗(Nq), [−,−]L

)
−→

(
H̊∗(PX), [−,−]L

)
.

Proof. Using Lemma 4.4.6 for α = JLK, we see that

chk(U
∨ ⊠ L) =

∑
v∈Beven
j=l+k

(−1)lχ(L∗, v)βl ⊠ µv,k .

Using χ(L∗, v) = χ(v · L), one can prove the first part of the theorem by following

the proof of [74, Thm. 1.1] or [92, Thm. **]. To show the second part, note that

(Ω× Ω)∗(U∨ ⊠ L) = L[−,−] and

ξL
(
(n1p, d1), (n2p, d2)

)
:= rk

(
L[n1,n2]

d1,d2

)
= d1n2 = d1χ(n2p · L) .

The statement then follows from Definition 4.1.8 and Definition 4.3.4 by the same

arguments as in the proof of Proposition 4.2.7.

This completes the following diagram of morphisms of Lie algebras:

(
Ȟ∗(Nq), [−,−]

)
Ȟ∗(PX , [−,−])

(
H̊∗(Nq), [−,−]L

)
H̊∗(PX , [−,−]L)

∩ ctop(L)

Ω̄∗

Ω̄∗

.
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4.3.2 Computing virtual fundamental cycles of 0-dimensional

sheaves

Applying part iii. of Conjecture 4.2.10 to
[
Hilbn(X)

]
vir we obtain in Ȟ∗(N0)

[
Hilbn(X)

]
vir =

∑
k≥1,n1,...,nk>0
n1+···+nk=n

(−1)k

k!

[[
. . .

[
[M(0,1)]inv, [Mn1p]inv], . . .], [Mnkp]inv] ,

(4.3.7)

where we used part ii. of Conjecture 4.2.10 to conclude that [Mnip]inv = [Mss
nip

(τ)]inv

are independent of stability conditions. To make the notation simpler, we write

Hn = Ω̄∗

([
Hilbn(X)

]
vir

)
, and Mnp = Ω̄∗

(
[Mnp]inv

)
.

Using Lemma 4.3.3, we can apply Proposition 4.1.9 together with (4.3.7) to get

In(L)1(n,1) =
∑

k≥1,n1,...,nk>0
n1+···+nk=n

(−1)k

k!

[[
. . .

[
[M(0,1)]inv, [Mn1p]inv

]L
, . . .

]L
, [Mnkp

]
inv

]L
,

(4.3.8)

where 1(n,1) ∈ Ȟ0(N(n,1)) denotes the natural generator.

Applying Proposition 4.2.7 to (4.3.7), we get a wall-crossing formula in Ȟ∗(PX)

Hn =
∑

k≥1,n1,...,nk>0
n1+···+nk=n

(−1)k

k!

[[
. . .

[
e(0,1) ⊗ 1,Mn1p

]
, . . .

]
,Mnkp

]
. (4.3.9)

Applying Proposition 4.3.5 to (4.3.8) we obtain a wall-crossing formula in H̊∗(PX):

In(L)e
(np,1)⊗1 =

∑
k≥1,n1,...,nk>0
n1+···+nk=n

(−1)k

k!

[[
. . .

[
e(0,1)⊗1,Mn1p

]L
, . . .

]L
,Mnkp

]L
. (4.3.10)

138



Let Ωnp = Ω|(N(np,0))
top : (N(np,0))

top → CX ⊂ PX , then we will describe the image of

H2(N(np,0)) under (Ωnp)∗. For this note that it follows from (4.2.13) that there is a

natural isomorphism for all α ∈ K0(X)

H2(Cα) ∼= Heven(X)⊕ Λ2Hodd(X) . (4.3.11)

Lemma 4.3.6. The image of (Ωnp)∗ : H2(N(np,0))→ H2(Cnp) is contained in H6(X)⊕

H8(X) under the isomorphism (4.3.11).

Proof. We show that Ω∗
(np,0)(e

np⊗µv,1) = 0 whenever v /∈ B6∪B8. Then for any class

U ∈ H∗(N(np,0)) we get

enp ⊗ µv,1

(
(Ωnp)∗(U)

)
= Ω∗

np(e
np ⊗ µv,1)(U) = 0

for v ∈ Beven\(B6 ∪B8) and

enp ⊗ µv,1µw,1

(
(Ωnp)∗(U)

)
= Ω∗

np(e
np ⊗ µv,1µw,1)(U) = 0

for v, w ∈ Bodd. The conclusion then follows from (4.2.14).

The K-theory class JEnpK of the universal sheaf of points on N(np,0) is given by

(idX × Ωnp)
∗(Enp). Then from (4.2.15) we see

ch(Enp) =
∑

ch(v)∈B
i≥0

v ⊠ Ω∗
np(e

np ⊗ µv,i) . (4.3.12)

We also know that chi(Enp) = 0 for i < 4 by dimension arguments. Using that X is a

CY, we have H7(X) =0. We thus only need to consider v ∈ Bj for j < 6. Then from
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looking at (4.3.12) we see v ⊠Ω∗
np(e

np ⊗ µv,1) = 0 because it is in degree 2 + j < 8 or

1 + j < 8 and B is a basis. Therefore Ω∗
np(e

np ⊗ µv,1) = 0.

Notice that we can write

Mnp = e(np,0) ⊗ 1 ·Nnp +QT (e(np,0) ⊗ 1). (4.3.13)

Proposition 4.3.7. There is a unique Nnp from (4.3.13), such that for some av(n) ∈

Q, v ∈ B6 we have

Nnp =
∑
v∈B6

av(n)uv,1 .

Proof. As Mnp = (Ωnp)∗
(
[Mnp]inv

)
, by Lemma 4.3.6, we have

Nnp =
∑

v∈B6∪B8

av(n)uv,1 .

From Lemma 4.2.15, we see that T (enp⊗1) = enp⊗nup,1. Therefore, we get H8(X) =

T
(
H0(Cnp)

)
which concludes the proof.

Let Amp(X) ⊂ H2(X) be the image of the ample cone under the natural map

A1(X,Q) → H2(X,Q). Let us choose B2 such that its elements are c1(L) for very

ample line bundles L. This is possible: We assumed H2(OX) = 0 for X a CY

fourfold, so H2(X) = H1,1(X). Thus every element in H2(X) is obtained as m
n
[D]

for an algebraic divisor D ⊂ X and m,n ∈ Z. On the other hand [D] + n[H] is very

ample if n � 0 and H very ample so [D] = ([D] + n[H]) − n[H], where both terms

are very ample.

Using the Poincaré pairing on H2(X) × H6(X) → Q we choose a basis B6 of

H6(X) which is dual to B2.
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Lemma 4.3.8. For each line bundle L such that c1(L) ∈ B2 and c1(L) · c3(X) 6= 0,

there exist unique orientations on(L) on Hilbn(X) such that Conjecture 1.0.4 holds

for L.

Proof. If L is very ample, since dim(X) > 1, Bertini’s theorem [79, Thm. 8.18] tells

us that there exists a smooth connected divisor D such that L = OX(D). The lemma

then follows from

Theorem 4.3.9 (Cao–Qu [40, Thm. 1.2]). Conjecture 1.0.4 holds for any X and

L ∼= OX(D) for a smooth connected divisor D.

The uniqueness of on(L) in the case c1(L) · c3(X) 6= 0 follows because changing

orientations changes the sign as Hilbn(X) is connected for all n and X by Hartshorne

[77].

Let us denote o(n) the orientations on Hilbn(X) induced by the point-canonical

orientations. We will see that the orientations on(L) = o(n) for all L with c1(L) ·

c3(X) 6= 0.

Theorem 4.3.10. If Conjecture 4.2.10 holds for X, then the following is true:

i. For all L from Lemma 4.3.8 with c1(L)·c3(X) 6= 0 the orientation on(L) coincide

with the ones obtained from the point-canonical orientations in Definition 4.2.1.

ii. Let N (q) =
∑

n>0 e
np ⊗Nnp q

n be the generating series, then we can express

its exponential as

exp
(
N (q)

)
= M(epq)

(∑
v∈B6

c3(X)vuv,1

)
, (4.3.14)
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where c3(X)v = c3(X)
(
ch(v∨)

)
. Equivalently, we can write this as

Nnp =
∑
l|n

n

l2

∑
v∈B6

c3(X)vuv,1 . (4.3.15)

Proof. We prove the theorem by induction on n. We begin by giving an explicit

formula for the brackets in (4.3.10). Using (4.1.5) together with Lemma 4.2.15 iii.,

we have:

Y L(e(mp,1) ⊗ 1, z)(e(np,0) ⊗Nnp)

= (−1)ne

(
(m+n)p,1

)
exp

[∑
j>0

bj+myj
j

zj

][
1−z−1

∑
v∈Beven χ̃L((mp,1),(v,0)) d

duv,1

]
Nnp ,

where we used that Nnp is linear in uv,1. Using (4.3.5) together with Proposition 4.3.7

we get the following after taking [z−1](−) of the last formula:

[e(mp,1) ⊗ 1, e(np,0) ⊗Nnp]
L = −(−1)ne

(
(m+n)p,1

)
⊗

∑
v∈B6

∫
X

c1(L)ch(v)av(n) . (4.3.16)

Let L1 be such that c1(L1) ∈ B2 and v1 ∈ B6 its dual. For now let us not fix the

orientation op = ocan
p , but fix oJOXK = ocanJOXK and use the rest of Definition 4.2.1.

For n = 1 , we can choose op so that o(1) = o1(L1) , then I1(L1) = −I(L1). Using

(4.3.16) together with (4.3.8) and (4.3.2), we get
∫
X
c1(L1)ch(v1)av1(1) = I(L1) .

Therefore av1(1) = c3(X)v1 . Suppose that L2 is a line bundle with c1(L2) ∈ B2

different from c1(L1) and I(Li) 6= 0 for i = 1, 2. If o1(L2) = −o1(L1), then av2(1) =

−c3(X)v2 for v2 ∈ B6 the dual of c1(L2) and this contradicts Lemma 4.3.8: For any
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A,B ∈ Z>0 we know that L = L⊗A
1 ⊗ L⊗B

2 is very ample, then from (4.3.16) we get

−
[
AI(L1) +BI(L2)

]
= I1(L) = −AI(L1) +BI(L2)

which can not be true for all A,B. For any v ∈ B6, we then have av1(1) = c3(X)v1 .

This shows i. and ii. for n = 1 except op = ocan
p . Let us now assume that i.

and ii. hold for all 1 ≤ k ≤ n except op = ocan
p . If on+1(L1) = −o(n + 1) then

In+1(L1) = −[qn+1]{M(−q)c1(L1)·c3(X)}†. Using the assumption together with (4.3.16)

we get using the notation of (4.3.2)

∑
k>1,n1,...,nk>0
n1+···+nk=n+1

(−1)k

k!

[[
. . .

[
e(0,1) ⊗ 1,Mn1p

]L1 , . . .
]L1 ,Mnkp

]L1 =
∑
k>1

dk(n+ 1)I(L1)
k .

Subtracting this from In+1(L1) and using (4.3.2) expresses av(n+ 1) as

av(n+ 1) = −d1(n+ 1)I(L1)− 2d2(n+ 1)I(L1)
2 − · · · − 2dn+1(n+ 1)I(L1)

n+1 ,

Let L = L⊗N
1 for N > 0, then wall-crossing and using (4.3.16) with (4.3.10) gives

In+1(L) =
n+1∑
k=2

dk(n+ 1)
(
NI(L1)

)k − d1(n+ 1)NI(L1)− 2N
n+1∑
k=2

dk(n+ 1)I(L1)
k .

By comparing the coefficients of different powers of N with ±In+1(L), we obtain a

contradiction. This also shows on+1(L1) = o(n + 1) = on+1(L2) for any L2 with
†Note that, we assume that In+1(L1) 6= 0. We can do this, because otherwise we would obtain

contradiction in the same way using I(L1) 6= 0.
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I(L2) 6= 0. Assuming ii. holds for coefficients k < n and using (4.3.8),(4.3.2) gives us

(−1)n+1av1(n+ 1) =
∑
k≥1

dk(n+ 1)I(L1)
k −

∑
k>1

dk(n+ 1)I(L1)
k

= (−1)n+1
∑
l|n+1

n+ 1

l2
c3(X)v1 .

This holds for all Li ∈ B2 with their duals vi ∈ B6, so part ii. follows as we obtain

(4.3.15).

To finish the proof of part i., we only need to show that op = ocan
p . For this, choose

L such that I(L) 6= 0. Using Lemma 4.4.6, we see c1(L) =
∑

v∈Beven
χ(L∨, v)µv,1.

Using X = Mp and (4.2.1), we see that
∫
[Mp]vir c1(L) = ±I(L) . By (4.3.13) this is

equal to

∫
Mp

∑
v∈Beven

χ(L∨, v)µv,1 , Mp =
∑
v∈B6

c3(X)vuv,1 + cpup,1 ,

which gives I(L) + cp. As cp does not depend on L it has to be 0. Therefore for the

invariants to coincide, we need op = ocan
p .

Remark 4.3.11. Changing orientation op 7→ −op changes onp 7→ (−1)nonp, so if the

classes [Mnp]inv were constructed using Borisov–Joyce [23] or Oh–Thomas [142], then

we would get

Nnp = (−1)n
∑
l|n

n

l2

∑
v∈Λ

c3(X)vuv,1

However, as these are obtained indirectly through wall-crossing, we should check this

is satisfied. Choosing op such that o(1) = −o1(L1) in the proof of Theorem 4.3.10
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does indeed give this formula. Similarly, switching to −ocanJOXK does not change the

result as it should not.

The following is shown just for completeness, as we will prove a much more

general statement for tautological insertions using any K-theory class in §4.5.1

Proof of Theorem 4.3.1 Using (4.3.16), (4.3.15) and (4.3.10) we obtain for any line

bundle L that (4.3.2) holds.

4.4 Virtual classes of Hilbert schemes of points and

invariants

In this section, we use the result of Theorem 4.3.10. One could think of enp ⊗Nnp ∈

Ȟ2(CX) and Hn ∈ Ȟ0(PX) as explicit invariants already. We use wall-crossing from

(4.3.9) to compute Hn and then consider insertions, which can be expressed in the

form exp
[
F (µv,k)

]
, where F (µv,k) is linear in µv,k. After obtaining a general formula

for the corresponding invariants, we apply it to multiplicative genera of tautological

classes and virtual tangent bundles showing that they fit into this class. Thus we

obtain an explicit expression for these, which will be used in the following section to

compute new invariants.

4.4.1 Virtual fundamental cycle of Hilbert schemes

The following could be viewed as the main result of this chapter.
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Theorem 4.4.1. If Conjecture 4.2.10 holds, then the generating series H (q) =

1 +
∑

n>0
Hn

e(np,1) q
n for point-canonical orientations is given by

H (q) = exp

[∑
n>0

∑
l|n,v∈B6

(−1)n n
l2
c3(X)v[z

n]
{
Uv(z)exp

[∑
j>0

nyj
j

zj
]}

qn
]
, (4.4.1)

where we fix the notation yj = up,j and Uv(z) =
∑

k>0 uv,kz
k.

Remark 4.4.2. Notice that the only uσ,k that appear in (4.4.1) are for σ = (v, 0),

v ∈ B6 ∪ B8 =: B6,8. We may therefore assume K1(X) = 0 from now on. As

there is no contribution of bj, this is the unique representation of Hn without terms

with bj as can be seen from Lemma 4.2.15. Using (4.3.3), we have a class H̃n =

Ω∗ ◦ ιn ∗

([
Hilbn(X)

]vir
)
which satisfies Π0(H̃n) = Hn. There will also be no terms

containing bj in H̃n, thus [qn]
(
H(q)

)
describe this canonical lift.

Proof. We begin by using the reconstruction lemma for vertex algebras to write the

field Y (e(np,0) ⊗ uv,1) =: Y (uv,1, z)Y (e(np,0) ⊗ 1, z) :, where : − : denotes the normal

ordered product for fields of vertex algebras (see [116, §3.8], [55, Def. 2.2.2], [100,

§3.1]) which acts on e(mp,1) ⊗ U as

: Y (uv,1, z)Y (e(np,0) ⊗ 1, z) : (e(mp,1) ⊗ U) =

(−1)nz−ne((n+m)p,1) ⊗
{(∑

k>0

uv,kz
k−1

)
exp

[∑
i>0

nyi
i
zi
]
exp

[
− n

∑
i>0

d

duJOXK,i z−i
]

exp
[
n
∑
i>0

d

dbi
z−i

]
+ exp

[∑
i>0

nyi
i
zi
]
exp

[
− n

∑
i>0

d

duJOXK,i z−i
]

exp
[
n
∑
i>0

d

dbi
zi
][
χ̃((v, 0), (mp, 1))z−1 +

∑
k>0,σ∈B

kχ̃((v, 0), σ)
d

duσ,k

z−k−1
]}

U (4.4.2)

Where we used (4.2.9) to get χ̃((np, 0), σ) = n if σ = (JOXK, 0), χ̃((np, 0), σ) = −n if
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σ = (0, 1) and 0 otherwise together with part iii. of Lemma 4.2.15.

We claim that for any r > 0, n1, . . . , nr > 0 and
∑r

i=1 ni = n, we have the

following :

[
e(n1p,0) ⊗N(n1p),

[
e(n2p,0) ⊗N(n2p),

[
. . . ,

[
e(nrp,0) ⊗N(nrp), e

(0,1) ⊗ 1
]
. . .

]]
= e(np,1) ⊗

r∏
i=1

Hni

in Ȟ(PX), where

Hn =
∑

l|n,v∈B6

(−1)n n
l2
c3(X)v[z

n]
{
Uv(z)exp

[∑
j>0

nyj
j

zj
]}

.

We show this by induction on r, where for r = 0 it is obvious. Assuming that it holds

for r − 1, we need to compute

[e(n1p,0) ⊗N(n1p), e
((n−n1)p,1) ⊗

r∏
i=2

Hni ]

= [z−1]
{
: Y (uv,1, z)Y (e(n1p,0) ⊗ 1, z) : e((n−n1)p,1) ⊗

r∏
i=2

Hni

}

From Remark 4.4.2, we see that we can replace all exp
[
n
∑

i>0
d
dbi

]
and exp

[
−

n
∑

d
duJOX K,i

]
by 1 in (4.4.2). The second term under the curly bracket in (4.4.2)

vanishes, because it contains χ̃((v, 0), (mp, 1))z−1 = χ(v,mp)z−1 − χ(v)z−1 where

the result is zero for degree reasons and because td1(X) = 0. In the term with∑
k>0,σ∈B kχ̃((v, 0), σ)

d
duσ,k

z−k−1 the sum can be taken over all σ = (w, 0), w ∈ B6,8

by Remark 4.4.2 so it vanishes because χ(v, w) = 0 whenever v, w ∈ B6,8. We are
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therefore left with

[z−1]
{
(−1)n1z−n1e(np,1) ⊗

(∑
k>0

uv,kz
k−1

)
exp

[∑
i>0

n1yi
i

zi
]} r∏

i=2

Hni

= (−1)ne(np,1)[zn1 ]
{
Uv(z)exp

[∑
j>0

n1yj
j

zj
]} r∏

i=2

Hni
.

Multiplying with the coefficients
∑

l|n
n
l2

∑
v∈B6

c3(X)v of µv,1 in (4.3.15) and summing

over all v ∈ B6, we obtain the result as we are able to rewrite (4.3.9) by reordering

the terms keeping track of the signs as

Hn =
∑

k≥1,n1,...,nk∑
ni=n

1

k!

[
e(n1p,0) ⊗N(n1p),

[
. . . ,

[
e(nkp,0) ⊗N(nkp), e

(0,1) ⊗ 1
]
. . .

]]
.

We now describe a general formula for integrating topological insertions over Hn

which will be applied in the following to examples.

Proposition 4.4.3. Let A ⊂ K0(X)\{0} be a finite subset. For each α ∈ A let us

have some exponential generating series

Aα(z, p) =
∑
n≥0

aα(n, p)
zn

n!
,

where p = (p1, p2, . . .) are additional variables and α(n, p) ∈ QJpK, s.t. aα(0, 0) = 0.

If In ∈ H∗(Hilbn(X)
)

is such that In = (Ω ◦ ιn)∗(T ) for a weight 0 insertion T ∈
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H∗(PX), where

∫
Hn

T =

∫
Hn

e(np,1) ⊗ exp
[ ∑
α∈A

∑
k≥0
v∈B6,8

aα(k, p)χ(α
∨, v)µv,k

]
,

then the generating series Inv(q) = 1 +
∑

n>0

∫
[Hilbn(X)]vir Inqn is given by

∏
α∈A

exp
{∑

n>0

(−1)n
∑
l|n

n

l2
[zn]

[
z
d

dz

(
Aα(z, p)− Aα(0, p)

)
exp

( ∑
α∈A

rk(α)Aα(z, p)
)n]

qn
}c1(α)·c3(X)

. (4.4.3)

Proof. Using Lemma 4.2.13 to act on the homology classes Hn from Theorem 4.4.1,

we obtain

Inv(q)

= exp
[∑

n>0

∑
l|n
v∈B6

(−1)n n
l2
c3(X)v[z

n]
{∑

k>0

∑
α∈A

χ(α∨, v)
aα(k, p)

(k − 1)!
zkexp

[∑
j≥0

∑
α∈A

n
rk(α)aα(j, p)

j!
zj
]}

qn
]

which can be seen to be equal to (4.4.3).

We get the following simple consequence of the above results.

Corollary 4.4.4. With the notation and assumptions from Proposition 4.4.3 it follows

that Inv(q) depends only on c1(α) · c3(X) and rk(α) for all α ∈ A . For more general

insertions, the invariants only depend on
∫
X
c3(X) · (−) : H2(X)→ Z.

Remark 4.4.5. For the classes [Mnp]inv ∈ Ȟ2(NX), we did not find any interesting

non-zero invariants of the form
∫
[Mnp]inv

ν for some weight 0 insertion ν on NX . We

already know that L|Nn,0 = 0. On the other hand, if one takes T0(α) = π2 ∗(π
∗
X(α)⊗
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E0) on M0 for any class α ∈ G0(X) (see §4.5.1), we can consider its topological

counterpart Twt=1(α) = π2 ∗(π
∗
X(α) ⊗ E) on CX which has weight 1. Then denoting

ν = p(ch1(Twt=1(α)), ch2(Twt=1(α)), . . .), the integral
∫
[Mnp]inv

ν is not well defined as

it does not satisfy Lemma 4.1.6.

Moreover, consider the complex E0 = π∗
(
HomM0

(E0, E0)
)
on M0, then this will

be weight zero. However, taking ν = p(ch1(E0), ch2(E0), . . .) we get

∫
[Mnp]inv

ν =

∫
e(0,np)⊗Nnp

p(ch1(∆
∗(θ)), ch2(∆

∗(θ), . . .) ,

which can be shown to be always zero.

4.4.2 Multiplicative genera as insertions

The main examples we want to address are multiplicative genera of tautological

classes below.

For a scheme S, let G0(S) and G0(S) denote its Grothendieck groups of vector

bundles and coherent sheaves respectively. We have the map λ : G0(S) → K0(S)

which we often neglect to write, i.e. λ(α) = α. We have the Chern-character ch :

G0(S)→ A∗(S,Q) which under the natural maps to K0(S) and H∗(S,Q) corresponds

to the topological Chern-character ch : K0(S)→ Heven(X,Q).

Let f(p, z) =
∑

n≥0 fn(p)z
n ∈ QJpKJzK be a formal power-series in formal power-

series of additional variables p = (p1, . . . , pk) with f(0, 0) = 1, then a multiplicative
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genus Gf(p,·) of Hirzebruch [83, §4] associated to f is a group homomorphism

Gf : G0(X) −→
(
A∗(X,Q)JpK)

1
, (4.4.4)

where
(
A∗(X,Q)JpK)

1
denotes the multiplicative group of the ring A∗(X,Q)JpK con-

taining power-series with constant term in p and A0(X,Q) being 1. For each vector

bundle E → X of rk(E) = a there is by using the splitting principles a unique

factorization c(E) =
∏a

i=1(1 + xi), where xi ∈ A1(X,Q). Then Gf is given by

Gf (E) =
a∏

i=1

f(p, xi) .

Define Λ•
t : G

0(S)→
(
G0(S)JtK)

1
to be a group homomorphism acting on each vector

bundle E by

[E] 7→
∞∑
i=0

[ΛiE](−t)i ,

where
(
G0(S)JtK)

1
denotes the power-series in t with constant term JOXK ∈ G0(S),

G0(S) is a group under the addition and
(
G0(S)JtK)

1
under the multiplication in-

duced by the tensor product. We also have Sym•
t : G0(S) →

(
G0(S)JtK)

1
, where

Sym•
−t(α) =

(
Λ•

t (α)
)−1

for all α ∈ G0(S). On Hilbn(X), we will consider the classes

α[n] = π2 ∗
(
π∗
X(α)⊗Fn

)
, α ∈ G0(X) , T vir

n = HomHilbn(X)

(
In,In

)
0
[1] , (4.4.5)

where In =
(
OX → Fn

)
is the universal complex on Hilbn(X) and (−)0 denotes the
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trace-less part. The corresponding topological analogs are

T(α) = U∨ ⊠ π2 ∗
(
π∗
X(α)⊗ E

)
and − θ∨P ∈ K0(PX × PX) .

Lemma 4.4.6. In H∗(PX × PX) the following holds for all α ∈ K0(X):

chk

(
T(α)

)
=

∑
v∈Beven
i+j=k

(−1)jχ(α∨, v)βi ⊠ µv,j ,

chk(θP) =
∑

i+j=k
σ,τ∈B\Bodd

(−1)jχ̃(σ, τ)µσ,i ⊠ µτ,j +
∑

i+j=k+1
v,w∈Bodd

(−1)iχ−(v, w)µv,i ⊠ µw,j .

We also have the identity

ch(T vir
n ) = −(Ω ◦ ιn)∗

(
ch(∆∗θ∨P)

)
+ 2

in H∗(Hilbn(X)
)
.

Proof. Using Atiyah–Hirzebruch–Riemann–Roch [46], we get

chi

(
π2 ∗(π

∗
X(α)⊗ E)

)
=

∑
v∈Beven

∫
X

ch(α)ch(v)Td(X)⊠ µv,i =
∑

v∈Beven

χ(α∨, v)µv,i .

Taking a product with ch(U∨) and using βj = chj(U), we get

chj

(
T (α)

)
=

∑
v∈Beven
j=l+k

(−1)lχ(α∨, v)βl ⊠ µv,k . (4.4.6)

A similar explicit computation leads to the second formula. Let us therefore address

the final statement.
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Let P : Hilbn(X) → MX map [OX → F ] to [OX [1] ⊕ F ] and Extn =

HomHilbn(X)

(
In,In

)
. We have the following A1-homotopy commutative diagram:

Hilbn(X) MX

PerfC

Extn

P

Ext , (4.4.7)

where Ext, Extn are the maps associated to the perfect complexes of the same name.

From Definition 4.2.5, we easily deduce ι∗n ◦∆∗(Θpa) = P∗Ext∨. Taking topological

realization of (4.4.7), we obtain that

JExtnK = (Ptop)∗JExtK = ι∗nJ∆∗(Θpa)∨K = (Ω ◦ ιn)∗
(
∆∗(θP)

)∨
.

Finally, we use rk
(
(Extn)0

)
= rk(Extn)− 2.

To simplify notation, we will not write p unless necessary and use f(α[n]) and

f(T vir
n ) instead of the full Gf (−).

Lemma 4.4.7. Let f be an invertible power-series, then

∫
[Hilbn(X)]vir

f(α[n]) =

∫
Hn

exp
[ ∑
k≥0
v∈B6,8

aα(k)χ(α
∨, v)µv,k

]
, where

Aα(z) =
∑
k≥0

aα(k)
zk

k!
= log

(
f(z)

)
,

∫
[Hilbn(X)]vir

f(T vir
n ) =

∫
Hn

exp
[ ∑
k≥0
v∈B6,8

aJOXK(k)χ(v)µv,k

]
, where

AJOXK(z) = ∑
k≥0

aJOXK(k)zk
k!

= log
(
f(z)f(−z)

)
.

Proof. We show that in the action of chk(θ
∨
P) from Lemma 4.4.6 on Hn only terms
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linear in µv,k, k > 0 will have non-trivial contributions. In Remark 4.4.2, we set

K1(X) = 0, thus we only need to look at
∑

i+j=k
σ,τ∈B\Bodd

(−1)iχ̃(σ, τ)µσ,i ⊠ µτ,j and we

claim it reduces to the action by

−
∑

v∈B6,8

(
1 + (−1)k

)
χ(v)µv,k = −

(
1 + (−1)k

)
µp,k (4.4.8)

For i, j > 0 if σ = (0, 1) or τ = (0, 1), then due to Remark 4.4.2 this term vanishes. If

σ = (v, 0), τ = (w, 0) then v, w ∈ B6,8 and χ̃(σ, τ) = χ(v, w) = 0. So consider the case

i = 0, then j = k > 0. If σ = (v, 0), τ = (w, 0) or τ = (0, 1) then the term is again 0,

because µv,0 = np(v∨) = 0 unless v = p in which case χ(v, w) = 0 for each w ∈ B6,8.

However, if σ = (0, 1), τ = (v, 0), then µσ,0 = 1 and χ̃((0, 1), (v, 0)) = −χ(v). If

j = 0, then the same applies, thus the statement follows.

Let E be a vector bundle with c(E) =
∏a

i=1(1 + xi), then we write

f(E) =
a∏

i=1

f(xi) = exp
[∑

n>0

gn

a∑
i=1

xn
i

n!

]
,

where
∑

n>0
gn
n!
xn = log

(
f(x)

)
and

∑a
i=1

xn
i

n!
= chi(E). This extends to any class

α ∈ G0
(
Hilbn(X),Q

)
, so we get after using Remark 4.4.2, (4.4.8) and Lemma (4.4.6)

that

∫[
Hilbn(X)

]vir f(α
[n]) =

∫
Hn

exp
[ ∑
k≥0
v∈B6,8

gkχ(α
∨, v)µv,k

]
,

∫[
Hilbn(X)

]vir f(T
vir
n ) =

∫
Hn

exp
[ ∑
k≥0
v∈B6,8

gk
(
1 + (−1)k

)
χ(v)µv,k

]
,

where, we use µp,0 = n and rk(T vir
n ) = 2n. From this we immediately see Aα(z) =
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log
(
f(z)

)
and AJOXK(z) = log

(
f(z)f(−z)

)
.

As an immediate Corollary of (4.4.8), we obtain the following:

Corollary 4.4.8. For each n let pn(x1t, x2t
2, . . .) be a formal power-series in infinitely

many variables, then

∫
[Hilbn(X)]vir

pn(ch1(T
vir
n ), ch2(T

vir
n ), . . .) = 0 .

Proof. We use

∫[
Hilbn(X)

]vir pn(ch1(T
vir
n ), ch2(T

vir
n ), . . .) =

∫
Hn

p̃n(µp,1, µp,2, . . .) ,

where we use some new formal power-series p̃(x1t, x2t
2 , . . .) given by (4.4.8). Because

each term in (4.4.1) contains at least one factor of the form µv,k for v ∈ B6, k > 0,

the above integral is zero by (4.2.14).

Definition 4.4.9. Let us define the universal transformation U of formal power-series

U :
(
RJtK)

1
→

(
RJtK)

1
by

f(t) 7→
∏
n>0

n∏
k=1

f(−e
2πik
n t)n , (4.4.9)

for any ring R. Moreover, we will use the notation

{f}(t) = f(t)f(−t) .

In fact, U is a well-defined bijection. To see this, note: log
(∏n

k=1 f(−e
2πik
n t)n

)
=∑

m=0 n
2fnmt

nm by Knuth [106, eq. (13), p. 89]. Therefore
∏n

k=1 f(−e
2πik
n t)n =
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1 + O(tn). This is precisely the condition necessary for the infinite product to

be well-defined. Moreover, it maps integer valued power-series back to integer-

valued ones. To construct an inverse, we can take the logarithm of (4.4.9) to get∑
n>0

∑
m=0 n

2fnmq
nm =

∑
n>0

∑
l|n

n2

l2
fnq

n where log
(
f(q)

)
=

∑
n>0 fnq

n. This cor-

responds to acting with a diagonal invertible matrix on the coefficients fn, so we have

an inverse.

Example 4.4.10. Acting with U−1 on the MacMahon function M(−q), we obtain

1
(1+q)

.

We will need later the following generalization of the Lagrange inversion theorem:

Lemma 4.4.11. Let Q(t) ∈ RJtK (with a non-vanishing constant term) and gi(x) for

i = 1, . . . , N be the different solutions to

(
gi(x)

)N
= xQ

(
gi(x)

)
(4.4.10)

then for any formal power-series φ(t), φ(0) = 0 we have

N∑
k=1

φ
(
gi(x)

)
=

∑
n>0

1

n
[tnN−1]

(
φ′(t)Q(t)n

)
xn .

Proof. The usual Lagrange formula (see e.g. Gessel [68, Thm. 2.1.1]) tells us that

for h(x) = xQ
(
h(x)

)
, we have [xn]φ

(
h(x)

)
= 1

n
[tn−1]φ′(t)Q(t)n for n > 0 . Taking

the unique Newton–Puiseux series satisfying g(x
1
N ) = x

1
N Q

1
N

(
g(x

1
N )

)
for a fixed

N ’th root of Q, we can write by Weierstrass preparation theorem together with the

Newton–Puiseux theorem (see e.g. [91, Chap. 3.2, Chap. 5.1, ] every solution of
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(4.4.10) by gk(x) = g(e
2πki
N x

1
N ). We obtain

N∑
k=1

φ
(
gk(x)

)
=

N∑
k=1

∑
n>0

1

n
[tn−1]

(
φ′(t)Q

n
N (t)

)(
e

2πik
N x

1
N

)n

=
∑
n>0

1

n
[tnN−1]

(
φ′(t)Qn(t)

)
xn .

We prove now the main result that we will use throughout the next section.

Proposition 4.4.12. Let f0(p, ·), f1(p, ·), . . . , fM(p, ·) be power-series with f(0, 0) =

1, then define

Inv(~f, ~α, q) = 1 +
∑
n>0

∫[
Hilbn(X)

]vir f0(T
vir
n )f1(α

[n]
1 ) · · · fM(α

[n]
M )qn ,

where ~(−) is meant to represent a vector, and we omit the additional variables. Then

setting rk(αi) = ai, we have

Inv(~f,~a, q) = U

{[ M∏
i=1

fi(H(q))

fi(0)

]c1(αi)·c3(X)}
, (4.4.11)

where H(q) is the unique solution for

q =
H(q)∏M

j=1 f
aj
j

(
H(q)

)
{f0}

(
H(q)

) .
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Proof. Combining Lemma 4.4.7 with Proposition 4.4.3, we obtain

Inv(q) =
M∏
i=1

exp
{∑

n>0

∑
l|n

n

l2
(−1)n[zn−1]

[ d

dz

(
log

(
fi(z)

)
− log

(
fi(0)

))
M∏
j=1

fj(z)
ajn{f0}n(z)

]
qn
}c1(αi)·c3(X)

setting φ = log(fi)− log
(
fi(0)

)
, Q =

∏M
i=1 f

ai
i {f0} and using Lemma 4.4.11, this gives

M∏
i=1

exp
{∑

n>0

∑
l|n

n2

l2
[tn]

[
log fi

(
H(t)

)
− log fi(0)

]
(−q)n

}c1(αi)·c3(X)

=
M∏
i=1

exp
{∑

n>0

n
n∑

k=1

[tn]
[
log fi

(
H(t)

)
− log f(0)

]
(−e

2πik
n q)n

}c1(αi)·c3(X)

=
M∏
i=1

∏
n>0

n∏
k=1

[fi(H(−e 2πik
n q)

)
fi(0)

]nc1(αi)·c3(X)

=
M∏
i=1

U
[fi(H(q)

)
fi(0)

]c1(αi)·c3(X)

,

where H(q) is the solutions of (4.4.11).

4.5 New invariants

We define and compute many new invariants using the formula derived in the previous

section. These include tautological series, virtual Verlinde numbers and Nekrasov

genera. We study their symmetries and their relation to lower-dimensional geometries.

We obtain an explicit correspondence between virtual Donaldson invariants on elliptic

surfaces and DT4 invariants on projective Calabi–Yau fourfolds via the universal U

transformation. Note that the Segre–Verlinde correspondence among the results that

follow could be traced back to already existing results of Oprea–Pandharipande [144]

and Arbesfeld–Johnson–Lim–Oprea–Pandharipande [5] using Theorem 4.5.14, but as
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we worked these out independently we prefer to present them so. The final section is

dedicated to wall-crossing for quot-schemes of elliptic surfaces and curves.

4.5.1 Segre series

Setting f0 = 1 and fi = (1 + tix)
−1 in Proposition 4.4.12, we obtain the generalized

DT4-Segre series

R(~α,~t; q) = 1 +
∑
n>0

qn
∫
[Hilbn(X)]vir

st1(α
[n]
1 ) · · · stM (α

[n]
M ) .

Theorem 4.5.1. Let α1, . . . , αM ∈ G0(X), a = rk(α), then assuming Conjecture

4.2.10 for point-canonical orientations we have

R(~α,~t; q) = U
[
(1 + t1z)

c1(α1)·c3(X) · · · (1 + tMz)c1(αM )·c3(X)
]
,

where z is the solution to z(1 + t1z)
a1 · · · (1 + tMz)aM = q. Moreover, we have the

explicit expression:

R(α; q) =


U
[
Ba+1(−q)−c1(α)·c3(X)

]
for a ≥ 0

U
[
B−a(q)

c1(α)·c3(X)
]

for a < 0

. (4.5.1)

Proof. The first statement follows immediately from Proposition 4.4.12. Specializing

to the DT4 Segre series

R(α; q) =

∫
[Hilbn(X)]vir

sn(α
[n])
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we obtain for a = rk(α)

R(α; q) = U
[
(1 + z)

]c1(α)·c3(X)
, where q = z(1 + z)a .

The theorem then follows from the following lemma.

Lemma 4.5.2. Let y be the solutions of y(y + 1)a = q for a > 0, then

1

1 + y
=


Ba+1(−q) for a ≥ 0

B−a(q)
−1 for a < 0

. (4.5.2)

Proof. We use Lemma 4.4.11. For a ≥ 0 we change variables z = 1/(1 + y) this

implies g(z) := (1− z)/za+1 = q. Then the statement follows from

[(z − 1)n−1]
((z − 1)

g(z)

)n

= [(z − 1)n−1](−1)n
(
1 + (z − 1)

)(a+1)n

=
(−1)n

n

(
(a+ 1)n

n− 1

)
=

(−1)n

(a+ 1)n+ 1

(
(a+ 1)n+ 1

n

)
= (−1)nCn,a ,

where we used the notation from (1.0.9). When a < 0, then change variables by

(u + 1) = (z + 1)−1 to get z = −u(u + 1)−1 and thus −u(u + 1)−a−1 = q. Then

(1 + z)−1 = (1 + u) = B−a(q)
−1 by the above.

Using this, we obtain (4.5.1).
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4.5.2 K-theoretic insertions

In this section, we use the Oh–Thomas Riemann–Roch formula from Theorem 2.3.2

for their twisted virtual structure sheaf. Recall that Td = Gf for f(x) = x
1−e−x which

satisfies

{
√

f}(x) = x

e
x
2 − e−

x
2

. (4.5.3)

An immediate consequence of Corollary 4.4.8 is

Corollary 4.5.3. For all n > 0, χ̂vir(Hilbn(X)
)
= 0 .

Nekrasov genus gives us refinements of invariants considered in §4.5.1 as

Kn(~α, ~y) = χ̂vir
(
Ny1

(
α
[n]
1

)
· · ·NyM

(
α
[n]
M

))
, K(~α, ~y; q) =

∑
n>0

Kn(~α, ~y)q
n .

It is given by its series Ny(x) = (y
1
2 e−

x
2 − y−

1
2 e

x
2 ). Note that N0(0) 6= 1, but we can

write it as Ny(x) = (1 − y−1ex)e−
x
2 y

1
2 and simply keep track of y 1

2 separately. DT4

Segre series of §4.5.1 can be obtained as a classical limit of these invariants. Explicitly

this means the following:

Proposition 4.5.4. For any α1, . . . , αM ∈ G0(X) with aj = rk(αj) and ij, such that∑
j ij = n, we have

lim
y1→1+

· · · lim
yM→1+

(1− y−1
1 )i1−a1n · · · (1− y−1

M )iM−aMnKn(~α, ~y) =

(−1)n
∫[

Hilbn(X)
]vir ci1

(
α
[n]
1

)
· · · ciM

(
α
[n]
M

)
.

Proof. We conclude it from a more general result for any scheme S.

Define A>m =
⊕

i>mAi(S,Q) and A≤m = A∗(S,Q)/A>m. Let γ ∈ G0(S), a =
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rk(γ) and k ≥ 0, then we claim that in A≤k the following holds:

Lk(γ) := lim
y→1+

(1− y−1)k−a
[
ch
(
Λ•

y−1γ · det−
1
2 (γ · y−1)

)]
= (−1)kck(γ) :

Let γ = JEK − JF K and c(E) =
∏e

i=1(1 − xi), c(F ) =
∏f

i=1(1 − zi), then in A≤l, we

have

Ll(E) = lim
λ→0+

[
(1− e−λ)l−e

e∏
i=1

(e
λ
2
−xi

2 − e−
λ
2
+

xi
2 )
]

= lim
λ→0+

[
(λ−O(λ2))l−e

e∏
i=1

((λ− xi) +O
(
(λ− xi)

3
)]

= [λ−l]
e∏

i=1

(1− λ−1xi)

= (−1)lcl(JEK) .
Similarly, we obtain in A≤m

Lm(−JF K) = lim
λ→0+

[
(1− e−λ)m+f

f∏
j=1

(e
λ
2
−

zj
2 − e−

λ
2
+

zj
2 )−1

]
= [λ−m]

f∏
j=1

(1− xi

λ
)−1

= (−1)mcm(−JF K) .
We combine these two to obtain Lk(γ) =

∑
l+m=k Ll(E)Lm(−JF K) = (−1)kck(γ),

where both equalities are true only in A≤k.

To conclude the proof, we apply this statement to each Nyi

(
α
[n]
i

)
separately.

Then using
∑

j ij = n we see from Theorem 2.3.2 that we are integrating

ci1
(
α
[n]
1

)
. . . ciM

(
α
[n]
M

)√
Td0

(
T vir
n

)
.

Only the case where
∑

j rk(αj) = 2b + 1 is interesting, because one then obtains

integer invariants assuming that c1(αi) are divisible by two. Moreover, we mostly
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focus on M = 1 and rk(α1) = 1 which is motivated by the work of Nekrasov [136],

Nekrasov–Piazzalunga [138] and Cao–Kool–Monavari [35].

Theorem 4.5.5. If Conjecture 4.2.10 holds, then for all α1, . . . , αM with ai = rk(αi),∑
i ai = 2b+ 1 and point-canonical orientations, we have

K(~α, ~y; q) =
M∏
i=1

U

[
(yi − 1)2u

(yi − u)2

] 1
2
c1(αi)·c3(X)

, where q =
(u− 1)ub∏M

j=1(y
1
2 − y−

1
2u)ai

.

When M = 1, α1 = α, y1 = y, a1 = 1, then

K(α, y; q) = Exp
[
χ
(
X, q

(TX − T ∗X)(α
1
2y

1
2 − α− 1

2y−
1
2

(1− qα
1
2y

1
2 )(1− qα− 1

2y−
1
2 )

)]
,

where Exp[f(y, q)] = exp
[∑

n>0
f(yn,qn)

n

]
. In particular, the coefficients of K(~α, ~y; q)

lie in Z[y±
1
2

1 , . . . , y
± 1

2
M ] if c1(αi)

2
∈ H2(X,Z).

Proof. Using Proposition 4.4.12 together with (4.5.3) and Theorem 2.3.2, we obtain

K(~α, ~y; q) =
M∏
i=1

U

[
y

1
2 − y−

1
2

y
1
2
i e

− zi
2 − y

1
2
i e

zi
2

]c1(αi)·c3(X)

, where q =
e

zi
2 − e−

zi
2∏M

i=1(y
1
2 e−

zi
2 − y−

1
2 e

zi
2 )

,

setting u = ez and using

√
(1− uy−1

i )2

(1− y−1
i )2u

=

(
y

1
2u− 1

2 − y−
1
2u

1
2

)
y

1
2 − y−

1
2

we obtain

K(~α, ~y; q) =
M∏
i=1

U

[
(yi − 1)2u

(yi − u)2

] 1
2
c1(αi)·c3(X)

, where q =
(u− 1)ub∏M

j=1(y
1
2 − y−

1
2u)aj

.
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When M = 1 and a1 = 1 then this gives

u =
1 + qy

1
2

1 + qy−
1
2

which after plugging into the above formula gives rise to

K(α, y; q) = U
[(
1 + qy

1
2

)(
1 + qy−

1
2

)] 1
2
c1(α)·c3(X)

=

√
M(qy

1
2 )M(qy−

1
2 )

c1(α)·c3(X)

= Exp
[ qy

1
2

(1− qy
1
2 )2
− qy−

1
2

(1− qy−
1
2 )2

] 1
2
c1(α)·c3(X)

= Exp
[
χ
(
X, q

(TX − T ∗X)(α
1
2y

1
2 − α− 1

2y−
1
2

(1− qα
1
2y

1
2 )(1− qα− 1

2y−
1
2 )

)]
,

where the second equality uses M(q) = Exp[ q
(1−q)2

] and the last equality uses

Grothendieck–Riemann–Roch.

The following remark is the result of the search for the correct replacement for

the χy-genus and elliptic genus of Fantechi–Göttsche, it was motivated by Cao–Kool–

Monavari [35, Remark 1.19] to answer what the correct generalization of the above

invariants should be. The authors of loc cit. tried the χy-genus, we explain why this

is not the right choice.

Remark 4.5.6. On a real manifold M , a natural generalization of the Â genus is the

universal elliptic genus which can be computed as

W (M,V, q) =

∫
[M ]

Â(X)
∏
k≥1

ch
(
Sym•

qk(TM ⊗ C)
)
(1− qk)2dim(M) .

The χy-genus is however defined only for complex manifold, as it needs the additional
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complex structure. This motivates:

Definition 4.5.7. We define the DT4 Witten-genus of M st
α (τ) by

W (M st
α (τ), V, q) = χ(Ôvir ⊗

⊗
k≥1

Sym•
qk(E− rk(E))⊗ V ) .

Example 4.5.8. Let M be a moduli scheme with a perfect obstruction theory F• At−→

LM as in Behrend–Fantechi [13], then [142, 37, 45] consider the −2-shifted cotangent

bundle 3-term obstruction theory E• = F• ⊕ (F•)∨[2]
(At,0)−−−→ LM . In this situation,

Oh–Thomas [142, §8] show

Ôvir = Ovir
√
Kvir ,

where Ovir is the virtual structure sheaf of Fantechi–Göttsche [51], Kvir = det(F•) and

the square root is taken inG0(M,Z[2−1]), where it always exists (see Oh–Thomas [142,

Lemma 2.1]). The term on the right hand side is in fact the twisted virtual structure

sheaf Ôvir
NO of Nekrasov–Okounkov [137]. If rk(F•) = 0, i.e. virtual dimension of M

is 0, then

W (M,V, q) = χ
(
Ôvir

NO ⊗
⊗
k≥1

Sym•
qk

(
F• ⊕ (F•)∨

)
⊗ V

)
,

which is the virtual chiral elliptic genus of Fasola–Monavari–Ricolfi [52] motivated

by the work of physicists Benini–Bonelli–Poggi–Tanzini [14]. As the assumption on

rank is a bit silly, one should really work equivariantly, and we plan to return to this

question as we expect to relate the recent work of Kool–Rennemo [108] with the work

of Fasola–Monavari–Ricolfi [52] by dimensional reduction as in [36], [108], where it is

considered only the Â-genus.

For Hilbert schemes, the correct object to study which generalizes Nekrasov’s
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genus is the Nekrasov–Witten genus

W (Hilbn(X),Ny(L
[n]), q)

. Using Proposition 4.4.12 the corresponding generating series can be expressed as

1 +
∑
n>0

znW (Hilbn(X),Ny(L
[n]), q) = U

[(yi − 1)2u

(yi − u)2

]
,

where

z =
u− 1

y
1
2 − y−

1
2u

∏
k>0

(1− qku)(1− qku−1)

(1− qk)2
.

4.5.3 Untwisted K-theoretic invariants

We propose a version of DT4 Verlinde numbers for Calabi–Yau fourfolds as higher

dimensional analogues of Verlinde numbers for surfaces studied in [50, 126, 70]. After

computing generating series for these invariants, we obtain a simple Segre–Verlinde

correspondence. In the spirit of Calabi–Yau fourfolds, they require an additional twist

by a square-root of a tautological determinant line bundle.

Definition 4.5.9. Let E = det
(
O[n]

X

)
, then the untwisted virtual structure sheaf is

defined by

Ovir = Ôvir ⊗ E
1
2 .

We define the untwisted virtual characteristic

χvir
(
Hilbn(X), A

)
= χ̂vir

(
Hilbn(X), E

1
2 ⊗A

)
=

∫
[Hilbn(X)]vir

√
Td

(
T vir
n

)
ch
(
E

1
2

)
ch(A) .
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Clearly, this changes AJOXK(z) = z/(e
z
2 − e−

z
2 ) from Lemma 4.4.7 to AJOXK(z) =

z/(1− e−z).

Definition 4.5.10. Let X be a Calabi–Yau fourfold, then its square root DT4 Ver-

linde series are defined for all α ∈ G0(X) by

V
1
2 (α; q) = 1 +

∑
n>0

V
1
2
n (α)qn = 1 +

∑
n>0

χ̂vir(Hilbn(X), det 1
2 (L[n]

α )⊗ Ea
)
qn ,

where Lα = det(α), a = rk(α). The DT4 Verlinde series is defined by

V (α; q) = 1 +
∑
n>0

Vn(α)q
n = 1 +

∑
n>0

χvir(Hilbn(X), det(α[n])
)
qn .

Remark 4.5.11. Just for the purpose of this remark, let us define negative square

root Verlinde series by

V − 1
2 (α; q) = 1 +

∑
n>0

V
− 1

2
n (α)qn = 1 +

∑
n>0

χ̂vir(Hilbn(X), det− 1
2 (L[n]

α )⊗ E−a
)
qn ,

for each α ∈ G0(X), where a = rk(α).

1. When α = JV K is a vector bundle of rank a, one can show that

[y∓
n
2
(2a+1)]

(
Kn(Lα ⊕ E⊕2a, y)

)
= V

± 1
2

n (V ) .

2. From the expression K(L, y; q) =

√
M(qy

1
2 )M(qy−

1
2 )

c1(α)·c3(X)

, we obtain that

Nekrasov generating series decouples into the positive and negative square-root
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Verlinde series:

K(L, y; q) = V
1
2 (µ(L)y−1; q)V − 1

2 (µ(L)y−1; q) ,

where µ(L) = L − OX , as it can be written as a product of series only with

positive or negative powers of y 1
2 . Thus

V ± 1
2 (µ(L); q) = M(q)

1
2
c1(L)·c3(X) .

3. By applying Proposition 4.4.12, one can show that V (α; q) =
(
V

1
2 (α; q)

)2.
Theorem 4.5.12. Assuming Conjecture 4.2.10 holds, we have the following Segre–

Verlinde correspondence for any choice of orientations on Hilbn(X):

V (α; q) = R(α;−q) .

Proof. From Proposition 4.4.12 together with (4.5.3) and Definition 4.5.9, we see after

setting a = rk(α) that

V (α; q) = U(ez)c1(α)·c3(X) , where q =
(1− e−z)

eaz
.

Changing variables to t = ez − 1 we obtain

V (α; q) = U(1 + t)c1(α)·c3(X) , where q = t(t+ 1)−(a+1) .
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We therefore see from Lemma 4.5.2 that

V (α; q) =


U
[
Ba+1(q)

−c1(α)·c3(X)
]

for a ≥ 0

U
[
B−a(−q)c1(α)·c3(X)

]
for a < 0

. (4.5.4)

Comparing with (4.5.1) concludes the proof.

We can also study the series:

Z(~α,~k; q) = 1 +
∑
n>0

qnχvir( ∧k1 α[n]
1 ⊗ . . .⊗ ∧kMα

[n]
M

)
.

We show that they give rise to interesting formulae. This was motivated by investi-

gating the rationality question as studied in [5] and their example [5, Ex. 7]

Example 4.5.13. For α ∈ G0(X), take the series Z(α; q) =
∑

n>0 χ
vir(α[n]) , then it

can be expressed as

Z(α; q) =
∂

∂y
Z(α, y; q)|y=0 , where Z(α, y; q) = 1 +

∑
n>0

χvir(Λ•
−yα

[n]) .

Using Proposition 4.4.12, we have

Z(α, y; q) =
[∏
n>0

n∏
k=1

1 + yez(−ωk
nq)

1 + y

]c1(α)·c3(X)

, where q =
1− e−z

(1 + yez)a
.

After changing variables 1 + u = ez, this gives

Z(α, y; q) =
[∏
n>0

n∏
k=1

1 + y
(
1 + u(−ωk

nq)
)

1 + y

]c1(α)·c3(X)

, where q =
u

(1 + u)(1 + y + yu)a
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Acting with ∂/∂y on the last formula, using that the terms under the product are

equal to 1 for y = 0 and that the derivative (∂/∂y)u exist we obtain from a product

rule for infinite products

Z(α; q) = c1(α) · c3(X)
∑
n>0

n∑
k=1

u(−ωk
nq) where u =

q

1− q

We can write this as

Z(α; q) = c1(α) · c3(X)
∑
n>0

(−q)n

1− (−q)n
= c1(α) · c3(X)S(−q), ,

where S(q) is the Lambert series as considered by Lambert [110].

4.5.4 4D-2D-1D correspondence

We obtain a one-to-one correspondence between invariants on compact CY fourfolds

and elliptic surfaces.

Recall from Example 2.3.2 the virtual obstruction theory on QuotS(CN , n), then

when N = 1, we have QuotS(C1, n) = Hilbn(S) and the virtual fundamental classes

get identified with

[
Hilbn(S)

]vir
=

[
Hilbn(S)

]
∩ cn(K

[n]
Hilb(S)

∨)

using that Hilbn(S) is smooth. Here we also use χvir(−) to denote the virtual Euler

characteristic of Fantechi–Göttsche [51].

Theorem 4.5.14. Let X be a Calabi–Yau fourfold, S an elliptic surface. Let
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f1, . . . , fM , g be power-series, αY,1, . . . , αY,M in G0(Y ) for Y = X,S and rk(αY,i) = ai,

then there exist universal series A1, . . . , AM depending on fi, {g} and ai such that

1 +
∑
n>0

qn
∫
[Hilbn(X)]vir

f1
(
α
[n]
X,1

)
· · · fM

(
α
[n]
X,M

)
g
(
T vir
n

)
=

M∏
i=1

U(Ai)
c1(αX,i)·c3(X) ,

1 +
∑
n>0

qn
∫
[Hilbn(S)]vir

f1
(
α
[n]
S,1

)
· · · fM

(
α
[n]
S,M

)
{g}

(
T vir

Hilbn(S)

)
=

M∏
i=1

A
c1(αS,i)·c1(S)
i

Moreover, there are universal generating series Bi depending on fi, ai, such that

1 +
∑
n>0

qnχvir
(
f1
(
α
[n]
X,1

)
⊗ . . .⊗ fM

(
α
[n]
X,M

))
=

M∏
i=1

U(Bi)
c1(αX,i)·c3(X) ,

1 +
∑
n>0

qnχvir
(
f1
(
α
[n]
S,1

)
⊗ . . .⊗ fM

(
α
[n]
S,M

))
=

M∏
i=1

B
c1(αS,i)·c1(S)
i .

where we abuse the notation by thinking of Gfi as mapping to G0(−)⊗Q.

Proof. Arbesfeld–Johnson–Lim–Oprea–Pandharipande [5] prove general formulae for

generating series

∑
n∈Z

qn
∫
[QuotS(CN ,β,n)]vir

f1
(
α
[n]
1

)
· · · fM

(
α
[n]
M

)
h
(
T vir

Hilbn(S)

)
.

When β = 0, N = 1 and K2
S = 0 the results of [5, §2.2 & Eq. (14)] imply

1 +
∑
n>0

qn
∫
[Hilbn(S)]vir

f1
(
α
[n]
1

)
· · · fM

(
α
[n]
M

)
h
(
T vir

Hilbn(S)

)
=

M∏
i=1

[
fi
(
H(q)

)
fi(0)

]c1(αi)·c1(X)

,

where q =
H∏

fai
i (H)h(H)

.

Replacing h with {g}, and comparing to the result of Proposition 4.4.12, we obtain

the first two formulae.
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Using (4.5.3), we see that
[√

Td
](

T vir
Hilbn(S)

)
E

1
2 contributes

x

1 + e−x

to the variable change above. This corresponds precisely to the Todd-genus

Td
(
T vir

Hilbn(S)

)
= x

1+e−x

(
T vir

Hilbn(S)

)
. The second result for elliptic surface S then follows

from the virtual Riemann–Roch of Fantechi–Göttsche [51] together with definition of

χvir(−) in §4.5.2.

Remark 4.5.15. By the work of and Oprea–Pandharipande [144, Lem. 34] there

is a relation between integrals over [QuotC(CN , n)] and [QuotS(CN , n)]vir, where the

former is a smooth moduli space of dimension nN and C is a smooth anti-canonical

curve in S (if it exists). When α ∈ K0(S) and Θ is the theta divisor on C, we obtain

1 +
∑
n>0

∫
C[n]

f
(
(α|C

)[n]
)g
(
TC [n] +Θ[n]∨ −Θ[n]

)

It is interesting that this gives a precise relation between the generating series of

three sets of virtual invariants in 3 different dimensions. We will unify these results

by applying similar arguments to the ones in §4.3 and §4.4 to extend the results of

Arbesfeld et al [5], [119] and [144] in the author’s future work [18], where we replace

CN by a general torsion free sheaf E. In the Calabi–Yau case, we will assume E

additionally to be rigid and stable to construct virtual fundamental classes.

Using that [Hilb1(X)]vir = Pd
(
c3(x)

)
together with Theorem 2.3.2 and that we

have natural isomorphisms Λi(TX|x) ∼= Exti(Ox,Ox) which hold in a family one can

show:
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Corollary 4.5.16. All of the results of this section hold mod q2.

4.5.5 4D-2D correspondence explained by wall-crossing

Virtual fundamental classes of Quot-schemes from example 2.3.2 have been used by

Marian–Oprea–Pandharipande [125] to prove Lehn’s conjecture [115] for the generat-

ing series of tautological invariants on Hilbert schemes of points. More recently their

virtual fundamental classes [QuotS(CN , β, n)]vir were studied by Arbesfeld et al [5],

Lim [119], Johnson–Oprea–Pandharipande [90] and Oprea–Pandharipande [144]. Our

goal here is to recover the formulae when β = 0 for an elliptic surface S to explain

the relationship in Theorem 4.5.14. We only need one ingredient for this. Similarly,

as in the case of Calabi–Yau 4-folds let us denote

I(L, q) = 1 +
∑
n>0

qn
∫[

QuotS(C1,n)
]vir cn(L

[n])

Knowing these invariants, we will be able to determine [QuotS(CN , n)]vir as an ele-

ment in HnN(PS) similarly to what we obtained for four-folds. For this we will need

a different definition of the the moduli stack of pairs. For simplicity, we assume that

b1(S) = 0, but we then drop this requirement in Remark 4.5.22. As we are recov-

ering known results using different methods this section should be viewed as purely

philosophical. In the sequel [18], we are going to obtain the entire information about

virtual fundamental classes [QuotS(E, n)]vir for any surface and E a torsion-free sheaf

using these methods. These results will be new.

Let us for now set up the general framework for [QuotS(CN , n)]vir for any smooth

projective surface S.
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Definition 4.5.17. • We consider this time the abelian category BN of triples

(E, V, φ), where φ : V ⊗ CN ⊗OS
ϕ−→ F and F is a zero-dimensional sheaf.

• The moduli stack NN
0 is constructed as in Definition 4.2.3, except in the first

bullet point we take the total space of πnp,d : π2 ∗
(
π∗
1(OX)

⊕N ⊗ Enp
)
⊠ V∗

d →

Mnp × [∗/GL(d,C)].

• We define ΘN,pa by

ΘN,pa
(n1p,d1),(n2p,d2)

=(πn1p,d1 × πn2p,d2)
∗{

(Θn1p,n2p)1,3 ⊕
(
(V⊕N

d1
)⊠ π2 ∗(En2p)

∨
)
2,3
[1]

}
(4.5.5)

with Θn1p,n2p = HomMn1p×Mn2p
(En1p, En2p)

∨ and the form

χN,pa((n1p, d1), (n2p, d2)
)
= rk

(
ΘN,pa

(n1p,d1),(n2p,d2)

)
= −Nd1n2

The rest of the data has obvious modification, which we do not mention here.

Note that working with surfaces the correct vertex algebra structure requires the

symmetrization of Θpa, thus the correct data is

(
(N p)top,Z× Z, µtop

Nq
, µtop

Nq
, 0top, JΘN,pa + σ∗(ΘN,pa)∨K, εN) (4.5.6)

where εN(n1p,d1),(n2p,d2)
= (−1)Nd1n2 . We have again a universal family CN ⊗

OS×QuotS(CN ,n) → F giving us

NN
0

QuotS(CN , n) (NN
0 )pl

Πpl
ιn,N

ιpl
n,N

.
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and [QuotS(CN , n)]vir ∈ H∗(NN
0 ). Notice, that there is an obvious modification of

the Joyce–Song stability τpa
N , such that CN ⊗OX

ϕ−→ F is τpa
N -stable if and only if φ is

surjective. Therefore, we again obtain

QuotS(CN , n) = N st
(np,1)(τ

pa
N ) , [QuotS(CN , n)]vir = [N st

(np,1)(τ
pa
N )]vir .

Once the work of Joyce [96] is complete, the following conjecture will be a consequence

of a more general theorem after proving that some axioms are satisfied.

Conjecture 4.5.18. For any smooth projective surface S, in Ȟ∗
(
NN

0

)
we have for

all n,N

[QuotS(CN , n)]vir =
∑

k>0,n1,...,nk
n1+...+nk=n

(−1)k

k!

[[
. . .

[
[N(0,1)]inv, [Mss

n1p
]inv], . . .], [Mss

nkp
]inv]

for some [Mss
np]inv ∈ Ȟ2(NN

0 ).

We again construct the vertex algebra on topological pairs and the L-twisted

vertex algebra.

Definition 4.5.19. Define the data
(
PS, K(PS),ΦPS

, µPS
, 0, θLPS

, ε̃L,N
)
,(

PS, K(PS),ΦPS
, µPS

, 0, θPS
, ε̃N

)
as follows:

• K(PS) = K0(S)× Z.

• Set L = π2 ∗(π
∗
S(L) ⊗ E) ∈ K0(CS). Then on PS × PS we define θN,ob =
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(θ)1,3 −N
(
U⊠ π2 ∗(E)

∨
)
2,3
, where θ = π2,3 ∗

(
π∗
1,2(E) · π∗

1,3(E)
∨) and

θPS ,N = θN,ob + σ∗(θN,ob)
∨

θLPS ,N
= θPS ,N +N

(
U⊠ L∨

)
2,3

+N
(
L⊠ U∨

)
1,4

,

• The symmetric forms χ̃ : (K0(S)×Z)× (K0(S)×Z)→ Z, χ̃L : (K0(S)×Z)×

(K0(S)× Z)→ Z are given by

χ̃
(
(α, d), (β, e)

)
= χ(α, β) + χ(β, α)− dNχ(β)− eNχ(α) ,

χ̃L
(
(α, d), (β, e)

)
= χ(α, β)− dN

(
χ(β)− χ(β · L)

)
− eN

(
χ(α)− χ(α · L)

)
. (4.5.7)

• The signs are defined by ε̃(α,d),(β,e) = (−1)χ(α,β)+Ndχ(β) and ε̃L(α,d),(β,e) =

(−1)χ(α,β)+Nd
(
χ(β)−χ(L·β)

)
.

We denote by (Ĥ∗(PS), |0〉 , ezT , YN), resp. (H̃∗(PS), |0〉 , ezT , Y L
N ) the vertex algebras

associated to this data and (Ȟ∗(PS), [−,−]N), resp. (H̊∗(PX), [−,−]LN) the corre-

sponding Lie algebras. We now consider the map

ΩN = (Γ× id) ◦ (ΣN)
top : (NN

0 )top →Mtop
X ×BU × Z→ CX ×BU × Z , (4.5.8)

where ΣN maps [E, V, φ] to [E, V ⊗OS].

Let B = Bt{(0, 1)}, where B =
⊔4

i=1 Bi, ch(Bi) basis ofH i(S) with B0 = {JOSK},
B4 = {p}. Combining all the ideas of Chapter 4, we can state the following:
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Proposition 4.5.20. Let Q[K0(S) × Z] ⊗Q SSymQJuσ,i, σ ∈ B, i > 0K be the gener-

alized super-lattice vertex algebra associated to
(
(K0(S) ⊕ Z) ⊕K1(S), (χ̃L)•

)
, resp.(

(K0(S)⊕ Z)⊕K1(S), (χ̃)•
)
, where (χ̃)• = χ̃⊕ χ−, (χ̃L)• = χ̃L ⊕ χ− and

χ− : K1(S)×K1(S)→ Z ,

χ−(α, β) =

∫
S

ch(α)∨ch(β)Td(S)−
∫
S

ch(β)∨ch(α)Td(S) .

The isomorphism (4.2.13) induces an isomorphism of graded vertex algebras for all

N :

Ĥ∗(PS) ∼= Q[K0(S)× Z]⊗Q SSymQJuσ,i, σ ∈ B, i > 0K ,
H̃∗(PS) ∼= Q[K0(S)× Z]⊗Q SSymQJuσ,i, σ ∈ B, i > 0K .

The map (ΩN)∗ : H∗(NN
0 ) → H∗(PS) induces morphisms of graded vertex al-

gebras (Ĥ∗(NN
0 ), |0〉 , ezT , YN) → (Ĥ∗(PS), |0〉 , ezT , YN), (H̃∗(NN

0 ), |0〉 , ezT , Y L
N ) →

(H̃∗(PS), |0〉 , ezT , Y L
N ) and of graded Lie algebras

Ω̄∗ :
(
Ȟ∗(NN

0 ), [−,−]N
)
−→

(
Ȟ∗(PS), [−,−]N

)
,

Ω̄∗ :
(
H̊∗(NN

0 ), [−,−]LN
)
−→

(
H̊∗(PS), [−,−]LN

)
.

The following result replaces Theorem 4.3.10 and it is noticeably simpler due to

canonical orientations. We use the notation

QN,n = Ω̄N
∗

([
QuotS(CN , n)

]
vir

)
, and Mnp = Ω̄N

∗
(
[Mnp]inv

)
.
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Lemma 4.5.21. Let S be a smooth projective surface with b1(S) = 0. If Conjecture

4.5.18 holds, then

Mnp = e(np,1) ⊗ 1 ·Nnp +QT (e(np,1) ⊗ 1) ,

where for the series N (q) =
∑

n>0 Nnpq
n we have

exp
(
N (q)

)
=

(
1− epq

)(∑
v∈B2

c1(S)vuv,1

)
.

If S is moreover elliptic, we have

1 +
∑
n>0

QN,n

e(np,1)
qn = exp

[∑
n>0

[znN−1]
{ ∑

v∈B2

−c1,v
n

Uv(z)exp
[∑

k>0

nyk
k

zk
]}

qn
]
. (4.5.9)

Proof. We have [QuotS(C1, n)]vir∩cn(L[n]) = [Hilbn(S)]∩cn
(
(Kn

Hilb(S))
∨)∩cn(L[n]

)
=

(−1)n[Hilbn(S)]∩ c2n(K [n]
S ⊕L[n]) for an algebraic line bundles L→ S. Then by [126,

eq. (18)], we see

I(L, q) =

(
1

1− q

)c1(L)·c1(X)

.

Using that H2(X) = H1,1(X) because of b1(X) = 0, we have ch(B2) ⊂ H1,1(X) and

therefore the above result for algebraic line bundles is sufficient. We obtain by similar

computation as in the proof of Theorem 4.3.10:

[e(mp,1) ⊗ 1, e(np,0) ⊗Nnp]
L = −(−1)ne(m+n)p,1 ⊗

∑
v∈B2

∫
X

c1(L)ch(v)av(n) .

By similar but simpler arguments as in the proof of Theorem 4.3.10, we obtain

N (np) = 1
n

∑
v∈B2

c1(S)vuv,1 . Then an analogous argument as in the proof of Theo-
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rem 4.4.1 leads to (4.5.9), where we are using c21(S) = 0.

Remark 4.5.22. Going through the above computation without the assumption

b1(S) = 0, we need two modifications. Firstly, we would use the result of Oprea–

Pandharipande [144, Cor. 15] instead of [125, eq. (18)] in the proof of Lemma

4.5.21 to avoid the issue of purely topological line bundles. One can moreover check

that under the projection Πeven : Ȟ∗(PS) → Ȟeven(PS) we still obtain the same

results for an elliptic surface. This is sufficient for us, because we never integrate odd

cohomology classes, except when integrating polynomials in chk(T
vir), but as the only

terms µv,k for v ∈ Bodd are given for v ∈ B3, each such integral will contain a factor

of χ−(v, w) = 0 for v, w ∈ B3.

As a consequence, we then obtain the following result which could also be ex-

tracted from Arbesfeld et al [5] for an elliptic surface.

Proposition 4.5.23. Let S be a smooth projective elliptic surface and

f0(p, ·), f1(p, ·), . . . , fm(p, ·) be power-series with f(0, 0) = 1, then define

InvN(~f, ~α, q) = 1 +
∑
n>0

∫[
QuotS(CN ,n)

]vir f0
(
T vir)f1(α[n]

1

)
· · · fm

(
α[n]
m

)
qn .

Setting rk(αj) = aj, we have

InvN(~f,~a, q) =
[ N∏

j=1

m∏
i=1

fi(Hj(q))

fi(0)

]c1(αj)·c1(S)

, (4.5.10)

where Hj(q), j = 1, . . . , N are the different solutions for

q =
HN

j∏m
i=1 f

ai
i (Hj) fN

0 (Hj)
.
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Proof. We can show again

∫
[QuotS(CN ,n)]vir

f0(T
vir)fi(α

[n]
i ) . . . fm(α

[n]
m )

=

∫
QN,n

exp
[ ∑
k>0
v∈B2,4

m∑
i=1

aαi
(k)χ(α∨

i , v)µv,k +Nbkχ(v)µv,k

]
,

where
∑

k

aαi(k)

k!
qk = log

(
fi(q)

)
and

∑
k>0

bk
k!
qk = log

(
f0(q)

)
. The rest then follows

from Lemma 4.2.13 and 4.4.11 by a similar computation as in §4.4.

Remark 4.5.24. For an elliptic curve C the quot-scheme QuotC(CN , n) carries the

obstruction theory F =
(
τ[0,1]HomQuotC(CN ,n)(I,F)

)∨
constructed by Marian–Oprea

[124] which is just a vector bundle of rank nN , therefore the construction of the vertex

algebra is identical and the same computation applies. We leave it to the reader to

check using [144, Thm. 3] that under the projection Πeven : Ȟ∗(PC)→ Ȟeven(PC) the

generating series 1 +
∑

n>0
QN ,

e(np,1) is given by

exp
[
−

∑
n>0

(−1)n

n
[znN−1]

{
UJOCK(z)exp[∑

k>0

nyk
k

zk
]}

qn
]
.
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